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Abstract

The Determinantal Assignment Problem (DAP) is one of the central problems of Algebraic Control Theory and refers to solving a system of non-linear algebraic equations to place the critical frequencies of the system to specified locations. This problem is decomposed into a linear and a multi-linear subproblem and the solvability of the problem is reduced to an intersection of a linear variety with the Grassmann variety. The linear subproblem can be solved with standard methods of linear algebra, whereas the intersection problem is a problem within the area of algebraic geometry. One of the methods to deal with this problem is to solve the linear problem and then find which element of this linear space is closer - in terms of a metric - to the Grassmann variety. If the distance is zero then a solution for the intersection problem is found, otherwise we get an approximate solution for the problem, which is referred to as the approximate DAP.

In this thesis we examine the second case by introducing a number of new tools for the calculation of the minimum distance of a given parametrized multi-vector that describes the linear variety implied by the linear subproblem, from the Grassmann variety as well as the decomposable vector that realizes this least distance, using constrained optimization techniques and other alternative methods, such as the SVD properties of the so called Grassmann matrix, polar decompositions and other tools. Furthermore, we give a number of new conditions for the appropriate nature of the approximate polynomials which are implied by the approximate solutions based on stability radius results.

The approximate DAP problem is completely solved in the 2-dimensional case by examining uniqueness and non-uniqueness (degeneracy) issues of the decompositions, expansions to constrained minimization over more general varieties than the original ones (Generalized Grassmann varieties), derivation of new inequalities that provide closed-form non-algorithmic results and new stability radii criteria that test if the polynomial implied by the approximate solution lies within the stability domain of the initial polynomial. All results are compared with the ones that already exist in the respective literature, as well as with the results obtained by Algebraic Geometry Toolboxes, e.g., Macaulay 2. For numerical implementations, we examine under which conditions certain manifold constrained algorithms, such as Newton’s method for optimization on manifolds, could be adopted to DAP and we present a new algorithm which is ideal for DAP approximations. For higher dimensions, the approximate solution is obtained via a new algorithm that decomposes the parametric tensor which is derived by the system of linear equations we mentioned before.
Nonemclature

\( F \): denotes a general field or ring, e.g., \( \mathbb{R}, \mathbb{C} \).

\( a \): denotes a scalar in \( F \).

\( F^n \): denotes an \( n \) dimensional vector space over \( F \).

\( V \): denotes an ordinary vector space or a vector space/set equipped with a special structure, e.g., varieties, manifolds, etc.

\( \Lambda^k(V) \): denotes the \( k \)-th exterior power of a vector space \( V \).

\( x \): denotes a vector or a \( k \)-vector (multivector) on \( V \) or \( V_1 \times \cdots \times V_k \), respectively.

\( a \wedge b \): denotes the wedge product (exterior product) between two \( k \)-vectors in \( \Lambda^k(V) \).

\( \mathbb{R}(s) \): denotes the field of rational functions.

\( F[s] \): denotes the ring of polynomials over \( F \).

\( I \): denotes an ideal of \( F[s] \).

\( Q_{m,n} \): denotes the set of lexicographically ordered, strictly increasing sequences of \( m \) integers from \( 1,2,\ldots,n \).

\( F^{m \times n} \): denotes the set of \( m \times n \) matrices with elements from \( F \), e.g., \( \mathbb{R}^{m \times n} \) are all the real \( m \times n \) matrices.

\( A \): denotes a matrix in \( F^{m \times n} \).

\( \mathcal{N}_r(A), \mathcal{N}_l(A) \): denote the right and the left null space of a matrix \( A \).

\( C_k(A) \): denotes the \( k \)th compound matrix of \( A \in F^{m \times n} \), \( k \leq \{m,n\} \).

\( A \otimes B \): denotes the Kronecker product between two matrices \( A \) and \( B \).

\( A \ast B \): denotes the Hadamard product between two matrices \( A \) and \( B \).
\( \xi_1 \otimes \cdots \otimes \xi_n \): denotes the tensor product of the vectors \( \xi_i \) that belong to the vector spaces \( \mathcal{V}_i \), respectively, for \( i = 1, \ldots, n \).

\( \mathbf{T} \): denotes a tensor/multi-dimensional array in \( \mathcal{V}_1 \otimes \cdots \otimes \mathcal{V}_n \), for the vector spaces \( \mathcal{V}_i \), \( i = 1, \ldots, n \).

\( \mathbb{P}^n(\mathcal{F}) \): denotes the \( n \)-dimensional projective space for the field \( \mathcal{F} \).

\( \text{Gr}(m, \mathcal{V}) \): denotes the set of all \( m \)-dimensional subspaces of an \( n \)-dimensional vector space \( \mathcal{V} \), called the Grassmannian.

\( G_m(\mathcal{V}) \) or \( G_{m,n} \): denotes the Grassmann variety of the projective space, implied by the embedding of \( \text{Gr}(m, \mathcal{V}) \) into the projective space \( \mathbb{P}(\bigwedge^m(\mathcal{V})) \).

MIMO: Multiple inputs-Multiple outputs.

DAP: Determinantal Assignment Problem.

QPR: Quadratic Plücker Relations.

CPD: CANDECOMP/PARAFAC Decomposition (Canonical Decomposition/Parallel Factors).

ALS: Alternating Least Squares.
Chapter 1

Introduction

Control methodologies are central in the development of engineering design solutions to modern challenging applications. Control Technology is supported by a systems framework, where the study of system properties and the development of solutions to well defined problems are crucial. Control theory provides the backbone of control synthesis methods and control system design. It’s main aspects are:

i) Study of systems properties.

ii) Characterization of solvability conditions of exact control problems.

iii) Synthesis methods for control problems.

iv) Design methods.

These aspects are central to the development of design strategies and methodologies since they provide the tools of analysis, formulation of objectives and development of control design approaches and methodologies. Control theory is model dependent and the richest part of it is that dealing with linear, time-invariant, finite dimensional (lumped parameter) systems. Such simple models seem to be appropriate for the Early Design stages where there is neither the scope nor the possibility for detailed modeling.

Control approaches may be classified to those referred to as synthesis and those referred to as design methodologies. Synthesis methodologies are based on well defined models and tackle a well-formulated problems associated with the solution of mathematical problem. These problems aim at producing solvability conditions (defining necessary and/or sufficient conditions) for the existence of solutions expressed frequently as relationships between structural invariants (functions characterizing families of systems under different transformations) as well as desirable system properties. Synthesis methods lead to algorithms for computation of solutions. Design methodologies on the other hand use sets of specifications and rely
on the shaping of performance indicators usually following iterative approaches and they aim to satisfy system properties in an way to satisfy overall design objectives. Bridging the gap between synthesis and design methods involves the development of synthesis methods to a set up where model uncertainty is handled appropriately and approximate solutions to exact synthesis problems is derived, when exact solutions do not exist. This is a very valuable task since it will lead to the development of more powerful design methodologies relying on a combined shaping of performance indicators, handling model uncertainty and optimization based methods for deriving approximate solutions to exact problems.

Amongst the important synthesis methods are those referred to pole assignment, zero assignment, stabilization, etc., under a variety of static or dynamic, centralized or decentralized compensation schemes. Integral part to such methods is the characterization of solvability conditions in term of properties amongst the system invariants and the development of algorithms that provide solution to exact design problems. A major challenge in the development of effective design methodologies is the development of approximate solutions to exact synthesis problems. The need for such developments arises due to issues of model uncertainty, as well as investigating approximate solutions when the exact problems do not have a feasible solution from the engineering viewpoint (when solutions to the exact problems are complex or when there is uncertainty on the realistic values for the design objectives). This thesis aims to extend the potential of frequency assignment synthesis methods by enabling the development of approximate solutions to exact algebraic problems by formulating them as optimization problems that may be tackled by powerful numerical methods.

In general, we distinguish two main approaches in Control Theory. The design methodologies (based on performance criteria and structural characteristics) are mostly of iterative nature and the synthesis methodologies (based on the use of structural characteristics, invariants), are linked to well defined mathematical problems. Of course, there exist variants of the two aiming to combine the best features of the two approaches. The Determinantal Assignment Problem (DAP) belongs to the family of synthesis methods and has emerged as the abstract problem formulation of pole, zero assignment of linear systems [Gia. & Kar. 3], [Kar. & Gia. 5], [Kar. & Gia. 6], [Lev. & Kar. 3]. This approach unifies the study of frequency assignment problems (pole, zero) of multivariable systems under constant, dynamic centralized, or decentralized control structure, has been developed. The Determinantal Assignment Problem (DAP) is equivalent to finding solutions to an inherently non-linear problem and its determinantal character demonstrates the significance of exterior algebra and classical algebraic geometry for control problems. The current thesis aims to develop those aspects of DAP framework that can transform the methodology from a synthesis approach to a design approach that can handle model uncertainty, capable to develop approx-
imate solutions and further empower it with potential for studying stabilization problems. The importance of algebraic geometry for control theory problems has been demonstrated by the work in [Bro. & Byr. 2], [Mart. & Her. 1], etc. The approach adopted in [Gia. & Kar. 3], [Kar. & Gia. 5], [Kar. & Gia. 6], differs from that in [Bro. & Byr. 2], [Byr. 1] in the sense that the problem is studied in a projective, rather than an affine space setting and contrary to that of [Bro. & Byr. 2], [Byr. 1] it can provide a computational approach. The DAP approach relies on exterior algebra, [Mar. 1] and on the explicit description of the Grassmann variety [Hod. & Ped. 1], in terms of the QPR, has the advantage of being computational, and allows the formulation of distance problems, which are required to turn the synthesis method to a design methodology.

The multilinear nature of DAP suggests that the natural framework for its study is that of exterior algebra [Mar. 1]. DAP [Kar. & Gia. 5] may be reduced to a linear problem of zero assignment of polynomial combinator and a standard problem of multi-linear algebra, the decomposability of multivectors [Mar. 1]. The solution of the linear subproblem, whenever it exists, defines a linear space in a projective space of the form \( \mathbb{P}^{(n,m)-1} \) for \( n \geq m \), whereas decomposability is characterized by the set of Quadratic Plücker Relations (QPR), which define the Grassmann variety of \( \mathbb{P}^{(n,m)-1} \) [Hod. & Ped. 1]. Thus, the solvability of DAP is reduced to a problem of finding real intersections between the linear variety and the Grassmann variety of the projective space. This Exterior Algebra-Algebraic Geometry method, has provided new invariants (Plücker Matrices and the Grassmann vectors) for the characterization of rational vector spaces, solvability of control problems, ability to discuss both generic and non-generic cases and it is flexible as far as handling dynamic schemes, as well as structurally constrained compensation schemes. The additional advantage of the new framework is that it provides a unifying computational framework for finding the solutions, when such solutions exist. The multilinear nature of DAP has been handled by a “blow up” type methodology, using the notion of degenerate solution and known as “Global Linearisation” [Lev. 1], [Lev. & Kar. 3]. Under certain conditions, this methodology allows the computation of solutions of the DAP problem.

The Determinantal Assignment Problem (DAP) has been crucial in unifying families of frequency assignment as well as stabilization problems which underpin the development of a large number of algebraic synthesis problems but has also led to the introduction of many new challenges and problems of mathematical nature. Amongst these problems we distinguish:

(i) the development of methods for defining real intersections between varieties, a problem linked to realizability of solution in an engineering sense;

(ii) the ability of determining existence of solutions not only in a generic setting,
but also in the context of concrete problems (engineering problems are defined on concrete models);

(iii) computation of solutions to intersection problems (existence of intersections is only part of the problem);

(iv) handling issues of model uncertainty which requires the study of approximate solutions of DAP. The development of criteria for real intersections has been handled by developing cohomology algebra tools [Lev. & Kar. 2].

The issues linked to computation of solutions has led to the development of the Global Linearisation framework [Lev. 1], [Lev. & Kar. 3], which together with the set of Grassmann Invariants [Kar. & Gia. 5] provide the means for addressing problems defined on given models, as well as computing solutions. This framework is by no means completely developed and challenging problems exist such as overcoming difficulties of sensitivity of the Global Linearisation framework and extending it to the case where the models are characterized by uncertainty. The sensitivity issues may be handled by using Homotopy based methodologies [Chow., etc. 1] and by embedding the overall problem into the framework of constrained optimization.

The model uncertainty issues opens up a new area where distance problems such as computing the distance of:

(i) a point from the Grassmann variety;

(ii) a linear variety from the Grassman variety;

(iii) parameterized families of linear varieties from the Grassmann variety;

(iv) relating the latter distance problems with properties of the stability domain [Bar. 1].

The study of these problems relate to classical problems such as spectral analysis of tensors, homotopy methods, constrained optimization, theory of algebraic invariants etc. This thesis addresses the development of DAP along the lines mentioned above, and deals with a number of related mathematical problems which are crucial for the development of control problem solutions. The thesis has an interdisciplinary nature since it is in boundaries between Control and Mathematics. Control Theory defines the problems and the background concepts, Mathematics provides the solutions to well formulated problems and control Engineering deals with the implementation of the solutions of the mathematical problems and the development of algorithms and design methodology.

Development needs beyond the State of the Art: This thesis is based on polynomial matrix theory, exterior algebra and properties of the Grassmann variety of
projective space and aims to introduce an analytic dimension by developing distance problems and optimization tools. Thus, the novelty of this thesis is that it proposes the development of approximate solutions to purely algebraic problems and thus expand the potential of the existing algebraic framework by developing its analytic dimension. The development of the ”approximate” dimension of DAP involves the study of a number of problems that can transform the existence results and general computational schemes to tools for control design. There are many challenging issues in the development of the DAP framework and amongst them are its ability to provide solutions even for non-generic cases, handle problems of model uncertainty, as well as providing approximate solutions to the cases where generically there is no solution of the exact problem. The development of the approximate DAP requires a framework for approximation (provided by distance problems) and the formulation of an appropriate constrained optimization problem.

Objectives: The objectives of this thesis are:

(i) To develop tools for the computation of the distance between the Grassmann variety and point and a linear variety and the Grassmann variety of a Projective space, and find approximate solutions of Exterior equations.

(ii) To develop an integrated framework for approximate solutions of DAP and its extension to the case of stabilization problems.

(iii) To develop suitable algorithms that could provide the desirable approximate solutions in higher Grassmann-variety dimensions where tensors are used instead of matrices.

Our research has three aspects which are interlinked and are essential for the development and computation of approximate solutions of DAP. The first is the development of the approximate solutions of exterior equations and the study of all related mathematical problems. The second deals with the development of stability methodologies for general constrained Optimization Problems and finally its application to DAP. The first two are purely mathematical tasks and the last involves their integration to produce solutions to problems of control theory and control design which requires a combination of the two early parts together with control theoretic results to produce a methodology for robust approximate solutions to algebraic synthesis control problems. The main Activity area in which we will work is the area of Approximate Solutions of Exterior Equations and Distance Problems: The solution of exterior equations is an integral part of the DAP methodology, since it defines the multi-linear part of the problem. The problem of decomposability of a multivector \( z \in \bigwedge^m(\mathcal{U}) \), where \( \mathcal{U} \) is an \( m \)-dimensional vector space of \( \mathbb{R}^n \), is equivalent to the solvability of the exterior equation

\[
z = v_1 \wedge \cdots \wedge v_m, \quad v_i \in \mathcal{U}
\] (1.1)
Note that versions of such equations may be considered, where \( v_i \) and \( z \) vectors are polynomial vectors (the latter corresponds to dynamic versions of DAP [Lev. & Kar. 4]). The solvability of such equations is referred to as decomposability of the multi-vector \( z \) and are given by the set of quadratics which are known as the Quadratic Plücker Relations (QPRs) [Hod. & Ped. 1] of the space, or of the equivalent projective space \( \mathbb{P}^1 \) and they characterize the Grassmann variety \( G(m, n) \) or \( G_m(\mathbb{R}^n) \) of \( \mathbb{P}(m) \), [Hod. & Ped. 1]. Whenever a solution to (1.1) exists, this is a vector space \( V_z = \text{sp}\{v_i\}, \ i = 1, ..., m \) and for the control problems defines the corresponding compensator. The overall solution of DAP is reduced to finding common solutions of (1.1) and of a linear equation \( Pz = a \), where \( a \) is a given vector characterizing the assigned polynomial and \( P \) an invariant matrix of the given problem (existence of real intersections of the two varieties). Model uncertainty, or non-existence of a solution of (1.1) requires the definition and solution of appropriate problems, which are essential parts in the development of the DAP framework. The expected results will provide the mathematical concepts and tools to develop the new approximate framework for DAP and the research is of pure mathematical nature.

The development of solutions to the research challenges defined before requires addressing specific problems and undertaking research by adopting appropriate methodology which is described below. The overall research is organized in work areas as described below:

1. **Approximate Decomposability Problem (ADP):** Assume that for a given vector \( \hat{z} \in \mathbb{P}^1(m) \), equation (1.1) does not have solution. Define a vector \( \hat{z} \in \mathbb{P}^1(m) \) with the least distance from \( z \), which is decomposable, or equivalently define the distance of \( z \) from the corresponding Grassmann variety.

2. **Variety Distance Problem (VDP):** Given a vector \( \hat{z} \in \mathbb{P}^1(m) \) and a linear variety \( \mathcal{K} := \mathcal{K}(a), \ a \in \mathbb{R}^n \) of \( \mathbb{P}^1(m) \) defined by the solution of \( Pz = a \), define the distance of \( \mathcal{K} \) from the corresponding Grassmann variety.

3. **Approximate Intersection Problem (AIP):** Given a vector \( \hat{z} \in \mathbb{P}^1(m) \) and a linear variety \( \mathcal{K} := \mathcal{K}(a), \ a \in \mathbb{R}^n \) of \( \mathbb{P}^1(m) \) defined by the solution of \( Pz = a \), define a vector \( \hat{a}^t \in \mathbb{R}^n \) such that the linear variety intersects with the Grassmann variety and the following conditions hold true: (i) \( \hat{a}^t \) has minimum distance from \( a \); (ii) \( \hat{a}^t \) has minimum distance from \( a \) and corresponds to a stable polynomial.

A new framework for searching for approximate solutions has been recently proposed based on the notion of “approximate decomposability” of multi-vectors.
This approach is based on the characterization of decomposability by the properties of a new family of matrices known as Grassmann Matrices [Kar. & Gia. 6] which has been introduced as an alternative criterion to the standard description of the Grassmann variety provided by the QPRs. This new approach handles simultaneously the question of decomposability and the reconstruction of $\mathcal{V}_z$. For every $z \in \bigwedge^m (U)$ with coordinates $a_\omega$, $\omega \in \mathcal{Q}_{m,n}$, the Grassmann matrix $\Phi^m_n(z)$ of $z$ is defined. In fact it has been shown, that $\text{rank} \Phi^m_n(z) \geq n - m$ for all $z \neq 0$ and that $z$ is decomposable, if and only if, the equality sign holds. If $\text{rank} \Phi^m_n(z) = n - m$ then it was shown that the solution space $\mathcal{V}_z$ is defined by $\mathcal{V}_z = \mathcal{N}_{r}(\Phi^m_n(z))$. The rank based test for decomposability is easier to handle than the QPRs and provides a simple method for the computation of $\mathcal{V}_z$. The new test provides an alternative formulation for investigation of existence, as well as computation of real solutions of DAP (R-DAP). Solvability of R-DAP is thus reduced to finding a vector such that the rank condition is satisfied.

The study of the above distance problem may be formulated as distance of a Grassmann matrix from the variety of matrices having certain rank and can be studied using approaches such as structural singular values. The characterization of the element with the least distance are the tasks here. This problem is also referred as approximate decomposability and it is a very difficult problem of multi-linear algebra that is not completely solved [Bad. & Kol. 1], [Dela., etc. 1]. In its general form, it is related to several important problems of multi-linear algebra, such as:

(a) Low rank tensor approximation;

(b) Multi-linear singular value decomposition;

(c) Determination of the tensor rank.

The main theme of these problems is to decompose a tensor $T$ as a sum of rank one tensors, i.e., a sum of decomposable tensors. For the purposes of our work we will consider skew symmetric tensors, i.e, multi-linear tensors $T$ that arise from determinantal problems and we will try to approximate them by decomposable multi-vectors, i.e., to find vectors $a_1, ..., a_r$ such that the norm $\| T - a_1 \wedge \cdots \wedge a_r \|$ is minimized, where $r$ is the rank of the tensor. This problem can be viewed into two ways, either as a low rank approximation of skew symmetric tensors, or as a distance problem from the Grassmann variety of a projective space that can be formulated in terms of structural singular values, or as nonconvex constrained optimization problem. In this thesis, we will work via the first approach for higher-order Grassmann varieties whereas the second methodology will be discussed for the $G_2(\mathbb{R}^n)$ cases.
In this thesis we will focus on providing a new means for computing approximate solutions for determinantal-type of problems, without the use of any generic (i.e., for almost all dynamical systems) or exact solvability conditions and algorithms which are based on them. Note that at first, the genericity problem was thought to be negligible in the sense that it lies in a union of algebraic subsets of lower dimension, [Her. & Mar. 1]. But several authors, e.g., [Ki. 1], [Caro., etc. 1], [Yan. & Ti. 1], [Ki. 2] have showed that under generic pole-assignable conditions, several essential control engineering attributes, e.g., sensitivity, stability, etc., may be lost. The algorithms that were presented for the solution of determinantal-type problems, mostly for the output feedback pole placement problem, [Rav., etc. 2], [Wan. & Ros. 2], [Ki., etc. 2] as well as the approach in [Sot. 1], [Sot. 2] have the same drawback; they are based on Kimuras generic pole assignability condition $m + p > n$ for an $m$-input, $p$-output, $n$-state MIMO system. The algorithms presented in this thesis may provide approximate solutions in any case, independently of generic or exact solvability conditions.

Our work is based on the observation that

\[(a \text{ multivector/matrix/tensor belongs to the Grassmann variety}) \Leftrightarrow (a \text{ multivector/matrix/tensor satisfies the QPR}) \Leftrightarrow (a \text{ multivector/matrix/tensor is decomposable}) \Leftrightarrow (a \text{ multivector/matrix/tensor has rank-1})\]

The first two equivalences have been well-examined in [Hod. & Ped. 1] and they are considered classic within the context of Algebraic Geometry. A number of some more recent results regarding the different forms these may take is met in [Gee. 1]. The last equivalence, with respect to the rank approach of a multivector, is mostly met in tensor theory; in the simplest case of matrices, a matrix $A$ is said to have rank one if there exist vectors $a, b$ such that

$$A = a \times b^t$$

Consequently, the well-known rank of $A$ (the minimum number of column vectors needed to span the range of the matrix) is the length of the smallest decomposition of $A$ into a sum of such rank-1 outer products, i.e.,

$$A = a_1 \times b_1^t + \cdots + a_n \times b_n^t$$

In higher dimensions, matrix $A$ is represented by a tensor and the above sum is referred to as higher-order tensor decomposition, i.e.,

$$\mathbf{A} = \sum_{i=1}^{r} \mathbf{A}_i$$

where $\mathbf{A}_i$ are rank one/decomposable tensors. If the matrix $A$ in the sum (1.3) is skew-symmetric we will show that one of the terms of this sum is the so-called
**best rank-one/decomposable approximation** and this term is the best approximate solution $\hat{\mathbf{z}}$ of the determinantal assignment problem written as $P_{\hat{\mathbf{z}}} = \hat{\mathbf{a}}$, when $\mathbf{z}$ is decomposable that we mentioned before. For higher dimensions, the sum (1.4) can not guarantee which term is as closest to tensor $\mathbf{A}$, [Kol. & Bad. 3], but at least we may achieve one decomposable approximation if $\mathbf{A}$ is a skew-symmetric tensor. In both cases the approximate solution yields an approximate polynomial $\hat{\mathbf{a}}(s)$ such that $P_{\hat{\mathbf{z}}} = \hat{\mathbf{a}}$. We will study the stability properties of $\hat{\mathbf{a}}(s)$ with respect to the approximation $\hat{\mathbf{z}}$ and stability radius results and we will derive a new criterion for the stability of the approximate solution of DAP. Moreover, these results will be connected with the Grassmann matrix and alternative simplified formulae will be derived, which are completely new for best approximation problems of this form.

For all the 2-dimensional Grassmann varieties, the Approximate Determinantal Assignment problem is completely solved as a manifold constrained optimization problem, where the derivation of the decomposable vector that best approximates the original controller, is based on eigenvalue decompositions (EVD), singular value decompositions or its generalizations, e.g., compact SVD, [Edel., etc. 1] or combinations of them. We present how these methods are expanded in order to yield parameterized approximate solutions in the projective space which is the natural space to examine a problem such as DAP. Uniqueness and non-uniqueness (degeneracy) issues of the decompositions that may arise are also examined in detail. Furthermore, we investigate how the approximate DAP is expanded into constrained minimization over more general varieties than the original ones (Generalized Grassmann varieties) and we derive a new Cauchy-Schwartz type inequality that provides a closed-form non-algorithmic solutions to a wide family of optimization problems related to best decomposable/ rank-1 problems. We provide a new criterion, to test the acceptability of the new approximate solution, i.e., whether the approximation lies in the stability domain of the initial polynomial or not, by using stability radii theory. All results are compared with the ones that already exist in the respective literature (least squares approximations, convex optimization techniques, etc.), as well as with the results obtained by Algebraic Geometry Toolboxes, e.g., Macaulay 2. For numerical implementations, we examine under which conditions certain manifold constrained algorithms, such as Newton’s method for optimization on manifolds, could be adopted to DAP and we present a new algorithm which is ideal for DAP approximations.

In higher dimensions, we present for the first time a rank-one tensor approximation algorithm based on the CANDECOMP/PARAFAC decomposition which allows parameters at the entries of the tensor/multivectors that is to be approximated. Our results consider a specific higher order Grassmann variety, the first non-trivial 3- dimensional Grassmann variety. Even though our case does not
Involving non-uniqueness issues, several degenerate cases of higher order decompositions may occur for the numeric CANDECOMP/PARAFAC decomposition, due to the fact that the rank of a tensor is not uniquely defined, as in the case of a matrix. This is also the reason that the method does not always guarantee that the approximation implied is actually the “best”, but it may be in any case one decomposable approximation of the nominal tensor. These problems are much more complicated than the two-dimensional case and only special cases of tensors have been examined so far, [Kol. & Bad. 3], [Raj. & Com. 1] regarding their non-uniqueness properties. The parametric decomposition of 3rd-order tensors is among the most important results of this thesis, since all tensor decompositions in the literature work for numerical data exclusively.

More analytically, in Chapter 2, we provide some of the control related mathematical tools and notions. We present several descriptions of linear systems followed by the respective algebraic control theory background. We also discuss some aspects of general feedback configuration and we present the definition of the determinantal assignment problem (DAP) as the unifying problem of all frequency assignment-type problems.

In Chapter 3 we present all the mathematical tools that we are going to use throughout this thesis. The purpose of this chapter is to clarify in simple terms, whenever this is possible, all the key mathematical tools that lie behind DAP and the several forms it may take. We begin with the basic concepts of multilinear algebra in order to construct the special space in which determinants are defined and examined, the so-called $k$-th exterior power implied by an ordinary vector space. This special space is obtained via the properties of the Exterior (or Grassmann) Algebra which is a sub-algebra of the Tensor Algebra. We elaborate on the construction of these sets, since the basic frame of this thesis is based on the concept of tensors and we explain how a tensor/ multi-dimensional array is constructed step-by-step by the vectors of the corresponding vector space. Finally, we present some basic notions and results regarding real affine and projective varieties, in order to define the Grassmann variety, a set whose several properties and equivalent expressions are going to be used excessively in the following chapters.

In Chapter 4, we try to solve DAP with the use of some existing well-known methodologies, before applying our new approximate methodologies, in order to show why a new type of methodology is required for determinantal frequency problems. At first we present the Gröbner basis method which is the most direct technique for solving determinantal type problems, since DAP may be seen as a system of multivariate polynomial equations. We easily see that this methodology can not provide helpful results in higher dimensional cases. The rest of the techniques are separated into algebraic and geometric methodologies. From
the former category, we provide a purely numeric procedure, a full rank algorithm which was built for the output feedback problem where with some simple modifications it is adopted to DAP. However, owing to the nonlinear nature of the problem, the algorithm cannot be guaranteed in all cases to converge to a solution, [Pa. 1]. From the geometric techniques we refer to the Schubert calculus methodology, the global linearization method, [Lev. 1], [Lev. & Kar. 3] and finally to the projective methodologies, [Fal. 1], [Gia. 1], [Kar. & Gia. 5] from which we will introduce the approximate DAP.

In Chapter 5, we interpret the approximate DAP, as a distance problem form the corresponding Grassmann variety for the 2-dimensional and its Hodge-dual case. We start from the simplest Grassmann variety which is described by one QPR only, in order to observe that the least distance from this variety is related to the singular values of a special matrix, the Grassmann matrix, [Kar. & Gia. 6]. The optimization problem is solved via the method of the Lagrange multipliers. We see, that this method can not be easily expanded to the higher dimensions due to the randomly increasing number of the QPR. We then derive a very important formula for 2-vector/2-skew symmetric tensor decomposition, the so called prime decomposition where a 2-vector is written as a sum of decomposable vectors, one of which is its “best” approximation, i.e., the one in the Grassmann variety that achieves the least distance. The problem is studied at first via the Euclidean norm and then in the corresponding projective space via the gap metric.

In Chapter 6, we examine the case of degenerate, i.e., repeated eigenvalues in the prime decomposition of the previous chapter. This is a very common procedure in tensor decompositions in general, since equal or special-structured eigenvalues/singular values yield non-uniqueness issues for a decomposition and therefore the approximate solution. After connecting the problem of uniqueness with the uniqueness of matrix least squares distance functions problems, [Hel. & Shay. 1], which helps us derive solid uniqueness criteria for the prime decomposition, we investigate the non-uniqueness case (which has not been thoroughly examined in the respective literature so far, except for special applications in isotropic matrix theory, [Sal. & Cr. 1]) via a completely new approach, the use of Extremal Varieties. We prove that when we have degenerate eigenvalues, the approximation implied by the prime decomposition is the worst and the respective gap is calculated. The new varieties are defined in terms of path-wise connectivity, polynomial sums of squares and conjugacy-duality properties. These results are applied for the derivation of the best decomposable approximation via some new formulae, which offer for the first time a prototype non-algorithmic approach to rank-approximation problems, where even unsolved or phenomenally unresolved issues, such as the computation of the Lagrange multipliers for manifold constrained problems may be derived in closed-form formulae.
In Chapter 7 we present how the problem of deriving the best decomposable/rank-1 approximation of a multivector for the 2-dimensional case, is actually a special case of the least distance problem between the multivector and the Generalized Grassmann varieties, a set that expands the notion of decomposability of the standard Grassmann variety, i.e., for a 2-vector \( a \), \( a \wedge a = 0 \) corresponds to a decomposable/rank-1 vector, \( a \wedge a \wedge a = 0 \) to a sum of 2 decomposable vectors, \( a \wedge a \wedge a \wedge a = 0 \) to a sum of 3 decomposable vectors, etc. This kind of generalizations are very common within the area of linear-multilinear algebra due to the remarkable applications they may offer; a first generalization along with some useful computational analysis applications is observed in [Gol. & Van. 2], where a best-low rank matrix approximation was achieved for a matrix whose specified columns remained fixed. A generalization for low matrix-rank approximation was also used in [Lu-S., etc. 1] for the design of two dimensional digital filters, whereas several low-rank approximation generalizations of the Eckart-Young theorem, [Eck. & You. 1] were discussed in [Fri. & Tor. 1] and [Kol. 2], among others. Another generalization related to the Grassmann variety is presented in [Rav., etc. 1] via the use of the so called generalized Plücker embedding which was introduced for applications on dynamic output feedback problems. A different but well-known approach views the generalization of the Grassmann variety as the standard Grassmann variety which is preserved under any endomorphism from a vector space to itself, [Kolh. 1]. Nevertheless, this approach is only useful within the context of Lie algebra, which studies these varieties in relation with other algebraic objects, such as the Schur-\( S \) polynomials, rings, etc, and not for calculating best approximate solutions on hyper-sets, as in our case. Our approach lies in the concept of expanding the standard exterior algebra/tensor theories, [Hod. & Ped. 1], [Mar. 1] which is also met in the construction of the so-called generalized Grassmann algebras, where the properties of the classic exterior (Grassmann) algebra are equipped with multi-linear structures instead of bilinear ones, [Ohn. & Kam. 1], [Kwa. 1]. The most important result however of this chapter is the derivation of a new Cauchy-Schwartz type inequality which is suitable for solving these generalized approximation problems, based on the eigenvalues of the 2-vector. This inequality may cover all classic 2-dimensional decompositions, including degenerate issues (equal or similar structured eigenvalues) and it may be consider prototype, since this is the first time a spectral-type inequality is directly applied to manifold constrained optimization/ best rank-\( r \) approximations when \( r \geq 1 \).

Chapter 8 is the core of this thesis: we solve the approximate DAP and compute the stability properties of the approximate solution, by applying the prime decomposition, the gap metric and several other techniques and formulae that were examined in the previous chapters. We expand the results for parameterized 2-vectors since this was main purpose from the beginning, i.e., best approximate solutions subject to the linear subproblem of DAP. For the computational
construction of the approximate controller we select the non-trivial Grassmann
variety $G_{2,5}$, where we show that the problem of the gap minimization from this
variety is equivalent to the minimization of a $4$-th order polynomial constrained
to the unit sphere. This is a very significant result not only for deriving the ap-
proximate controller in practical applications of determinantal-type assignment
problems without any solvability restrictions, but it may be also seen as a new
technique for optimization in the projective space, [Mah. 1]. Note, also that this
approach may be also suitable for higher order $2$-dimensional Grassmann vari-
eties $G_{2,n}$, where the approximation derived may be considered as a sub-optimal
decomposable approximation, a case often met in tensor decompositions and best
approximate solutions, [Kol. & Bad. 3]. Furthermore, we examine and we im-
plement for the first time a number of manifold optimization techniques on the
approximate DAP; we present how the classic Newton’s method is formulated
for optimization over Grassmann manifolds, [Edel., etc. 1], [Abs., etc. 2] and we
compare the gap we aim to minimize with the Rayleigh quotient, trace-style ob-
jective functions used in [Abs., etc. 1], [Abs., etc. 2], [Bas., etc. 1], [Edel., etc. 1].
We show that these algorithms may produce a solution for the approximate DAP
only under specific assumptions with regard to the gap and the dimensions of the
Grassmann variety. Hence, we built a new algorithm which may work for DAP
approximations without special restrictions. Furthermore, we compare our results
with the ones obtained by the Numeric Algebraic Geometry Toolbox, Macaulay
2. Finally, new stability criteria are derived with respect to the approximate so-
lution without the calculation of the roots of the approximate polynomial, using
stability radius formulae, [Hin. & Pri. 2].

In Chapter 9, we present how to solve the approximate DAP in $3$-dimensional
Grassmann varieties. In this case the prime decomposition which was studied in
the $2$-dimensional case, is transformed into the CANDECOMP/PARAFAC (CP)
decomposition and the construction of the approximate solution follows the nu-
meric laws and properties of these higher-order tensor SVD-like techniques. We
transform the algorithms presented in [Kol. & Bad. 3] that worked only for nu-
merical data, i.e., constant tensors, to algorithms which allow parameters at the
entries of the tensor. We then apply a parametric alternating least squares/ CP
decomposition (parametric ALS/CPD algorithm) where we imply the parametric
decomposable approximation. In order to test the acceptability of the solution
(since in the parametric case, contrary to the constant case, the comparison of
the implied approximation with the original tensor is not straight-forward), we
use the QPR set. With the help of this set we obtain at least one decomposable
approximation of the initial controller, since the method does not guarantee in
general the optimal solution, [Kol. & Bad. 3]. This is the first result that con-
cerns the computation of the approximate controller in determinantal assignment
problems in higher dimensions.
We have tried this thesis to be as complete and independent as possible by presenting all the related background material from the respective areas (algebraic control theory, tensor theory, manifold optimization, rank-1 tensor approximations), so that the nature and the significance of the new results is clear and understandable, even for the reader who is coming in touch with frequency assignment/ determinantal assignment problems, as well as best approximation problems for the first time. The emphasis is given to the examination of manifold constrained optimization techniques and distance calculations on varieties, since this is implied by the nature of the approximate determinantal assignment problem. We wish, that the approach we propose for DAP and its results regarding approximation/optimization on manifolds, may be useful to control theory, algebraic geometry and other scientific fields where conventional methods may be unsatisfactory.
Chapter 2

Preliminary Results from Systems Control Theory

2.1 Introduction

The aim of this chapter is to set the scene for the control theory part of the problem that we will examine in this thesis. We provide a review of background, theoretical control results, basic definitions, fundamental concepts and properties to make this presentation as independent and complete as possible. Nevertheless, a more detailed exposition of the background topics is given in the listed references, [Kar. 4], [Kar. & Mil. 12], [Kar. & Vaf. 13], [Kar. 3], [Hin. & Pri. 1].

In particular, in the first section we present the state space model representation of linear systems that we will use in this thesis. We elaborate on its mathematical features and remark on the general family of models which the state space model belongs.

In Section 2.3, we recall the notion of the transfer function and we explain the notions of poles and zeros which appear in multivariate systems. In the same section we also connect the notions of poles and zeros with the stability, controllability and observability of a dynamic system. In Section 2.4, we demonstrate some of the aspects of the general feedback configuration, in the cases of dynamic feedback for two subsystems and static feedback.

In the last section, we present the Determinantal Assignment Problem (DAP), [Kar. & Gia. 5], [Kar. & Gia. 6], as the unifying form of several frequency assignment problems. We examine their similarities and we present some necessary and sufficient conditions for their solvability.
2.2 State Space Models

In this section we examine the fundamentals of a state space system, following [Kar. & Mil. 12] and [Hin. & Pri. 1]. This concept has evolved as a unification of a variety of notions which have been used in, for example, the classical theory of differentiable dynamical systems, circuit theory and control.

In order to define a dynamical system, i.e., a system that evolves in time, we need to introduce:

i) A *time domain* $\mathcal{T} \subset \mathbb{R}$, so that the variables which describe the behavior of the system are functions of time. The time domain $\mathcal{T}$ may be continuous, i.e., an interval of the form $[0, +\infty)$ or discrete, e.g., $\mathcal{T} = \mathbb{N}$.

ii) The *external variables* of the system, which describe the interactions of the system with the exterior world. These are usually divided into a family $u = (u_1, u_2, ...)\) of *inputs* and a family $y = (y_1, y_2, ...)\) of *outputs*. By “inputs” we indicate those variables which model the influence of the exterior world on the physical system and can be of different types - either *controlled inputs* or *uncontrolled inputs* (for instance, *disturbances*). By “outputs” we mean those variables with which the system acts on the exterior world. Sometimes the outputs are divided into two (not necessarily mutually disjoint) sets of variables. Those which are actually measured are called *measurements* and those which must be controlled in order to meet specified requirements are called *regulated* (Figure 2.1). The vector spaces of the inputs and outputs signals $\mathcal{U}$, $\mathcal{Y}$ are called input-space and output-space, respectively.

![Figure 2.1: External Variables](image)

iii) The *internal variables* or *states* of the system, which describe processes in the interior of the system. The internal variables of a system can be regarded as a state vector $x(t)$ if: a) the present state along with the chosen input determine the future states of the system, b) at time $t$, the present state $x(t)$ is not influenced by the present and future values $u(t_1), t_1 \geq$
and if c) the output value at time $t$ is completely determined by the simultaneous input and state values. The vector space of all states of a system following the previous properties is denoted as $\mathcal{X}$ and is called state-space of the system.

A linear time invariant multivariable system, i.e., if $\{(x(t_0), u(t)), t \geq t_0\}$ implies the output $y$ and $\{(T_a(x(t_0)), T_a(u(t))), t \geq t_0\}$ implies $T_a(y_1)$ (where $T_a$ denotes the displacement operator that transfers by $a$—time units the state, the input and the output vectors to the right-hand side if the input and the output spaces are closed under these displacements) is represented in the time domain by the state variable model

$$S(A, B, C, D) : \begin{cases}
\dot{x}(t) = Ax(t) + Bu(t), & A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times k} \\
y(t) = Cx + Du(t), & C \in \mathbb{R}^{m \times n}, D \in \mathbb{R}^{m \times k}
\end{cases} (2.1)$$

Matrix $A$ is called the internal dynamics matrix of the system and matrices $B, C$ are called input (or actuator) and output (or sensor) matrices respectively, with rank$B = k$, rank$C = m$ and they express the so-called coupling of $u, y$. Furthermore, if matrix $D$ is equal to the zero matrix, then $S(A, B, C, D)$ is called strictly proper.

Time-invariant systems are an equivalence class in the family of linear systems. In general, functions defined on a model which remain the same under certain types of transformations are called system invariants and are usually described by models with the simplest possible structure, i.e., the least number of parameters, which are called canonical forms [Kar. 1]. Canonical forms, corresponding to representation transformations, provide a vehicle for model identification since they contain the minimal number of parameters within a given model structure to be defined. For control analysis and synthesis, aspects of the structure (as it is expressed by the system invariants) characterize the presence or absence of certain system properties; the type and values of invariants provide criteria for solvability of a number of control synthesis problems. In the area of control design, the types and values of invariants frequently impose limitations in what it is possible to achieve. Although the link between system structure and achievable performance, under certain forms of compensation, is not explicitly known, system structure expresses in a way the potential of a system to provide certain solutions to posed control problems. More results with regard to canonical state space representation may be found in [Kar. 1], [Kar.& Vaf. 13].

On the other hand, the choice of a state for a system is not unique. However, there are some choices of state which are preferable to others; in particular, we look for vectors $x$ with the least dimension.

**Definition 2.2.1.** [Hin. & Pri. 1] The number of the $n$ states, i.e., the coordinates of $x$, is defined as the order of the system. The minimal order, i.e., the
dimension of the smallest state vector, is called the McMillan degree of the system. Furthermore, systems which can be described with a finite number of variables are called finite-dimensional systems or infinite-dimensional otherwise.

In this thesis, we will deal with continuous-invariant time, finite-dimensional, linear systems of the form (4.19). For equivalent representations and for the parametrization problems that these systems appear in specific applications, one may refer to [Kar. & Vaf. 13], [Kar. & Mil. 12].

Remark 2.2.1. If \( s = d/dt \) denotes the derivative operator, then (4.19) may be expressed as

\[
P(s)w_1(t) = w_2
\]

where

\[
P(s) := \begin{pmatrix} sI_n - A & -B \\ -C & -D \end{pmatrix}, \quad w_1(t) := \begin{pmatrix} x(t) \\ u(t) \end{pmatrix}, \quad w_2 := \begin{pmatrix} 0 \\ -y(t) \end{pmatrix}
\]

The polynomial matrix \( P(s) \) is a special type of polynomial matrix, called system matrix pencil, [Kar. & Vaf. 13]. In general, matrix pencils appear as linear operators of the type \( sF - G \) where \( s \) is an intermediate, frequently representing the Laplace transform variable and they are naturally associated with state-space type problems. They are used for state space calculations and geometric system theory and they provide a unifying framework for the study of the geometric properties of both proper (matrix \( D \) is constant) and singular systems (systems of infinite condition number), by reducing problems of singular system theory to equivalent problems of proper system theory, [Kar. 2], [Kal. 1], [Kar. 3]. Pencil matrices have been also used in the well-known Algebraic Eigenvalue Problem [Wilk. 1].

2.3 The Transfer Function Matrix

If one is not interested in the internal dynamics of a system, then the input-output system is basically just a map which associates with any input signal, the corresponding output signal. Specifically, if \( x(t = 0) = 0 \) are the initial conditions for the states, the Laplace transform of system (4.19) implies,

\[
S(A, B, C, D) : \begin{cases} s\bar{x}(s) = A\bar{x}(s) + Bu(s) \\
\bar{y}(s) = C\bar{x}(s) + Du(s) \end{cases}
\]

where by eliminating the states we obtain

\[
\bar{y}(s) = (C(sI_n - A)^{-1}B + D) u(s)
\]

Definition 2.3.1. [Kai. 1] The \( m \times k \) matrix

\[
G(s) := (C(sI_n - A)^{-1}B + D)
\]
is called the transfer function or transfer matrix of the state space model (4.19) and describes how the system transforms an input \( e^{st} \) into the output \( G(s)e^{st} \). Furthermore, \( G(s) \) is called proper if \( G(\infty) \) is a finite constant matrix and strictly proper if \( G(\infty) = 0 \); if at least one entry of \( G(s) \) is infinity, then \( G(s) \) is called non proper.

The set of proper rational functions is denoted by \( \mathbb{R}_{prf} \) and for every \( G(s) \in \mathbb{R}_{prf}^{m \times k}[s] \) there always exists a state space model \( S(A,B,C,D) \) such that (2.5) holds. Such state-space models are called realizations of \( G(s) \).

**Definition 2.3.2. [Kai. 1]** The realization with the least possible order is called minimal realization and this order is called the MacMillan degree of \( G(s) \).

**Remark 2.3.1.** For an non proper system, it can be shown, [Lew. 1], that it achieves a realization of the form \( E \dot{x} = Ax + Bu, \ y = Cx, \) when \( E \) is not invertible.

It is easily shown that \( G(s) \) may take the form \( G(s) = N(s)D^{-1}(s) \) which is called Polynomial Matrix Fractional Description. Moreover, if the degree of \( \det D(s) \) is minimal amongst all other matrix fraction descriptions, then this description is called irreducible.

### 2.3.1 Stability, Controllability and Observability

From the definition of the transfer function and the results on zeros and poles, it is evident that the poles of \( G(s) \) must be contained among the eigenvalues of \( A \). In this section, we see that the poles of \( G(s) \) are actually contained among the controllable and observable eigenvalues of \( A \), as only the controllable and observable part of the realization contributes to the transfer function. For this purpose, we briefly summarize at first the basic definitions and results, on controllability, stability and observability for a system \( S(A,B,C,D) \).

**Definition 2.3.3. [Hin. & Pri. 1]** Let a \( \mathcal{T} \)- time domain dynamical system and \( t_0 \in \mathcal{T} \).

a) A state \( x_e \) is called equilibrium state (or equilibrium point) if
\[
 x(t) = x_e, \ \forall t \in \mathcal{T}
\]

b) \( x_e \) is called asymptotically stable if
\[
 i) \ \forall \epsilon > 0, \exists \delta_1 > 0: \|x(t_0) - x_e\| < \delta_1 \Rightarrow \|x(t) - x_e\| < \epsilon, \ \forall t \geq t_0.
\]
\[
 ii) \ \exists \delta_2 > 0: \|x(t_0) - x_e\| < \delta_2 \Rightarrow x(t) \to x_e, t \to \infty.
\]

Condition (i) is called stability in the sense of Lyapunov for the equilibrium point \( x_e \), in which case is specifically referred as attractive point. An equilibrium point that is not stable in the sense of Lyapunov is called unstable.
Theorem 2.3.1. [Hin. & Pri. 1] A dynamical system is Lyapunov-stable if and only if all eigenvalues of the matrix $A$ of the respective autonomous system, have non-positive real part and those whose real part is zero are simple structured. If all eigenvalues of $A$ are negative, then $x_e$ is asymptotically stable.

Next, we recall the notion of controllability, i.e., whether and how we may choose the input so as to move the system from $x(0) = 0$ to a desired target state $x(t_1) = x_1$ at a given time $t_1$.

Definition 2.3.4. [Kai. 1] Let the system $S(A, B) : \dot{x} = Ax + Bu$

i) $S(A, B)$ is called controllable or $(A, B)$-controllable at a time $t = t_0$ if

$\forall \exists x_0, x_1 \in \mathbb{R}^n, \exists u(t)|_{[t_0, t_1]}, t_1 \in (t_0, \infty) : x(t_0) = x_0, x(t_1) = x_1$

Otherwise, it is called uncontrollable.

ii) The eigenvalues $\lambda_i, i = 1, 2, ..., n$ of $A$ for which

\[
\text{rank}(\lambda_i I_n - A, B) = n
\]

are called controllable eigenvalues (or modes) of the system.

iii) A system whose all uncontrollable eigenvalues are stable is called stabilizable.

For continuous time systems, the notion of controllability coincides with the notion of reachability and the two terms are used equivalently. In case of discrete systems this is not possible, since matrix $A$ may not be invertible.

Observability, on the other hand, is a measure for how well internal states of a system can be inferred by knowledge of its external outputs. The observability and controllability of a system are dual notions, i.e., controllability provides that an input is available that brings any initial state to any desired final state whereas observability provides that knowing an output trajectory provides enough information to predict the initial state of the system.

Definition 2.3.5. [Kai. 1] Let $S(A, C)$ be the system (4.19) for $D = 0$.

i) $S(A, C)$ is called observable or $(A, C)$-observable at $[t_0, t_F]$ if for an input $u(t)$ and an output $y(t)$ we get a unique state $x(t_0) = x_0$. If one of the states of $x$ does not satisfy the previous rule, the system is called unobservable.

ii) The eigenvalues $\lambda_i, i = 1, 2, ..., n$ of $A$ for which

\[
\text{rank}\left(\frac{\lambda_i I_n - A}{C}\right) = n
\]

are called observable eigenvalues of the system.
iii) A system whose all unobservable eigenvalues are stable is called detectable.

Next we discuss the fundamental notions of poles and zeros of a system which are closely related to the notions described in this section.

### 2.3.2 Poles and Zeros

The poles and zeros of a system play an important role for its study; Poles could be described as the characteristic of the internal dynamical machinery of the system while zeros are the characteristic of the ways in which this dynamical machinery is coupled to the environment in which the system is embedded, and are associated with specific values of complex frequency at which transmission through the system is blocked. In picturesque terms, poles can be thought of as associated with system resonances coupled to input and output and zeros as associated with anti-resonances at which propagation through the system is blocked.

Loosely speaking, multivariable poles and zeros are resonant and anti-resonant frequencies respectively, that is to say they are frequencies whose transmission explodes with time, or whose transmission is completely blocked. This, of course, is intuitively appealing since it forms a natural extension of the definitions given for the scalar case, where the poles and zeros of a scalar transfer function are defined as the values of the complex frequency $s$ for which the transfer function gain becomes $\infty$, or 0 correspondingly. The inversion of roles of poles and zeros suggested by their classical complex analysis definition motivates the dynamic (in terms of trajectories) properties of zeros. The physical problem used to define multivariable zeros is the “output zeroing” problem, which is the problem of defining appropriate non-zero input exponential signal vectors and initial conditions which result in identically zero output. Such a problem is the dual of the “zero input” problem defining poles, which is the problem of defining appropriate initial conditions, such that with zero input the output is a nonzero exponential vector signal. Those two physical problems emphasize the duality of the roles of poles and zeros.

**Definition 2.3.6.** [Kar. 4] Let the transfer function $G(s)$ of $S(A, B, C, D)$. Then,

i) $s = s_0$ is a pole of $G(s)$, if the denominator of some entry of $G(s)$ becomes zero at $s_0$.

ii) $s = s_1$ is a zero of $G(s)$ if $G(s)$ drops rank at $s = s_1$, or equivalently, if there is a rational vector $u(s)$ such that $u(s_1)$ is finite and nonzero and

$$\lim_{s \to s_1} (G(s)u(s)) = 0.$$  

**Example 2.3.1.** Let

$$G(s) = \begin{pmatrix} 1 & \frac{1}{s-2} \\ 0 & 1 \end{pmatrix}$$
It is clear that $G(s)$ has a pole at $s = 2$, but it may not be immediately obvious that it also has a zero at $s = 2$. We observe that while $s$ is approaching 2, the second column of $G(s)$ approaches alignment with the first column, so the rank of $G(s)$ approaches 1, i.e., there is a rank drop at $s = 2$. To confirm this, we may choose

$$u(s) = \begin{pmatrix} -1 \\ s - 2 \end{pmatrix}$$

Then, $u(2)$ is finite and nonzero and $\lim_{s \to 2} (G(s)u(s)) = 0$.

Furthermore, the multiplicity associated with each pole and zero is not unique as in the single-variable case; each pole is associated with a set of multiplicities, e.g., if

$$G(s) = \text{diag} \left( \frac{s + 2}{(s + 3)^2}, \frac{s}{(s + 2)(s + 3)} \right)$$

then we see that $G(s)$ has poles at $-3$ of multiplicity 2 and 1 respectively. The concepts of pole, and zero have emerged as the key tools of the classical methods of Nyquist-Bode and root locus for the analysis and design of linear, single-input, single-output (SISO) feedback systems. The development of the state space $S(A,B,C,D)$ description, transfer function $G(s)$ description, and complex variable, $(g(s)$, algebraic function) methods for linear multivariable systems has led to a variety of definitions for the zeros and poles in the multivariable case as Definition 2.3.6 and the emergence of many new properties. The variety and diversity in the definitions for the zeros and poles is largely due to the differences between alternative system representations the difference in approaches used, the objectives and types of problems they have to serve. A classic immediate method for the derivation of all poles and zeros without having to test any properties is via the Smith-MacMillan form [Kai. 1];

**Theorem 2.3.2. (Smith-MacMillan)** For any $G(s) \in \mathbb{R}^{m \times k}$ there exist non-singular, square polynomial matrices $P_1$, $P_2$, $\det(P_i) = c_i \in \mathbb{R} \setminus \{0\}$, $i = 1, 2$ such that

$$P_1(s)G(s)P_2(s) = \text{diag} \left( \frac{f_1(s)}{g_1(s)}, \frac{f_2(s)}{g_2(s)}, ..., \frac{f_r(s)}{g_r(s)} \right), \quad r = \text{rank}(G(s)) \quad (2.8)$$

where $f_i$, $g(i)$, $i = 1, 2, ..., r$ are co-prime, monic polynomials such that $f_{i+1} = \lambda_i f_i$, $g_i = \kappa_i g_{i+1}$, $i = 1, 2, ..., r - 1$ for some $\lambda_i, \kappa_i \in \mathbb{R}$.

Matrices $P_i(s)$, $i = 1, 2$ are called unimodular and the roots of the numerator polynomials $f_i(s)$ in (2.8) are the zeros whereas the roots of the $g_i(s)$ are the poles of $G(s)$.

The Smith form, and in some more detail the Kronecker form, [Kar. 4] of the state space system matrix introduce the zero structure of the state space models;
for transfer function models the pole zero structure is introduced by the Smith-McMillan form. Such links reveal the poles as invariants of the alternative system representations under a variety of representation and feedback transformations. The strong invariance of zeros (large set of transformations) makes them critical structural characteristics, which strongly influence the potential of systems to achieve performance improvements under compensation.

From the Polynomial Matrix Fractional Description of $G(s)$ we discussed in section 2.3, we may have:

$$G(s) = N_R(s)D_R^{-1}(s) = D_L(s)N_L^{-1}(s)$$

(2.9)

where $N_R(s) \in \mathbb{R}^{m \times k}[s]$, $D_R(s) \in \mathbb{R}^{k \times k}[s]$ and $N_L(s) \in \mathbb{R}^{m \times k}[s]$, $D_L(s) \in \mathbb{R}^{m \times m}[s]$ are the so called Right Polynomial Matrix Fractional Description and Left Polynomial Matrix Fractional Description of $G(s)$ respectively when matrices $D_R$, $D_L$ are invertible. This description of the transfer function gives another alternative characterization of the poles and zeros of $G(s)$; the poles of $G(s)$ are the roots of the polynomial $\det(D_L(s)) = c(D_R(s)), c \in \mathbb{R} \setminus \{0\}$ and the zeros are the roots of the product of the invariant polynomials of $N_L(s)$ or $N_R(s)$.

**Remark 2.3.2.** The zeros of $G(s)$ are often called transmission zeros in order to distinguish them from another fundamental category of zeros, the invariant zeros, [MacFar. & Kar. 1], which are the zeros of the polynomial matrix

$$P(s) := \begin{pmatrix} sI_n - A & -B \\ C & D(s) \end{pmatrix}$$

(2.10)

where matrix $P(s)$ is obtained by the necessary and sufficient condition

$$P(s) \begin{pmatrix} \bar{x}_0 \\ \bar{v} \end{pmatrix} = 0$$

(2.11)

which has to hold true in order an input of the form $u(t) = vH(t)e^{at}$, $a \in \mathbb{C}$ for a system $S(A, B, C, D(s))$ to yield

$$u(t) = vH(t)e^{at}, y(t) \equiv 0, t > 0$$

where $\bar{x}_0 \in \mathbb{R}^n$ is the initial state condition vector, $\bar{v} \in \mathbb{R}^k$ and $H(t)$ the Heaviside unit-step function. A third group of zeros was introduced in [Ros. 1] which were named input-output decoupling zeros and they are obtained as the zeros of the invariant polynomial matrices

$$P_1(s) := (sI_n - A, B), P_2(s) := \begin{pmatrix} sI_n - A \\ C \end{pmatrix}$$

(2.12)
respectively. The input-decoupling zeros correspond to the zeros of \([D_L(s), N_L(s)]\) and the output-decoupling zeros to the zeros of \([D_R(s), N_R(s)]\) for a left-right co-prime MFD of \(G(s)\) since \(N_L(s), N_R(s)\) have essential parts of Smith form defined by the matrix \(\text{diag}(f_1(s), \ldots, f_r(s))\) and \(D_L(s), D_R(s)\) have essential parts of Smith form defined by \(\text{diag}(g_1(s), \ldots, g_r(s))\). [Kar. 2] and for this reason they are also called Smith-zeros. Both of them are associated with the situation where some free modal motion of the system state, of exponential type, is uncoupled from the system’s input or output. Note that pencils \(P_1(s), P_2(s)\) are the same matrices which were used in (2.6) and (2.7) to test the controllability and the observability of a system, respectively. The sum of the transmission zeros and decoupling zeros is called system zeros of (2.10).

Finally, we have the following result that connects the notions of controllability and observability of the previous section with the poles and zeros.

**Theorem 2.3.3.** [Kar. 4] The following hold true:

i) If a system is controllable and observable, then the sets of invariant zeros and transmission zeros are the same.

ii) Every uncontrollable eigenvalue is a system zero.

iii) Every unobservable eigenvalue is a system zero.

iv) The spectrum \(\sigma\{A - BD^{-1}C\}\) is precisely equal to the set of the systems transmission zeros.

v) The poles of the transfer function \(G(s)\) are precisely equal - in location and multiplicity - to the controllable and observable eigenvalues of \(A\) and the multiplicity indices associated with a pole of \(G(s)\) are precisely the sizes of the Jordan blocks associated with the corresponding eigenvalue of \(A\).

Every square system (same number of input and outputs) has zeros (finite and/or infinite); however, non-square systems generally do not have zeros and this is an important difference with the poles that exist independent from input, output dimensionalities. Although non-square systems generically have no zeros, they have “almost zeros”; this extended notion expresses “almost pole-zero cancelations” and it is shown in [Kar. 4] that in a number of cases behaves like the exact notion.

Poles and zeros are fundamental system concepts with dynamic, algebraic, geometric, feedback and computational aspects. A detailed account of the above material may be found in [Kar. 4] and [MacFar. & Kar. 1].
2.4 Composite Systems and Feedback

On the general state-space description (4.19), a number of transformations may be applied, which are of the representation type (different coordinate systems) and expressed by coordinate transformations, and of the feedback compensation type; the latter is made up from state, output feedback and output injection. These transformations are denoted below, [Kar.& Vaf. 13]:

(i) \( R : k \times k \) input coordinate transformation, \( \det R \neq 0 \).

(ii) \( T : m \times m \) output coordinate transformation, \( \det T \neq 0 \).

(iii) \( Q, Q^{-1} : n \times n \) pair of state coordinate transformations, \( \det Q \neq 0 \).

(iv) \( T : m \times k \) constant output feedback matrix.

(v) \( L : n \times k \) state feedback matrix.

(vi) \( T : n \times n \) output injection matrix.

The above set of transformations \((R, T, Q^{-1}, L, K)\) when applied on the original system \( S(A, B, C, D) \) described by the matrix \( P(s) \) in (2.10), i.e.,

\[
P(s) = \begin{pmatrix}
sI_n - A & -B \\
C & D
\end{pmatrix}
\]

then a new system \( S'(A', B', C', D') \) is produced, described by

\[
P'(s) := \begin{pmatrix}
Q^{-1} & K \\
0 & T
\end{pmatrix} \begin{pmatrix}
sI_n - A & -B \\
C & D
\end{pmatrix} \begin{pmatrix}
Q & 0 \\
L & R
\end{pmatrix}
\]  

(2.13)

As shown in [Kar.& Vaf. 13], \( P(s) \), \( P'(s) \) are related by a certain form of equivalence, which is defined on matrix pencils. Such transformations are referred to as the full set of state-space transformation, or as the Kronecker set of transformations. In [Kar.& Vaf. 13] there are various representations the Kronecker set of transformations, such as the so-called \( S(A) \) description where the transformations on the \( T(s) \) pencils are similar, i.e., \( T'(s) = Q^{-1}(sI_n - A)Q \). Before we end this section, we briefly present the feedback compensation on composite systems, in order to generalize some of the results presented in the previous sections.

A composite system is a system which consists of a number of several subsystems, describing an original system and a number of controllers. A trivial way of building a composite system from a collection of systems is the so called direct sum system where each subsystem can be studied independently of the other, i.e., if \( \Sigma_i = (A_i, B_i, C_i, D_i) \) are systems with state space \( \mathcal{X}_i \), input space \( \mathcal{U}_i \) and
output space $Y_i, i \in \mathbb{N} := \{1, 2, ..., n\}, n \in \mathbb{N}$, the direct sum is the system $(A, B, C, D)$ with state space $X$, input space $U$ and output space $Y$ given by

$$X = \prod_{i=1}^{n} X_i, \quad U = \prod_{i=1}^{n} U_i, \quad Y = \prod_{i=1}^{n} Y_i \quad (2.14)$$

and

$$A = \bigoplus_{i=1}^{n} A_i, \quad B = \bigoplus_{i=1}^{n} B_i, \quad C = \bigoplus_{i=1}^{n} C_i, \quad D = \bigoplus_{i=1}^{n} D_i \quad (2.15)$$

Hence, the direct sum is just a collection of uncoupled systems. This is not the case if the subsystems $\Sigma_i$ are interconnected within the composite system or if the original system is interconnected with itself (feedback). In this section we examine the second case for two subsystems, the original system (plant) and the system of the controller as in the following figure. The input, state and output spaces of the composite system are denoted by $\bar{U}, \bar{X}, \bar{Y}$ and by $K = (K_{ij})_{i,j \in \mathbb{N}}, K^c_i : \bar{U} \to U_i, K^o_i : Y_i \to \bar{Y}$ we denote the so called matrix of interconnections of the subsystems and the input and output coupling matrices respectively.

**Figure 2.2: General composite system of two subsystems**

If we connect the output of $\Sigma_1$ to the input of $\Sigma_2$ and the output of $\Sigma_2$ to the input of $\Sigma_1$, then the above configuration 2.2 is called Dynamic Output Feedback. Thus, by setting $u_i \equiv u_j \in U, y_i \equiv y_j \in Y$ and $\bar{u}, \bar{y} \in \bar{U}$, the couplings $u_2 = y_1$ and $u_1 = y_2 + \bar{u}$ lead to the feedback equations

$$u_1 = C_2x_2 + D_2(C_1x_1 + D_1u_1) + \bar{u}, \quad u_2 = C_1x_1 + D_1(C_2x_2 + D_2u_2 + \bar{u}) \quad (2.16)$$

These equations can be solved for $u_1$ and $u_2$ if and only if the matrices $I_{u_1} - D_2D_1$, or equivalently $I_{u_2} - D_1D_2$ are invertible. This is the so-called well-posedness
condition for the feedback configuration and if it is satisfied, the feedback system is said to be well defined. It has input space $\mathcal{U} = \mathcal{U}_1$, output space $\mathcal{Y} = \mathcal{Y}_1$, state space $\mathcal{X} = \mathcal{X}_1 \times \mathcal{X}_2$ and its system equations are given by the data

$$\bar{A} = \begin{pmatrix} A_1 + B_1(I_n - D_2D_1)^{-1}D_2C_1 & B_1(I_n - D_2D_1)^{-1}C_2 \\ B_2(I_n - D_1D_2)^{-1}C_1 & A_2 + B_2(I_n - D_1D_2)^{-1}D_1C_2 \end{pmatrix},$$

$$\bar{B} = \begin{pmatrix} B_1(I_n - D_2D_1)^{-1} \\ B_2(I_n - D_1D_2)^{-1}D_1 \end{pmatrix},$$

$$\bar{C} = \begin{pmatrix} C_1 + D_1(I_n - D_2D_1)^{-1} - D_2C_1 & D_1(I_n - D_2D_1)^{-1}C_2 \end{pmatrix},$$

$$\bar{D} = D_1(I_n - D_2D_1)^{-1}$$

Next theorem provides a necessary and sufficient for a composite system to be proper.

**Theorem 2.4.1.** [Vid. 1] Let $G_1(s), G_2(s)$ be the transfer matrices of a plant and its controller.

i) The transfer function matrix of the composite system is

$$\bar{G}(s) := G_1(s)(I_n - G_2(s)G_1(s))^{-1} \quad (2.17)$$

ii) $\bar{G}$ is proper if and only if

$$t(\infty) \in \mathbb{R} \quad (2.18)$$

where $t(s) = \det(I_n - G_1(s)G_2(s))$.

The next two results [Chen. 1] now generalize the notions of stability, controllability and observability for the general feedback configuration.

**Definition 2.4.1.** A composite well-posed system is called internally stable if its respective autonomous system $\dot{x} = \bar{A}x$ is asymptotically stable.

**Proposition 2.4.1.** Let a composite well-posed system $\Sigma$.

i) $\Sigma$ is controllable, if and only if $\{\Sigma_1, \Sigma_2\}$ are both controllable.

ii) $\Sigma$ is observable, if and only if $\{\Sigma_1, \Sigma_2\}$ are both observable.

iii) $\Sigma$ is stabilizable, detectable if and only if both $\{\Sigma_1, \Sigma_2\}$ are stabilizable, detectable.

The above result is fundamental, since it provides the means for studying internal stability in terms of BIBO stability and it provides the basis for the study of stabilization and pole assignment of the feedback configuration. More results regarding the structural properties of the feedback configuration may be found in [Kar. & Mil. 12].
2.5 Frequency Assignment Problems

The problem of pole placement for systems of the form (4.19) in order to obtain the required stability and other properties, is a core problem in Systems Theory. In this section, we see that these two problems along with other frequency assignment problems such as the design of an asymptotic observer and the problem of zero assignment by squaring down, lie in a wider category of problems, the so called Determinantal Assignment Problem [Kar. & Gia. 5], [Kar. & Gia. 6].

**Definition 2.5.1. (Pole Assignment by state feedback) [Won. 1].** Let a state space model of the form (4.19). The Pole Assignment by state feedback problem is defined as the derivation of a matrix \( K \in \mathbb{R}^{k \times n}, \) \( \text{rank} K = k, \) such that the equation:

\[
\dot{x} = (A - BK)x + Bu, \quad A \in \mathbb{R}^{n \times n}, \ B \in \mathbb{R}^{n \times k}
\]  

has the following characteristic polynomial:

\[
\det(sI_n - A + BK) = \det(M(s)\tilde{K}) = a(s)
\]  

where \( a(s) \) is an arbitrary polynomial of \( n \) degree and \( M(s) = (sI_n - A, B), \ \tilde{K}^t = (I_n^t, K^t). \)

This problem has been completely solved in [Won. 1], where the following theorem was proved.

**Theorem 2.5.1.** A system is (completely) pole assignable by state feedback, if and only if the system is controllable.

In [Kai. 1] the problem of the asymptotic observer has been established as the dual problem of the state feedback problem:

**Definition 2.5.2. (Design of an asymptotic observer) [Kai. 1].** The problem of the asymptotic observer design is defined as the derivation of a matrix \( T \in \mathbb{R}^{n \times m}, \) such that

\[
\det(sI_n - A + TC) = \det(\tilde{T}C(s)) a(s)
\]  

where \( a(s) \) is an arbitrary polynomial of \( n \) degree and \( C^t(s) = ((sI_n - A)^t, C^t), \ \tilde{T} = (I_n, T). \)

Due to the duality of the state feedback problem and the asymptotic observer’s design, the latter is solvable if and only if the system is observable.

On the other hand, the problem of pole placement via output feedback is still an open problem on research, [Kim. 3].
**Definition 2.5.3.** *(Pole Assignment by constant output Feedback) [Kim. 1]*. The problem of pole assignment by constant output feedback is the derivation of a matrix \( F \in \mathbb{R}^{k \times m} \) such that

\[
\text{det}(sI_n - A - BFC) = \text{det}(sI_n - A) \text{det}(I_n - (sI_n - A)^{-1}BFC) = \\
= \text{det}(sI_n - A) \text{det}(I_n - G(s)F) = \text{det}(F_R T_R(s)) = \\
= a(s)
\]

(2.22)

where \( a(s) \) is an arbitrary polynomial of \( n \) degree and

\[
F_R = (I_k, F) \in \mathbb{R}^{k \times (m+k)}, \quad T_R(s) = \begin{pmatrix} D_R(s) \\ N_R(s) \end{pmatrix}
\]

are obtained by the Right Polynomial Matrix Fractional Description of the respective transfer function.

The problem has been mostly examined generically, i.e., for almost all polynomials \( a(s) \), [Wil. & Hes. 1]. Note that if there exist real matrices \( F \) that satisfy the above form (2.22) of the closed-loop characteristic polynomial we refer to the problem as *completely pole assignable by static output feedback*, whereas if there exist open dense sets of real coefficients \( (a_1, \ldots, a_n) \) defined by the polynomial \( a(s) \) for all matrices \( F \) that satisfy (2.22), then we refer to the *generically pole-assignable by static output feedback* problem.

Most authors have examined the problem in terms of solvability and assignabil-

![Figure 2.3: Static state and output feedback](image)
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The methodology proposed in [Lev. & Kar. 2]-[Lev. & Kar. 5] was the first to provide a systematic procedure not only for the derivation of solvability conditions for generic assignability that covered a much wider category of systems, but it could also provide the construction of the desired solution. With the use of a blow-up methodology, known as *Global Linearization* the authors managed to present a unique computational framework that is suitable for computing solutions for a wide variety of determinantal-type assignment problems, contrary to the affine space approach, [Byr. 1], [Mart. & Her. 1]. We will refer to this methodology again in the next chapters with more details, when we will elaborate on the construction of solutions of several determinantal-type pole placement problems, since in this thesis we are also interested in the construction of solutions rather than the derivation of special conditions. The majority of these results and a further discussion concerning the output feedback problem in general, it may be found in the survey paper [Syr., etc. 1].

The “squaring down” problem [Kou. & Mac. 1],[Gia. & Kar. 2] is studied in the case of a multi-variable system whose number of measured output variables is greater than the number of control inputs \((m > k)\) when we want to combine all outputs together into a new set of outputs, whose number is equal to the number of inputs. It is evident that the solution of the general squaring down problem has significant consequences on the zero structure of the corresponding loop transmission transfer function matrix and therefore that it vitally affects the design procedure. In general, the problem of zero assignment by squaring down is to find a matrix \(K \in \mathbb{R}^{k \times m}\) such that the Smith-MacMillan form of \(\tilde{G}(s) := KG(s)\) has a given zero structure, i.e., apart from the zeros (if any) inherited from the given rational transfer function \(G(s)\), has an additional number of desired zeros and can be considered as a generalization of Rosenbrock’s assignment problem [Ros. 1].

**Definition 2.5.4. (Zero Assignment by Squaring Down) [Kou. & Mac. 1].** The zero assignment by squaring down problem is defined as the derivation of a matrix \(K \in \mathbb{R}^{k \times m}\) such that

\[
\det (K \cdot N(s)) = a(s)
\]

(2.23)

where \(N(s)\) is an appropriate matrix and \(a(s)\) is an arbitrary polynomial of \(n\) degree.

The derivation of necessary and sufficient conditions for zero assignment under squaring down was considered in [Kar. & Gia. 7] using projective geometry techniques. In [Kar. & Gia. 7] in particular it has been shown that \(k(m - k) \geq \delta + 1\), is a necessary and sufficient condition for zero assignment, where \(\delta\) is the Forney’s dynamical degree, [For. 1].
Remark 2.5.1. In [Apl. 1] it was demonstrated - under specific conditions - how the output feedback problem can be transformed into a squaring down problem and vice versa.

The problems listed above have been defined for regular state-space systems. Similar problems for extended state-space or descriptor type systems [Ver. 1] may also be formulated in a similar manner. The common formulation of these problems clearly suggests that they are special cases of a more general problem which is known as Determinantal Assignment Problem.

Definition 2.5.5. (The Determinantal Assignment Problem) [Kar. & Gia. 5], [Kar. & Gia. 6]. Let $M(s) \in \mathbb{R}^{p \times q}[s]$, $q \leq p$ with $\text{rank}\{M(s)\} = q$ and also let $\mathcal{H} = \{H \in \mathbb{R}^{p \times q}, \text{rank}H = q\}$. The problem of finding an $H \in \mathcal{H}$ such that

$$f_M(s, H) = \det (H \cdot M(s)) = a(s) \quad (2.24)$$

where $a(s)$ is an arbitrary polynomial of an appropriate degree $d$, is called the Determinantal Assignment Problem (DAP).

Remark 2.5.2. Equation (2.24) is sometimes mentioned as the constant determinantal assignment problem whereas the problem of finding $H(s)$ such that $\det (H(s) \cdot M(s)) = a(s)$ is referred as the general determinantal assignment problem. However, since all dynamics can be shifted from $H(s)$ to $M(s)$, the general problem can be described by (2.24).

Remark 2.5.3. The degree $d$ of $a(s)$ depends on the degree of $M(s)$, i.e., the polynomial with the maximal degree among the entries of $M(s)$ and on the structure of $H$. Throughout this thesis, we have $d = \deg M(s)$.

As shown in [Kar. & Gia. 6], DAP may be reduced to a linear system of equations where the unknowns are constrained to several quadratic relations. Hence, DAP is solvable when the number of free parameters is greater or equal to the number of constraints. This suggests that DAP has the complexity of a variety intersection problem only in the boundary case when the number of free parameters is equal to the number of constraints. In the case where the degrees of freedom are greater than the constraints, there is a need for alternative methods which explore efficiently the additional degrees of freedom. DAP, being similar to the output feedback pole placement, has allowed the use of the same techniques, provided one takes into consideration the structure of the matrices $H$ and $M(s)$, that may differ from those of the output feedback problem. From that aspect and working via degenerate feedback gain, i.e., $\det (H \cdot M(s)) = 0$ for all $s$, some new solvability conditions have been derived.

Theorem 2.5.2. [Lev. 1] If $mk > n$, then DAP has a solution, for almost all polynomials $a(s)$. 
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Remark 2.5.4. The same condition holds for the static output feedback case, as it was proved in [Lev. & Kar. 2]. More results using this methodology and a generalization for the dynamic output feedback case, may be found in [Lev. & Kar. 3]-[Lev. & Kar. 6].

In the following chapters, we will approach problem (2.24) in a different way, which is the derivation of a matrix $\hat{H}$ that best approximates matrix $H$, when the computation of the initial matrix $H$ fails, or when its computation becomes very difficult. As we will see, this problem will be defined as the Approximate Determinantal Assignment Problem.

### 2.6 Conclusions

In this thesis, the emphasis is given on the study of the most general case of frequency assignment problems, which is the Determinantal Assignment Problem. The similarities between DAP and the rest frequency assignment problems, as presented in the previous section, provide a number of well known and established techniques for DAPs further investigation. Our viewpoint in this chapter has been to underpin the nature of dynamic and feedback properties in order to set up the control theory framework of DAP. Notions such as the poles and zeros have thus been central to this approach. Poles express the internal dynamics of the system and they are directly related to stability and other aspects of performance and they are affected by the different types of feedback transformations. On the other hand, zeros are measures of the interaction between internal dynamics and their coupling to inputs and outputs. They are invariant under fundamental feedback transformations and their alternation may be achieved under dynamic compensation, or by design or re-design of the input, output system structure. The theory of invariants and canonical forms of state space systems can be considered from the perspective defined by the theory of matrix pencils, which was briefly presented. Further information about the role and significance of invariants for Control Synthesis and Control Design problems may be found in [Kar. & Mil. 12] and the references therein.
Chapter 3

Exterior Algebra and Algebraic Geometry Tools

3.1 Introduction

In this chapter we present the main mathematical tools that we are going to use in order to transform DAP’s equation (2.24) in a way that it could provide concrete solutions, perhaps even in a closed form-formula.

The main idea of this transformation, is that the determinant in (2.24) is viewed as a general multilinear skew symmetric function on the entries of matrix $H$. This implies that DAP should be approached via Multilinear Algebra methods, where the notions of tensors, tensor products and tensor algebras, play a crucial role for the construction, development and implementation of the respective theory. As we will see, DAP is subject to the laws of a specific sub-algebra of the tensor algebra, called Exterior Algebra, which is the area of study of the skew-symmetric tensors that can be considered as the generalization of antisymmetric matrices.

Furthermore, the roots of the polynomial in (2.24) will provide the link between the problem’s skew-symmetry with a relevant algebraic variety. To this purpose, we give some basic background results and properties from the field of Algebraic Geometry with respect to projective algebraic varieties, which will help us define the so called Grassmann variety. The properties of this variety as well as its related features are closely related to DAP, something that will be more clear in the following chapters when DAP will be connected with the solution of a specific optimization problem over the Grassmann variety.

The basic definitions and the background concept of Exterior Algebra Theory - a special subalgebra of the tensor algebra whose subspaces are known as Exterior Powers- are introduced in Section 3.2, since that would be the study area of
DAP in higher dimensions. The special form that some of the elements of these subspaces have, called multivectors, will help us define the so called decomposable multivectors, which play a significant role in this thesis. In the same section, we also introduce the notion of the Hodge-star Duality, as an important tool for calculations in the area of Exterior algebra.

In the next section we introduce the notion of the compound matrix, which it will be used throughout this thesis for the derivation of decomposable vectors. Moreover, in Section 3.4 we introduce the Grassmann variety and its related projective space. This variety will be connected with the previous notion of decomposability and will be very helpful in DAPs investigation. Furthermore, we introduce several features of the Grassmann variety, such as the Quadratic Plücker relations (QPR).

In Section 3.4.2, we introduce the notion of the Grassmann matrix which constitutes an alternative tool for the decomposability of multivectors that we will use later for the solution of the approximate DAP. Finally, in Section 3.5, we present the notion of the Grassmann invariants, such the Plücker matrices, that also constitute an alternative means of testing decomposability.

### 3.2 Basic Notions of Exterior Algebra

This section provides the most important results from Exterior (or Grassmann) Algebra, i.e., definitions, propositions and theorems that we will need throughout this thesis.

**Definition 3.2.1.** [Mar. 1] Let \( \mathcal{V}_1, \mathcal{V}_2, \ldots, \mathcal{V}_k \) and \( \mathcal{W} \) be vector spaces of finite or infinite dimension over a field \( \mathcal{F} \) and \( 0 \leq k < \infty \). If \( \mathcal{V}^k := \mathcal{V}_1 \times \mathcal{V}_2 \times \ldots \times \mathcal{V}_k \) is the set of all the \( k \)-tuples of the form \((x_1, x_2, \ldots, x_k)\), then the map \( f : \mathcal{V}^k \to \mathcal{W} \) is called \( k \)-linear or multilinear of \( k \) degree if it is linear in each of its argument, i.e.,

\[
 f(x_1, \ldots, x_i, \lambda y + \mu z, x_{i+1}, \ldots, x_k) = \lambda f(x_1, \ldots, x_i, y, \ldots, x_k) + \mu f(x_1, \ldots, x_i, z, \ldots, x_k)
\]

where \( \lambda, \mu \in \mathcal{F} \) and \( x, y \in \mathcal{V} \). If \( \mathcal{W} \equiv \mathcal{F} \) then \( f \) is called \( k \)-linear function in \( \mathcal{V} \).

The set of multilinear maps as above, forms a vector space denoted by \( \text{Hom}_\mathcal{F}(\mathcal{V}_1, \mathcal{V}_2, \ldots, \mathcal{V}_k; \mathcal{W}) \) and the dual spaces of \( \mathcal{V} \) are defined as \( \mathcal{V}^*_i = \text{Hom}(\mathcal{V}_i, \mathcal{F}) \) which are called forms.

**Example 3.2.1.** Let \( A = (a_1, a_2, \ldots, a_n) \in \mathbb{R}^{n \times n} \). Then the determinant \( d(A) \) is a function \( d : \mathbb{R}^n \to \mathbb{R} \) such that

\[
 d(a_1, \ldots, \lambda a_i + \mu a_j, \ldots, a_n) = \lambda d(a_1, \ldots, a_i, \ldots, a_n) + \mu d(a_1, \ldots, a_j, \ldots, a_n) \quad (3.1)
\]

Equation (3.1) states that the determinant is an \( n \)-linear function in \( \mathbb{R}^n \).
The definition of DAP in equation (2.24) suggests that in order to calculate matrix $H$ we need to investigate the analysis of the relevant determinant. The properties of the determinant lead to the conclusion that the determinant in (2.24) should be considered as a skew-symmetric multilinear map.

**Definition 3.2.2.** [Mar. 1] Let a $k$-linear map $f : V^k \to W$ over a field $F$.

i) We say that $f$ is alternating if $f(x_1, \ldots, x_k) = 0$, for some $i$ with $x_i = x_{i+1}$ and $1 \leq i \leq k - 1$.

ii) We say that $f$ is skew-symmetric if

$$f (x_{\sigma(1)} + \cdots + x_{\sigma(k)}) = \text{sign} \sigma f (x_1, \ldots, x_k)$$  \hspace{1cm} (3.2)

for every permutation $\sigma$ in the group of permutations $S_k$ of $k$ objects.

Definition 3.2.2 leads to the following Proposition.

**Proposition 3.2.1.** [Mar. 1] Let a $k$-linear map $f : V^k \to W$ over a field $F$.

i) Every alternating multilinear map is skew-symmetric.

ii) Every $k$-linear map $f$ determines a skew symmetric $k$-linear map $g$ which is given by

$$g = \sum_\sigma \text{sign} \sigma <\sigma, f>$$  \hspace{1cm} (3.3)

where $<,>$ denotes the inner product of the corresponding vector-form $\underline{\sigma}$ of $\sigma$ and $f$.

iii) If $\text{char}(F) \neq 2$ then every skew-symmetric multilinear map is alternating.

**Remark 3.2.1.** If $\dim V = n$ and $k > n$, then every skew symmetric $k$-linear map $f : V \to W$ is identically equal to zero.

By using the previous proposition, we imply the following important result:

**Proposition 3.2.2.** [Mar. 1] If $f : V^k \to W$ is an alternating $k$-linear map such that

$$y_j = \sum_{i=1}^k a_{ij} x_i, \text{ } 1 \leq j \leq k, \text{ } y_j, x_i \in V$$  \hspace{1cm} (3.4)

then

$$f(y_1, \ldots, y_k) = \det (a_{ij}) f(x_1, \ldots, x_k)$$  \hspace{1cm} (3.5)

It is clear now, that the determinant of an $n \times n$ matrix with entries in $F$, is an $n$-linear skew-symmetric function in $F^n$. Now, many authors ([Gal. 1], [Mar. 1] among many others), in order to obtain the vector space and the respective algebra of determinants, have used the tensor algebra $T(V)$ that may be defined for all $k$-linear maps.
Definition 3.2.3. [Mar. 1] Let \( V \) be a vector space over a field \( F \) and let \( \otimes \) be the standard tensor product, [Mar. 1]. If

\[
V^\otimes_m := \underbrace{V \otimes \cdots \otimes V}_{m \text{ times}}
\]  

(3.6)

then

i) The vector space

\[
\mathcal{T}(V) := \bigoplus_{m \geq 0} V^\otimes_m, \quad V^\otimes_0 \equiv F, \quad V^\otimes_1 \equiv V
\]

(3.7)

is called a tensor algebra.

ii) If \( I \) is the two-sided ideal of \( \mathcal{T}(V) \) generated by all tensors of the form \( u \otimes u \), then the \( k \)-th Exterior Power of \( V \) is defined as

\[
\bigwedge^k(V) := V^\otimes_k / I \cap V^\otimes_k
\]

(3.8)

iii) The Exterior Algebra (or Grassmann Algebra) of \( V \) is defined as

\[
\bigwedge(V) := \mathcal{T}(V) / I = \bigoplus_{k \geq 0} \bigwedge^k(V)
\]

(3.9)

Proposition 3.2.3. [Mar. 1]

i) If \( \wedge^k : V^k \to \bigwedge^k(V) \) is a skew symmetric \( k \)-linear map, then the vectors \( \wedge^k(x_1, \ldots, x_k) \) generate \( \bigwedge^k(V) \) for every \( x_i \in V \).

ii) If \( g : V \to W \) is any skew symmetric \( k \)-linear map, there exists a linear map \( f : \bigwedge^k(V) \to W \) such that \( g = f \circ \wedge^k \).

iii) If \( \text{Alt}(V; F) \) denotes the set of all alternating maps over the field \( F \), then

\[
\left( \bigwedge^k(V) \right)^* \cong \text{Alt}(V; F)
\]

(3.10)

The elements of \( \bigwedge^k(V) \) are called alternating \( k \)-vectors or alternating multivectors. From the definition of \( \mathcal{T}(V) \), the following properties hold:

i) \( \bigwedge(V) \) is an associative and anti-commutative graded algebra.

ii) \( \bigwedge^{s+r}(V) = \bigwedge^s(V) \wedge (\bigwedge^r(V)) \) and if \( x \in \bigwedge^s(V) \), \( y \in \bigwedge^r(V) \) then

\[
x \wedge y = (-1)^{rs} y \wedge x
\]

(3.11)
iv) If $V = \mathbb{R}^n$, then $\bigwedge^k (\mathbb{R}^n) \simeq \mathbb{R}^{n\choose k}$.

v) The pair \((\bigwedge^k V, \wedge^k)\) is uniquely defined by $V$.

We can now construct a basis for the exterior powers $\bigwedge^k V$. We need at first to define a total ordering in our bases, therefore we introduce lexicographical order.

**Proposition 3.2.4.** [Mar. 1] Let $V$ be an $n$ dimensional vector space over a field $\mathcal{F}$ and let \(\{e_1, e_2, ..., e_n\}\) be a basis of $V$. Then

i) The set \(\{e_{i_1} \wedge e_{i_2} \wedge \cdots \wedge e_{i_k}\}\) is a basis of $\bigwedge^k (V)$, for $1 \leq i_1 < i_2 < \cdots < i_k \leq n$ (lexicographical order).

ii) $\dim \left( \bigwedge^k (V) \right) = \binom{n}{k}$ if $0 \leq k \leq n$ and $\bigwedge^k (V) = \{0\}$ if $k > n$.

iii) Any multivector $\underline{x} \in \bigwedge^k (V)$ can be uniquely written as

\[
\underline{x} = \sum a_{i_1i_2...i_k} e_{i_1} \wedge e_{i_2} \wedge \cdots \wedge e_{i_k} \quad (3.12)
\]

where $a_{i_1i_2...i_k}$ are the coordinates of $\underline{x}$, with respect to the basis \(\{e_1, e_2, ..., e_n\}\) of $V$ called Plücker coordinates.

**Remark 3.2.2.** The dimension of $\bigwedge (V)$ now readily follows; Due to the previous proposition we have that

\[
\dim \left( \bigwedge (V) \right) = \sum_{i=0}^{n} \binom{n}{i} = 2^n \quad (3.13)
\]

The following definition is going to be used excessively in the rest of this thesis;

**Definition 3.2.4.** [Mar. 1] Let $V$ be an $n$ dimensional vector space, $k \leq n$ and the $k$-vector $\underline{x} = \sum a_{i_1i_2...i_k} e_{i_1} \wedge e_{i_2} \wedge \cdots \wedge e_{i_k} \in \bigwedge^k (V)$.

i) If $\underline{x}$ belongs in the one-dimensional subspaces of $\bigwedge^k (V)$ or equivalently, if it is written in the form

\[
\underline{x}_1 \wedge \underline{x}_2 \wedge \cdots \wedge \underline{x}_k \quad (3.14)
\]

then it is called decomposable. If $\underline{x}_i$, $i = 1, ..., k$ are linearly independent then $\underline{x}$ is called totally decomposable.

ii) The minimal number of decomposable $k$-vectors in the expansion

\[
\underline{x} = \underline{x}^1 + \underline{x}^2 + \cdots + \underline{x}^n \quad (3.15)
\]

where $\underline{x}^i$ are decomposable, is called rank of the $k$- vector $\underline{x}$. 
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Remark 3.2.3. It can be proved that, \( x_1, \ldots, x_k \) are linearly dependent if and only if \( x_1 \wedge x_2 \wedge \cdots \wedge x_k = 0 \). We finish the fundamentals of exterior algebra theory with the following definition.

Definition 3.2.5. [Tol. \& Cast. 1] Let \( V \) be an \( n \) dimensional vector space over a field \( \mathcal{F} \).

i) The product of two vectors \( x, y \in V \) will be denoted as
\[
 x \wedge y := x \otimes y - y \otimes x
\]
and will be called exterior (or wedge or Grassmann) product.

ii) Similarly, the product of three vectors \( x_1, x_2, x_3 \in V \) will be denoted as
\[
 x_1 \wedge x_2 \wedge x_3 := x_1 \otimes x_2 \otimes x_3 - x_2 \otimes x_1 \otimes x_3 + x_2 \otimes x_3 \otimes x_1 -
 - x_3 \otimes x_2 \otimes x_1 + x_3 \otimes x_1 \otimes x_2 - x_1 \otimes x_3 \otimes x_2
\]
and will be also called exterior product.

iii) Inductively, if \( k \geq 2 \) is the number of vectors \( x_i \in V, i = 2, \ldots, k \) then the wedge product is defined as
\[
 x_1 \wedge \cdots \wedge x_k = \delta_{a_1 a_2 \cdots a_k}^{1 2 \cdots k} x_{a_1} \otimes \cdots \otimes x_{a_k}
\]
where \( a_i \in F_n = \{1, 2, \ldots, n\} \), \( i \in F_k = \{1, 2, \ldots, k\} \), \( a_1 \neq a_2 \neq \cdots \neq a_k \) and \( \delta^{(\cdot)}_{(\cdot)} \) are the Kronecker deltas, i.e.,
\[
 \delta_{a_1 a_2 \cdots a_k}^{1 2 \cdots k} = \begin{cases} 
 1, & \text{if } 1, 2, \ldots, n \text{ are an even permutation of } a_1 a_2 \cdots a_k \\
 -1, & \text{if } 1, 2, \ldots, n \text{ are an odd permutation of } a_1 a_2 \cdots a_k \\
 0, & \text{otherwise}
\end{cases}
\]

From this definition, it is clear that

i) \( x \wedge x = 0, \forall x \in V \).

ii) \( x \wedge y = -y \wedge x, \forall x, y \in V \).

iii) \( x \wedge y \wedge z = -y \wedge x \wedge z = \cdots = -z \wedge y \wedge x, \forall x, y, z \in V \).
3.2.1 The Hodge Star-Operator

As we have mentioned earlier, it is common in tensor algebra and analysis (and in Linear Algebra in general of course) to work on the dual set rather than the set itself - via a corresponding isomorphism - if the former implies information that the given set can not provide. In this sense, the Hodge star-Operator (or Hodge $\star$-operator) has been defined as an isomorphism: $\bigwedge^k(V) \rightarrow \bigwedge^{n-k}(V)$ that generalizes the Laplacian $\Delta : C^k \rightarrow C^{k-2}$, $\Delta(f) = \nabla^2 f$ in order to be applied to differential forms on a Riemannian manifold.

**Definition 3.2.6.** [Mar. 1] Let $V$ an $n$ dimensional vector space and $0 \leq k \leq n$. If $\langle \cdot, \cdot \rangle$ denotes the inner product on $V$, we define

$$\langle u_1 \wedge \cdots \wedge u_k, v_1 \wedge \cdots \wedge v_k \rangle = \det \left( \langle u_i, v_j \rangle \right) \tag{3.19}$$

as an inner product on $\bigwedge^k(V)$.

It is straightforward to see that if $\{e_1, \ldots, e_n\}$ is an orthonormal basis of $V$, then the basis of $\bigwedge^k(V)$ consisting of the vectors $e_\omega$, $\omega = \{i_1, \ldots, i_k\}$, is an orthonormal basis of $\bigwedge^k(V)$. Since the inner product on $V$ can induce an inner product on $V^*$, via isomorphisms, then we can also obtain an inner product on $\bigwedge^k(V^*)$.

Furthermore, if $V$ is oriented vector space, i.e., its vectors are the linear combinations of the vectors of a selected basis $\{e_1, \ldots, e_n\}$ of $V$, then it is easy to see that $V^*$ is also oriented by $\{e_1^*, \ldots, e_n^*\}$.

**Definition 3.2.7.** [Mar. 1] Let $V$ an oriented $n$ dimensional vector space and $0 \leq k \leq n$. The map

$$\star : \bigwedge^k(V) \rightarrow \bigwedge^{n-k}(V),$$

$$\star (e_1, \ldots, e_n) = e_{k+1} \wedge \cdots \wedge e_n \tag{3.20}$$

is called the Hodge Star-Operator.

**Example 3.2.2.** We take two cases for $k$, $n$ respectively;

i) If $n \in \mathbb{N}$, $k = 0$, then $\star (1) = e_1 \wedge \cdots \wedge e_n$.

ii) If $n = 4$, $k = 2$, then

$$\underline{x} = \sum_{1 \leq i < j \leq 4} x_{ij} e_i \wedge e_j, \quad \bigwedge^2(\mathbb{R}^4) \ni \underline{x} = (x_{12}, x_{13}, x_{14}, x_{23}, x_{24}, x_{34})$$

Therefore

$$\star (\underline{x}) = x_{12} \star (e_1 \wedge e_2) + x_{13} \star (e_1 \wedge e_3) + \cdots + x_{34} \star (e_3 \wedge e_4) =$$
Thus, the vector representation of $\star(x)$ is

$$\star(x) = (x_{34}, -x_{24}, x_{23}, x_{14}, -x_{13}, x_{12})$$

The next result summarizes some important properties of the Hodge Star-Operator.

**Proposition 3.2.5.** [Gal. 1] Let $\mathcal{V}$ an $n$ dimensional vector space and $0 \leq k \leq n$. Then

i) $\star(\star(x)) = (-1)^{k(n-k)}sx, \forall x \in \bigwedge^k(\mathcal{V})$, where $s$ is the signature of the inner product on $\mathcal{V}$, i.e., the number of real eigenvalues of the matrix obtained by $\langle \cdot, \cdot \rangle$.

ii) $\langle x, y \rangle = \star(\langle x, \star(y) \rangle) = \star(\langle y, \star(x) \rangle), \forall x, y \in \bigwedge^k(\mathcal{V})$.

iii) $a_1 \wedge \cdots \wedge a_n = \sqrt{\det(\langle a_i, a_j \rangle)}e_1 \wedge \cdots \wedge e_n$, for any orthonormal basis $\{e_1, \ldots, e_n\}$ and any other basis $\{a_1, \ldots, a_n\}$ of $\mathcal{V}$.

### 3.3 Representation theory of exterior powers of linear maps

In this section, we present the basic results of the general representation of multilinear maps between exterior powers, in order to obtain the form of the matrix representation of a mapping from $\bigwedge^k(\mathcal{V})$ to $\bigwedge^k(\mathcal{W})$. The main result of this section is the derivation of the notion of the compound matrix, which is closely related with the decomposability of a multivector.

**Theorem 3.3.1.** [Mar. 1] Let $f : \mathcal{V} \to \mathcal{W}$ a linear map, where $\mathcal{V}$, $\mathcal{W}$ are two finite dimensional vector spaces over a field $\mathcal{F}$. Then, there exists a unique homomorphism $\tilde{f} : \bigwedge^k(\mathcal{V}) \to \bigwedge^k(\mathcal{W})$ such that $f(v) = \tilde{f}(v), \forall v \in \mathcal{V}$ and for all $k$.

**Remark 3.3.1.** Theorem 3.3.1 also suggests a way to construct a multilinear map from $\mathcal{V}^k$ to $\bigwedge^k(\mathcal{W})$. We observe that since $f$ is a linear map of a vector space $\mathcal{V}$ to a vector space $\mathcal{W}$ then $f(x_1) \wedge \cdots \wedge f(x_k) \in \bigwedge^k(\mathcal{W})$ may correspond to the k-tuple $(x_1, \ldots, x_k) \in \mathcal{V}^k$. This defines a skew-symmetric multilinear map $g$ such that $g : \mathcal{V}^k \to \bigwedge^k(\mathcal{W})$.

The above results lead to the following important result that describes how the matrix of a map from $\bigwedge^k(\mathcal{V})$ to $\bigwedge^k(\mathcal{W})$ is obtained.
Theorem 3.3.2. [Mar. 1] Let \( f : \mathcal{V} \to \mathcal{W} \) a linear map and \( \varphi_1 : \wedge^k(\mathcal{V}) \to F(n)_k \), \( \varphi_2 : \wedge^k(\mathcal{W}) \to F(n)_k \) two linear maps such that

\[
\varphi_1(x) = \begin{pmatrix} \vdots \\ \lambda_{p_1} \\ \vdots \\ \lambda_{p_2} \\ \vdots \end{pmatrix}, \quad \varphi_2(y) = \begin{pmatrix} \vdots \\ \kappa_{p_1} \\ \vdots \\ \kappa_{p_2} \\ \vdots \end{pmatrix}
\]

If \( \wedge^k(f) \) is a \( k \)-linear map from \( \wedge^k(\mathcal{V}) \) to \( \wedge^k(\mathcal{W}) \) and \( B \) is the matrix representation of the linear map \( \beta : \mathcal{F}_m \to \mathcal{F}_n \) with respect to the elementary bases of \( \mathcal{F}_m, \mathcal{F}_n \) respectively, then the matrix representation \( A \) of \( \wedge^k(f) \), with respect to the elementary bases of \( \wedge^k(\mathcal{V}), \wedge^k(\mathcal{W}) \) respectively, satisfies the equation

\[
A \cdot \begin{pmatrix} \vdots \\ \lambda_{p_1} \\ \vdots \\ \lambda_{p_2} \\ \vdots \end{pmatrix} = \begin{pmatrix} \vdots \\ \kappa_{p_1} \\ \vdots \\ \kappa_{p_2} \\ \vdots \end{pmatrix}
\] (3.21)

and the entries of \( A \) are of the form

\[
\begin{vmatrix}
\varrho_{i_1,j_1} & \cdots & \varrho_{i_1,j_k} \\
\vdots & \ddots & \vdots \\
\varrho_{i_k,j_1} & \cdots & \varrho_{i_k,j_k}
\end{vmatrix}
\]

where \( \varrho_{ij} \) are the entries of matrix \( B \).

Remark 3.3.2. It is evident that matrices \( A, B \) in Theorem 3.3.2 satisfy the equality \( C_p(B) = A \) and that equivalence relations may be obtained; if we denote \( \wedge^k(\mathcal{E}') \) and \( \wedge^k(\mathcal{E}'') \) two different bases for \( \wedge^k(\mathcal{V}), \wedge^k(\mathcal{W}) \) respectively, \( B' \) the matrix representation of \( \beta \) in terms of the new bases and \( Q_1, Q_2 \) the matrix representations of maps from the old bases (Theorem 3.3.2) to the new, then

\[
A = C_p(B) = C_p(Q_1)C_p(B')C_p(Q_2)
\] (3.22)

Furthermore, if \( L(\mathcal{V}, \mathcal{W}) \) is the set of all linear maps from \( \mathcal{V} \) to \( \mathcal{W} \), it can be shown, by using the properties of the compound matrices we mentioned before, that the maps \( \varphi_i, i = 1, 2 \) in Theorem 3.3.2 which associate every map \( \wedge^k(f) \) with its matrix representation \( A \), constitute an isomorphism \( L(\wedge^k(\mathcal{V}), \wedge^k(\mathcal{W})) \to F(n)_p \times F(n)_p \).

3.3.1 Compound Matrices

The previous results clearly show how a decomposable multivector is related to the minors of a given matrix. For the case of 2-vectors, if \( \{ \mathbf{e}_i \otimes \mathbf{e}_j \}_{(i,j) \in \{1,2,\ldots,n\}, \ i \neq j} \) is a basis of \( \mathcal{V} \times \mathcal{V} \), \( \dim \mathcal{V} = n \), then

\[
x \wedge y = (x_i \mathbf{e}_i) \wedge (y_j \mathbf{e}_j) = (x_i \mathbf{e}_i) \otimes (y_j \mathbf{e}_j) - (y_j \mathbf{e}_j) \otimes (x_i \mathbf{e}_i)
\]
Thus a decomposable 2-vector may be derived by the 2-minors of a matrix. The results of the previous section may now be simplified by introducing some useful notation and definitions on the sequences of integers and on the submatrices of a given matrix to obtain decomposability for \( k \)-vectors in a simplified form as well.

**Definition 3.3.1. (Compound Matrix)**[Mar. & Min. 2] Let \( Q_{k,n} \) denote the set of strictly increasing sequences of \( k \) integers, \( 1 \leq k \leq n \), chosen from \( 1, 2, \ldots, n \), e.g., \( Q_{2,3} = \{(1, 2), (1, 3), (2, 3)\} \), where the number of sequences of \( Q_{k,n} \) is \( \binom{n}{k} \).

i) If \( a, b \in Q_{k,n} \), we say that \( a \) precedes \( b \) and we write \( a \prec b \), if there exists an integer \( t \in [1, k] \) such that \( a_1 = b_1, a_2 = b_2, a_{t-1} = b_{t-1}, a_t < b_t \), where \( a_i, b_i \) denote the elements of \( a, b \) respectively. This describes the lexicographic ordering of the elements of \( Q_{k,n} \) which will be designated as \( \omega := (i_1, \ldots, i_n) \) and if \( c_1, \ldots, c_n \) are elements of a field \( F \) then \( c_\omega := c_{i_1} c_{i_2} \cdots c_{i_n} \).

ii) The \( k \)-compound matrix of a matrix \( A \in F^{m \times n} \), \( 1 \leq k \leq \min \{m, n\} \) is a \( \binom{m}{k} \times \binom{n}{k} \) matrix whose entries are \( \det(A(\omega, \omega')) \), where \( A(\omega, \omega') \in F^{k \times k} \) denotes the sub-matrix of \( A \) which contains the rows \( \omega = (i_1, \ldots, i_k) \in Q_{k,m} \) and the columns \( \omega' = (j_1, \ldots, j_p) \in Q_{k,n} \) and it will be designated by \( C_k(A) \).

Clearly now, the special case \( k = \binom{n}{m} \) implies an \( \binom{n}{k} \)-dimensional column-vector \( C_k(A) \), which is decomposable. Hence, if \( A = (a_1, a_2, \ldots, a_k) \in F^{n \times k} \), \( 1 \leq k \leq n \) then

\[
C_k(A) = a_1 \wedge a_2 \wedge \cdots \wedge a_k
\]  

(3.23)

and the entries of \( C_k(A) \) are the Plücker coordinates.

**Example 3.3.1.** Let \( A = \begin{pmatrix} 1 & 2 & 3 & 4 \\ 4 & 3 & 2 & 1 \\ 1 & 3 & 2 & 4 \end{pmatrix} \in \mathbb{R}^{3 \times 4} \), \( m = 3 \), \( n = 4 \).

For \( k = 2 \), we have that \( Q_{2,3} = \{(1, 2), (1, 3), (2, 3)\} = \{\omega_1, \omega_2, \omega_3\} \).
\[ Q_{2,4} = \{(1, 2), (1, 3), (1, 4), (2, 3), (2, 4), (3, 4)\} := \{\omega'_1, \omega'_2, \omega'_3, \omega'_4, \omega'_5, \omega'_6\} \]

Then
\[
C_2(A) = \begin{pmatrix}
|A(\omega_1, \omega'_1)| & |A(\omega_1, \omega'_2)| & |A(\omega_1, \omega'_3)| & |A(\omega_1, \omega'_4)| & |A(\omega_1, \omega'_5)| & |A(\omega_1, \omega'_6)| \\
|A(\omega_2, \omega'_1)| & |A(\omega_2, \omega'_2)| & |A(\omega_2, \omega'_3)| & |A(\omega_2, \omega'_4)| & |A(\omega_2, \omega'_5)| & |A(\omega_2, \omega'_6)| \\
|A(\omega_3, \omega'_1)| & |A(\omega_3, \omega'_2)| & |A(\omega_3, \omega'_3)| & |A(\omega_3, \omega'_4)| & |A(\omega_3, \omega'_5)| & |A(\omega_3, \omega'_6)|
\end{pmatrix}
\]
\[
= \begin{pmatrix}
-5 & -10 & -15 & -5 & -10 & -5 \\
1 & -1 & 0 & -5 & -4 & 4 \\
9 & 6 & 15 & 0 & 9 & 6
\end{pmatrix}
\]

For the decomposability case, it is easy to verify in a similar way, that the matrix
\[ B = \begin{pmatrix}
1 & 2 \\
3 & 4 \\
5 & 6
\end{pmatrix} \]
corresponds to the decomposable vector \( C_2(B) = (-2, -4, -2)^t \).

The following fundamental theorem will be used in several important parts in the next chapters.

**Theorem 3.3.3.** (Binet-Cauchy) If \( A \in \mathbb{F}^{m \times n} \), \( B \in \mathbb{F}^{n \times k} \) and \( 1 \leq k \leq \min\{m, n, k\} \) then the following equality holds
\[
C_k(A \cdot B) = C_k(A) \cdot C_k(B) \tag{3.24}
\]
which expresses in a form of compound matrices the composition law of the exterior powers of linear maps when matrix representations are considered.

**Remark 3.3.3.** Other useful properties of the compound matrices which are used next are:

\( i \) \( (C_k(A))^t = C_k(A^t) \), where \( A^t \) is the transpose of \( A \).

\( ii \) \( C_k(\lambda A) = \lambda^k C_k(A) \), \( \lambda \in \mathbb{F} \).

\( iii \) \( C_k(I_n) = I_{(n^k)} \), where \( I_k \) is the \( k \times k \) identity matrix.

As we will see, the solution that best approximates the real solution of DAP, will be given as a decomposable multivector, say \( \underline{x} \). In order to find the matrix \( H \) in eqn.(2.24), we have to solve the equation \( C_p(H) = \underline{x} \), in terms of \( H \).
Proposition 3.3.1. [Hod. & Ped. 1] If $x = (\ldots, x_{a_1 \ldots a_m}, \ldots)' \in \mathbb{R}^n$ is a decomposable vector and $x_{a_1 \ldots a_m}$ a nonzero coordinate of $x$, where $1 \leq a_1 < \cdots < a_m \leq n$, then the entries $h_{ij}$ of $H$ that satisfy the equation $C_p(H) = x$ have the form

$$h_{ij} = x_{a_1 \ldots a_{i-1}ja_{i+1} \ldots a_m}, \quad i = 1, \ldots, m, \quad j = 1, \ldots, n$$

(3.25)

Example 3.3.2. Let $x = (x_{123}, x_{124}, x_{134}, x_{135}, x_{234}, x_{235}, x_{245}, x_{345}) \in \bigwedge^3(\mathbb{R}^5)$. Then

$$H = \begin{pmatrix}
  x_{123} & 0 & 0 \\
  0 & x_{123} & 0 \\
  x_{234} & -x_{134} & x_{124} \\
  0 & 0 & x_{123} \\
  x_{235} & -x_{135} & x_{125}
\end{pmatrix}$$

Remark 3.3.4. The form of $H$ in the previous example is not random; it can be proved, [Hod. & Ped. 1], that matrix $H$ can be written also as

$$H = (a_{12\ldots m}I_m, X')' \in \mathbb{R}^{m \times n}$$

(3.26)

with $x_{ij} = x_{a_1 \ldots a_{i-1}ja_{i+1} \ldots a_m}, \quad i = 1, \ldots, m, \quad j = m + 1, \ldots, n$.

3.4 The Grassmann variety

The fact that DAP, as introduced in equation (2.24), requires the poles of a polynomial $a(s)$, suggests that it should be examined in a space where one is interested for the poles of the polynomial and not the polynomial itself. In other words, we need a space where polynomials of the form $p(s) = s - s_1$ and $q(s) = as - as_1$ or the respective vectors of their coefficients, are considered equivalent due to the common root $s_1$. This implies the embedment of $\bigwedge^k(V)$ in a relevant projective space, where the set of the decomposable $k$-vectors is viewed as the set of equivalence classes representatives of the so called Grassmann variety. In this section we define the projective space and the Grassmann variety and we present their main properties following.

Definition 3.4.1. [Hod. & Ped. 1] Let the vector space $\mathcal{F}^{k+1}$ of $(k+1)$-tuples of the form $(x_1, x_2, \ldots, x_{k+1})$. Two multivectors $\underline{x}$, $\underline{y} \in \mathcal{F}^{k+1}$ will be called equivalent if

$$(\underline{x}, \underline{y}) \neq (0, 0) \text{ and } \underline{x} = c\underline{y}$$

for some $c \in \mathcal{F} \setminus \{0\}$.

This equivalence relation between the vectors can separate them into equivalence classes, where each class consists of all non-zero elements in a one-dimensional subspace of $\mathcal{F}^{k+1}$. This means that the equivalent classes are in one-to-one correspondence with the straight lines through the origin of $\mathcal{F}^{k+1}$.
Definition 3.4.2. [Hod. & Ped. 1] The set of all equivalence classes of non-zero vectors on $F^{k+1}$ is called the Projective space of dimension $k$ over $F$ and is denoted by $\mathbb{P}^k(F)$. Each equivalence class defines a point in the projective space whose coordinates are called homogeneous coordinates. Equivalently, $\mathbb{P}^k(F)$ is the set of all lines in $\mathbb{R}^{n+1}$ passing through the origin $0$. If $k = 1, 2$ we specifically refer to the projective line and the projective plane, respectively. The complex projective line is also called the Riemann sphere.

Remark 3.4.1. In Topology and Differential Geometry, one can see the projective space as the set of all antipodal points $(p, -p)$ of the unit sphere $x^2 + y^2 + z^2 = 1$ or the set of points in the unit sphere such that $p \equiv -p$ [Kob. & Mom. 1]. In other words, lines in the projective space always intersect. We will use this aspect of the projective space in the following chapters.

Next result, interprets the Plücker coordinates mentioned in Definition 3.3.1, as the homogeneous coordinates of a representative of the related equivalence class in the projective space $\mathbb{P}^k(F)$.

Lemma 3.4.1. [Hod. & Ped. 1] Let $f : V \to W$ a linear map, where $V$, $W$ are two finite dimensional vector spaces over a field $F$. Then any two sets of Plücker coordinates which correspond to two different bases of $V$, with respect to a fixed basis of $W$, differ by a non-zero scalar factor.

It is natural to investigate if the opposite direction of this statement also holds true, i.e., if a point - a representative of an equivalence class in the projective space - can be represented via Plücker coordinates. In other words, we want to see if the multi-vector $a$, which defines a representative in the projective space via its coordinates $a_\omega$, can be written as a decomposable vector $a_1 \wedge a_2 \wedge \cdots \wedge a_k$ or under which condition this is feasible. To answer that, we need the following results;

Definition 3.4.3. [Hod. & Ped. 1] Let $F$ be an algebraically closed field, i.e., $F$ contains a root for every non-constant polynomial in $F[x]$. Let also $A^n$ be an $n$-affine space over $F$, i.e., the space obtained by its associated vector space $V$ over $F$ without a preferred choice for the origin and $\mathbb{P}^n(F)$, $\dim \mathbb{P}^n(F) = n$, be a projective space over $F$.

i) If $f_i(x_1, x_2, \ldots, x_n), i = 1, 2, \ldots, r$ are (not necessarily homogeneous) polynomials over $F$, then the subset

$$\{(x_1, x_2, \ldots, x_n) \in A^n : f_i(x_1, x_2, \ldots, x_n) = 0, i = 1, 2, \ldots, r\}$$

of $A^n$ is called (affine) algebraic variety.

ii) If $f_i(x_1, x_2, \ldots, x_{n+1}), i = 1, 2, \ldots, r$ are homogeneous polynomials over $F$, then the subset

$$\{(x_1, x_2, \ldots, x_{n+1}) \in \mathbb{P}^n : f_i(x_1, x_2, \ldots, x_{n+1}) = 0, i = 1, 2, \ldots, r\}$$
of \( \mathbb{P}^n \) is called projective (algebraic) variety.

iii) The points of the projective space \( \mathbb{P}^n(\mathcal{F}) \) that satisfy the equations

\[
    f_i(x_1, x_2, \ldots, x_{n+1})g_j(x_1, x_2, \ldots, x_{n+1}) = 0, \quad i = 1, 2, \ldots, r_1, \quad j = 1, 2, \ldots, r_2
\]

(3.29)

define the projective variety \( \mathcal{V}_1 \cup \mathcal{V}_2 \), which is called the union of the projective varieties \( \mathcal{V}_1, \mathcal{V}_2 \), defined respectively by the polynomials \( f \) and \( g \).

iv) The subvariety of points common to two projective varieties \( \mathcal{V}_1, \mathcal{V}_2 \) is called the intersection of \( \mathcal{V}_1, \mathcal{V}_2 \) and is denoted by \( \mathcal{V}_1 \cap \mathcal{V}_2 \) and it is non-empty if \( \dim \mathcal{V}_1 + \dim \mathcal{V}_2 \geq n \).

v) If \( \mathcal{V} = \mathcal{V}_1 + \mathcal{V}_2 \), where \( \mathcal{V}_1, \mathcal{V}_2 \) are two projective varieties, then \( \mathcal{V} \) is called a reducible projective variety and its dimension \( d \) is given by

\[
    d = n - n_e
\]

(3.30)

where \( n_e \) is the minimal number of equations defining the variety \( \mathcal{V} \). Otherwise the variety is called irreducible.

Remark 3.4.2. It can be proved that an algebraic variety does not depend on the coordinate system chosen.

3.4.1 The Grassmannian and the Plücker Embedding

The map we mentioned at the beginning of this section that helps embed from the affine space to the projective space, is the so called Plücker embedding.

Definition 3.4.4. [Hod. & Ped. 1] Let \( \mathcal{V} \) be a vector space over a field \( \mathcal{F} \). The Grassmannian \( Gr(m, \mathcal{V}) \) is defined as the set of all \( m \)-dimensional subspaces of \( \mathcal{V} \).

The Grassmannian admits the structure of an analytic manifold, i.e., the Grassmann manifold. Now, if \( p \) is the map \( p : Gr(m, \mathcal{V}) \to \mathbb{P}^n(\mathcal{F}) \), then the Grassmann variety \( G_m(\mathcal{V}) \) is the image of the map \( p \) in the projective space \( \mathbb{P}^n(\mathcal{F}) \), i.e., \( G_m(\mathcal{V}) = p(Gr(m, \mathcal{V})) \).

Definition 3.4.5. The map \( p : Gr(m, \mathcal{V}) \to \mathbb{P}^n(\mathcal{F}) \) from the Grassmannian to the projective space \( \mathbb{P}^n(\mathcal{F}) \) is called the Plücker embedding.

Proposition 3.4.1. [Hod. & Ped. 1] Let the Plücker embedding \( p \). Then

i) \( p \) is unique up to scalar multiplication and thus well defined.

ii) \( p \) is injective.
Now the definition of the Grassmann variety readily follows.

**Definition 3.4.6.** [Hod. & Ped. 1] Let a vector space $\mathcal{V}$ with $\dim \mathcal{V} = n$ and $\mathcal{U}$ an $m$-dimensional subspace of $\mathcal{V}$ over a field $\mathcal{F}$.

i) The Grassmann variety, denoted as $G_m(\mathcal{V})$ or $G_{n,m}$ or $\Omega(n,m)$, is the irreducible algebraic variety which contains the decomposable vectors of the projective space $\mathbb{P}^{(n)-1}(\mathcal{F})$.

ii) A point in $G_m(\mathcal{V})$ will be called the Grassmann representative of the Grassmann variety.

We know give the definition of the Quadratic Plücker Relations (QPRs).

**Definition 3.4.7.** (QPRs)[Hod. & Ped. 1] For $1 \leq m \leq n$, $m$, $n \in \mathbb{N}$, let

- $\mathcal{G}_{m,n}$ be the set of $n^m$ elements of length $m$ in the form $a_i$ where
  \begin{equation}
  1 \leq a_i \leq n, \ i = 1, 2, ..., m.
  \end{equation}

- $\mathcal{D}_{m,n}$ the set whose elements are obtained by all possible permutations of the elements of $\mathcal{Q}_{m,n}$.

- $a(\hat{s}) : k$ denote a sequence in $\mathcal{G}_{m,n}$ such that the $a_s$ term is deleted and replaced by $k$, i.e.,
  \begin{equation}
  a(\hat{s}) : k = (a_1, ..., a_{s-1}, k, a_{s+1}, ..., a_m)
  \end{equation}

- $\mathcal{S}_n$ the set of all possible permutations of the elements of $\{1, 2, ..., n\}$. If $\varrho : \mathcal{G}_{m,n} \to \mathcal{F}$ is a map such that $\varrho(\gamma \sigma) = \text{sign} \sigma \cdot \varrho(\gamma)$, $\gamma \in \mathcal{G}_{m,n}$, $\sigma \in \mathcal{S}_m$, then for every $a \in \mathcal{D}_{m,n}$, $\delta \in \mathcal{D}_{m+1,n}$ the conditions
  \begin{equation}
  \sum_{j=1}^{m+1} (-1)^{j-1} \varrho \left( a(\hat{j}) : \delta(j) \right) \varrho \left( \delta(j) \right) = 0
  \end{equation}

are called Quadratic Plücker Relations (QPR) and $\varrho$ is said to satisfy the QPR.

Now, from the definition of a decomposable vector in the previous section, the following important theorem is established.

**Theorem 3.4.1.** [Hod. & Ped. 1] If $\mathcal{V}$ is a vector space over a field $\mathcal{F}$, then a multivector in $\bigwedge^m(\mathcal{V})$ is decomposable if and only if, its coordinates satisfy the QPR.

The previous theorem has given a number of significant results, regarding the algebraic and geometric structure of the Grassmann variety.

**Corollary 3.4.1.** [Got. 1],[Die. 1] Let $\mathcal{V}$ be an $n$ dimensional vector space over a field $\mathcal{F}$ and an $m$ dimensional subspace of $\mathcal{V}$, $m < n$. The dimension of the Grassmann variety $G_m(\mathcal{V})$ of the projective space $\mathbb{P}^{(n)-1}(\mathcal{F})$ is given by

\begin{equation}
\dim (G_m(\mathcal{V})) \begin{cases} 
m(n-m), & F \neq \mathbb{C} \\
2m(n-m), & F = \mathbb{C}
\end{cases}
\end{equation}
To end this section, we should mention that the derivation of the QPR that describe the Grassmann variety is a key problem in the field of Algebraic Geometry, due to the complex form of (3.32). In higher dimensions, this formula is difficult to be implemented, even numerically. Moreover, one comes across a second obstacle with respect to their analytical calculation; in the case where \( n = 5, m = 3 \) for example, the QPR are

\[
x_1x_6 - x_2x_5 + x_3x_4 = 0, \quad x_1x_9 - x_2x_8 + x_3x_6 = 0, \quad x_1x_{10} - x_4x_8 + x_5x_7 = 0, \quad (3.34)
\]

\[
x_2x_{10} - x_4x_9 + x_6x_7 = 0, \quad x_3x_{10} - x_5x_9 + x_6x_8 = 0 \quad (3.35)
\]

It can be proved that the above set of equations is not minimal, since equations (3.35) may be obtained by the set (3.34). The independent set of QPR which completely describes the Grassmann variety is referred to as the Reduced Quadratic Plücker Relations (RQPR) and it can be proved, [Gia. 1], that it is described by the non-trivial relations among the equations

\[
C_m(H) = (..., x_{a_1...a_m}, ...)^t x_{12...m}^{m-1} \quad (3.36)
\]

where \( \bar{x} = (..., x_{a_1...a_m}, ...) \in \mathbb{R}^{n \choose m} \) is a decomposable vector with its first coordinate \( x_{12...m} \neq 0 \) and \( H \) the matrix whose entries are given by eqn.(3.25).

### 3.4.2 The Grassmann Matrix

The Grassmann matrix was introduced in [Kar. & Gia. 6], [Gia. 1] as an alternative way to test the decomposability of a multivector due to the difficulty to calculate in practice equations (3.32). Here we present the main results for the Grassmann matrix in order to prove in the following chapters, that the singular values of the Grassmann matrix provide a direct solution for the approximate DAP.

**Definition 3.4.8.** [Kar. & Gia. 6], [Gia. 1] Let \( Q_{m,n} \) denote the set of strictly increasing sequences of \( m \) integers chosen from \( 1, ..., n \) and \( a(\hat{s}) \) denote the sequence \( a_1, a_2, ..., a_n \) where the \( a(s)- \) term is deleted, i.e. \( a(\hat{s}) = (a_1, 2, ..., a_{s-1}, a_{s+1}, ..., a_n) \). Let \( \gamma = (i_1, ..., i_{m+1}) \in Q_{m+1,n} \) where \( m, n \in \mathbb{N}, m < n \). We define the function \( \varphi \) as follows:

\[
\varphi(i, \gamma) = \begin{cases} 
0 & \text{if } i \notin \gamma \\
(-1)^{k-1} a_{\gamma(k)} & \text{if } i = i_k, \ k = 1, ..., m+1
\end{cases} \quad (3.37)
\]

where \( a_\omega, \ \omega \in Q_{m+1,n} \) are the coordinates of a vector in \( \Lambda^m(V) \) for an \( n \)-dimensional vector space \( V \).
Proposition 3.4.2. [Kar. & Gia. 6], [Gia. 1] Let \( \mathcal{V} \) be an \( n \)-dimensional vector space over a field \( \mathcal{F} \) and two non-zero vectors \( \underline{x} \in \mathcal{V}, \underline{a} \in \wedge^k(\mathcal{V}) \) such that
\[
\underline{x} = \sum_{i=1}^{n} \kappa_i \underline{e}_i, \quad \underline{a} = \sum_{1 \leq i_1 < i_2 < \cdots < i_k \leq n} a_{i_1i_2\cdots i_k} \underline{e}_{i_1} \wedge \underline{e}_{i_2} \wedge \cdots \wedge \underline{e}_{i_k}
\]
where \( \{\underline{e}_1, \ldots, \underline{e}_n\}, \{\underline{e}_{i_1} \wedge \underline{e}_{i_2} \wedge \cdots \wedge \underline{e}_{i_k}\} \), \( 1 \leq i_1 < i_2 < \cdots < i_k \leq n \) are the bases of \( \mathcal{V} \) and \( \wedge^k(\mathcal{V}) \), respectively. Then, necessary and sufficient conditions for \( \underline{x} \wedge \underline{a} = 0 \) is that
\[
\sum_{i=1}^{n} \varphi(i, \gamma) \kappa_i = 0, \quad \forall \gamma \in Q_{m+1,n}
\]
which can be expressed in matrix form as
\[
\begin{pmatrix}
\varphi_{\gamma_1}^1 & \varphi_{\gamma_1}^2 & \cdots & \varphi_{\gamma_1}^n \\
\varphi_{\gamma_2}^1 & \varphi_{\gamma_2}^2 & \cdots & \varphi_{\gamma_2}^n \\
\vdots & \vdots & \ddots & \vdots \\
\varphi_{\gamma_s}^1 & \varphi_{\gamma_s}^2 & \cdots & \varphi_{\gamma_s}^n
\end{pmatrix}
\begin{pmatrix}
\kappa_1 \\
\kappa_2 \\
\vdots \\
\kappa_n
\end{pmatrix} =
\begin{pmatrix}
0 \\
0 \\
\vdots \\
0
\end{pmatrix}
\]
where \( s = \binom{n}{m+1} \).

Definition 3.4.9. [Kar. & Gia. 6], [Gia. 1] The matrix
\[
\Phi_{\underline{a}} := \begin{pmatrix}
\varphi_{\gamma_1}^1 & \varphi_{\gamma_1}^2 & \cdots & \varphi_{\gamma_1}^n \\
\varphi_{\gamma_2}^1 & \varphi_{\gamma_2}^2 & \cdots & \varphi_{\gamma_2}^n \\
\vdots & \vdots & \ddots & \vdots \\
\varphi_{\gamma_s}^1 & \varphi_{\gamma_s}^2 & \cdots & \varphi_{\gamma_s}^n
\end{pmatrix}
\]
in equation (3.39) is called the Grassmann matrix of the multi-vector \( \underline{a} \).

Example 3.4.1. Let \( \underline{a} = (a_{12}, a_{13}, a_{14}, a_{15}, a_{23}, a_{24}, a_{34}) \in \wedge^2(\mathbb{R}^4) \). Then the Grassmann matrix of \( \underline{a} \) is
\[
\Phi_{\underline{a}} = \begin{pmatrix}
a_{23} & -a_{13} & a_{12} & 0 \\
a_{24} & -a_{14} & 0 & a_{12} \\
a_{34} & 0 & -a_{14} & a_{13} \\
0 & a_{34} & -a_{24} & a_{23}
\end{pmatrix}
\]

Next theorem displays the connection of the decomposability of a multivector and the Grassmann matrix.
Theorem 3.4.2. [Gia. 1] Let $\mathcal{V}$ an $n$-dimensional vector space over a field $\mathcal{F}$ and $\Phi_\alpha$ the Grassmann matrix of a non-zero multivector $\alpha \in \bigwedge^m(\mathcal{V})$. Then, the following are equivalent:

i) $\alpha$ is decomposable.

ii) $\dim N_r(\Phi_\alpha) = m$, where $N_r$ denotes the left null space of the Grassmann matrix.

iii) $\rank(\Phi_\alpha) = n - m$.

iv) $C_{n-m}(\Phi_\alpha) \neq 0$ and $C_{n-m+1}(\Phi_\alpha) = 0$

Remark 3.4.3. The above results prove that the Grassmann matrix is a very helpful tool for decomposability problems. Also, $\Phi_\alpha$ provides the means to reconstruct a subspace $\mathcal{U}$ of $\mathcal{V}$ which corresponds to the decomposable multivector $\alpha \in \bigwedge^m(\mathcal{V})$, by setting $\mathcal{U} = N_r(\Phi_\alpha)$. In the next chapters, we will present a new result for the Grassmann matrix, with regard to its Singular Value Decomposition.

3.5 The Grassmann Invariants of Rational Vector Spaces

The characterization of a rational vector space by a set of invariants has been initiated in [For. 1]. However, the defined set of dynamical indices did not form a complete set of invariants. Although the echelon type minimal basis characterizes completely a rational vector space, the need of an alternative complete characterization has emerged, due to the computational difficulties in finding the echelon type form and the large number of parameters involved in its description. In this section we present the main results for the alternative complete invariants of a rational vector space as introduced in [Kar. & Gia. 5], called Grassmann Invariants and we focus particularly on a specific invariant, the Plücker Matrix, which is important for DAPs formulation.

Definition 3.5.1. [Kar. & Gia. 5] Let $\mathcal{M}(s) = \{M(s) : M(s) \in \mathbb{R}^{p \times q}(s)\}$, with $\rank M(s) = q$, $q \leq p$. Two matrices $M(s)$, $N(s)$ will be called column equivalent and this shall be denoted by $M(s) \sim N(s)$ if there exists an invertible rational matrix $Q(s)$ in $\mathbb{R}^{p \times q}(s)$ such that

$$N(s) = M(s)Q(s) \quad (3.41)$$

Eqn.(3.41) defines an equivalent relationship $\sim$ on $\mathcal{M}(s)$. $\sim (M)$ will denote the equivalence class (orbit) of $M(s) \in \mathcal{M}(s)$ and $\mathcal{M}(s)|\sim$ will denote the set of equivalence classes (quotient orbit) under $\sim$. Clearly, $\mathcal{M}(s)|\sim$ partitions $\mathcal{M}(s)$.
and its orbit is a rational vector space \( \mathcal{V}_M = \text{colspan}(M(s)) \). Since \( \dim \mathcal{V}_M = q \) and \( \mathcal{V}_M \) is a subspace of \( \mathbb{R}^p(s) \), then \( M(s) \sim \text{Gr}(q, \mathbb{R}^p(s)) \).

**Definition 3.5.2.** [Kar. & Gia. 5] If \( \mathcal{V}_M \in \text{Gr}(q, \mathbb{R}^p(s)) \), then any non-zero decomposable multivector \( \underline{m}(s) = m_1(s) \wedge \cdots \wedge m_q(s) \), \( M(s) = (m_1(s), ..., m_q(s)) \) is called a rational Grassmann representative of \( \mathcal{V}_M \). Furthermore, \( \underline{m}(s) \) is called reduced if its components \( m_\omega(s), \omega = (i_1, ..., i_q) \) are coprime.

Therefore if \( \underline{m}(s) = (...) m_\omega(s), ...)^t \in \mathbb{R}^{\sigma + 1}, \sigma = \binom{p}{q} \), then

\[
\begin{pmatrix}
m_0 \\
m_1 \\
\vdots \\
m_\sigma
\end{pmatrix} =
\begin{pmatrix}
p_{00} & p_{10} & \cdots & p_{d0} \\
p_{01} & p_{11} & \cdots & p_{d1} \\
\vdots & \vdots & \ddots & \vdots \\
p_{0\sigma} & p_{1\sigma} & \cdots & p_{d\sigma}
\end{pmatrix}
\begin{pmatrix}
1 \\
s \\
\vdots \\
s^d
\end{pmatrix}
\tag{3.42}
\]

where \( d = \max\{m_i(s), i = 1, ..., \sigma\} \). The \((\sigma + 1) \times (d + 1)\) matrix in eqn. (3.42) is called the basis matrix of \( \underline{m}(s) \) and is denoted by \( P_d \).

**Definition 3.5.3.** Let \( n(s) = n_1(s) \wedge \cdots \wedge n_d(s) \) a reduced Grassmann representative of \( \mathcal{V}_M \) with \( \underline{n}(s) = P_d \underline{e}_\delta(s) := (p_0, ..., p_\delta)(1, s, ..., s^d)^t \). Then the polynomial multivector

\[
g(\mathcal{V}_M) := \frac{n(s) \text{sign}(p_\delta)}{||p_\delta||}
\tag{3.43}
\]

where \( p_\delta \) is the first nonzero component of \( \underline{p}_\delta \), is defined as the canonical polynomial Grassmann representative of \( \mathcal{V}_M \).

The multivector \( g(\mathcal{V}_M) \) of \( \mathcal{V}_M \) is a decomposable vector of \( \mathbb{R}^\sigma \). If \( \text{deg}(g(\mathcal{V}_M)) = \delta \), where \( \delta \) is Forney’s dynamical order of \( \mathcal{V}_M \), [For. 1], i.e., the sum of the invariant dynamical indices \( \text{deg}_m(s) \) of \( \mathcal{V}_M \), then

\[
g(\mathcal{V}_M) = P_\delta \underline{e}_\delta(s), \ \underline{e}_\delta(s) = (1, s, ..., s^\delta)^t
\tag{3.44}
\]

The \( \binom{p}{q} \times (\delta + 1) \) matrix \( P_\delta \) is referred to as the Plücker matrix of \( \mathcal{V}_M \).

**Remark 3.5.1.** The Plücker matrix is in other words the matrix whose \( i \)-th row is formed by the coefficients of the polynomials in the \( i \)-th coordinate of \( \underline{m}(s) \). Moreover, \( P_\delta \) provides alternative decomposability criteria for \( k \)-vectors; if a polynomial multivector \( \underline{p}(s) = P_\delta \underline{e}_\delta(s) := (p_0, ..., p_\delta)(1, s, ..., s^\delta)^t \) is decomposable, then it can be proved, [Kar. & Gia. 5], that \( \underline{p}_0, \underline{p}_\delta \) are also decomposable.

The following theorem is the main result of this section.

**Theorem 3.5.1.** [Kar. & Gia. 5] The Plücker matrix \( P_\delta \) is a complete invariant for \( \mathcal{V}_M \).
Remark 3.5.2. The Plücker matrix obtains different forms, according to the assignment problem which is under investigation. If for example the pole-assignment by state feedback is studied and we set $b^l(s) = C_n(sI_n - A, B)$, then

$$b^l(s) = cz_B(s)P(A, B)e_{n_1}(s), \quad c \in \mathbb{R}^*$$

(3.45)

where $z_B(s)$ corresponds to the uncontrollable eigenvalues of the system or

$$b(s) = cP(A, B)e_n(s)$$

(3.46)

if the system is controllable. The matrix $P(A, B)$ is called the controllability Plücker matrix of the system. Other forms of the Plücker matrix may be found in [Gia. 1] for the rest of the frequency assignment problems we discussed in section 2.5.

3.6 Conclusions

This chapter has given an overall account of the principal definitions and methods used in tensor spaces and algebraic varieties in a space of $n$ dimensions. The theory of algebraic varieties was mainly presented via a theory of varieties in a projective space, whereas a special effort was made to “build up” tensors step-by-step from the components of vectors in an $n$-dimensional space, in order to illustrate these advanced concepts as simple and complete as possible. Furthermore, we concentrated our study, in a certain variety of the projective space, the Grassmann variety and we highlighted its connection with special matrices such as the Grassmann matrix and the Plücker matrices. These mathematical tools will be implemented in the next chapters, not only for the interpretation of DAP in exterior algebra-algebraic geometry terms, but they will also help us solve the “approximate” DAP when the original problem cannot be solved. In lower dimensions, i.e., 2-vectors, the respective second order tensors are viewed as matrices and DAP and the approximate DAP will be studied via antisymmetric matrices. For $k$-vectors when $k \geq 3$, we will work via $k$-order skew-symmetric tensors.
Chapter 4

Methods for Pole Assignment Problems and DAP

4.1 Introduction

Before introducing the approximate DAP methodology, we will briefly present in this chapter some of the most well known techniques that have been used in the past to deal with pole assignment problems as well as the Determinantal Assignment Problem (DAP). From the definition of such problems it is evident that in order to calculate the entries of the desired matrix, one has to expand the determinant of a polynomial matrix and solve afterwards a system of polynomial equations. Thus the area of these problems involves in a natural way the theory of Gröbner basis, [Kar. etc. 14], which is amongst the most usually used methods for the solution of systems of polynomial equations.

Moreover, in [Mit., etc. 1], [Mit., etc. 2] a computational framework and several numerical aspects have been presented especially for the DAP case with the use of MATLAB. The work involved the development of an algorithm for the computation of the Grassmann product (exterior product), the specification of a numerical method for the evaluation of the Plücker matrices and an algorithm for the derivation of the numerical solutions of DAP.

DAP includes the case of pole assignment via output feedback which has been also examined in various ways. In general, the problem has been studied mostly under two different perspectives, via algebraic and geometric techniques. The first category includes all methods within the bounds of linear systems theory and most of them are algorithmic, thus very convenient for design purposes. The characteristic of these techniques is that they do not use all possible degrees of freedom of the matrix that is to be calculated ($H$ in the DAP case) but rely on special forms which simplify the problem. In general, they are based on the so
called **rank-1 design** and the **full-rank design** for \( H \). The former looks for two vectors \( k_1, k_2 \) such that matrix \( K = k_1 \times k_2 \), where \( H = (I_n, K) \) and algorithms following this procedure can be found in [Bra. & Pear. 1] and [Chen. 1]. Although these algorithms have considerable simplicity, the resulting closed loop systems have poor disturbance rejection properties compared with their full-rank counterparts. Furthermore, although the rank-1 method has been successfully used in the state feedback problem, its use in the output feedback further reduces the degrees of freedom which are needed for the solvability of the problem, [Kim. 3].

The full-rank designs are more complex and their main objective is to construct a full rank matrix \( K \). The main disadvantage is that most of these algorithms are for **partial** pole placement, i.e., pole assignment under restrictions between the inputs and the outputs - following the generic approaches we mentioned in Section 2.5 -as well as the number of poles that can be assigned. Several other methods for generic and non-generic results on the full-rank algorithms may be found in [Mun. 1].

On the other hand, **geometric techniques** deal not only with the construction of numerical solutions like the algebraic methods do, but also with the understanding of the nature of these problems, focusing on the pole placement via output feedback problem. The term "geometric" is used due to the study of these problems via several relations in the form of maps or intersections of auxiliary geometrical objects, such as linear spaces, algebraic varieties and manifolds. The main geometric approaches can be listed as follows.

i) **Infinitesimal Techniques**, where the output feedback problem is mostly examined via the polynomial map \( \phi : F^\mu \to F^d \), where \( F = \mathbb{R} \) or \( \mathbb{C} \), \( \mu \) are the degrees of freedom of \( H \) and \( \phi \) maps \( H \) to the coefficient vector of the polynomial \( a(s) \) in eqn.(2.24). This map was first defined and examined in [Her. & Mar. 1] and [Wil. & Hes. 1] for the output feedback problem where the solvability of the problem was reduced to test if \( \phi \) is onto. If \( \mu = km \) and \( d = n \), where \( k, m \) is the number of inputs and outputs respectively and \( n \) the degree of \( a(s) \), then \( \phi \) maps every \( K \in \mathbb{R}^{k \times m} \) such that \( H = (I_n, K) \) to \((\lambda_n, \ldots, \lambda_1)\), \( a(s) = s^n + \lambda_n s^{n-1} + \cdots + \lambda_1 \). A number of properties of the complex and real pole placement map which relate to the dimensions of their images and known system invariants have been also derived in [Lev. & Kar. 7]. The authors have shown that the two dimensions are equal and that their computation is equivalent to determining the rank of the corresponding differential. They have also used a new expression for the differential of \( \phi \) allowing in this way the derivation of new conditions for pole assignability, based on the relationships between the rank of the Plücker matrix and the rank of the differential of the pole placement map.
ii) **Schubert Calculus Techniques**, where the pole placement problem via output feedback is considered as a problem of intersection of hyper-surfaces on a Grassmannian. More analytically, if \( \mathcal{H} = \{ \text{rowspan}(H) : H \in \mathcal{H} \} \) (actually, the poles of \( \det(H \cdot M(s)) \) depend only upon the rowspan\((H)\)), then \( \mathcal{H} \) is a subset of the Grassmann manifold \( G_q(C^{p+q}) \) which contains the \( q \)-dimensional subspaces of \( C^{p+q} \). If \( s_i, i = 1, \ldots, d \) are the complex conjugate roots of \( a(s) \), then we require to find \( H \) such that \( \det(H \cdot M(s_i)) = 0 \). If \( S_i \) contain the \( q \) dimensional subspaces \( V \) of \( C^{p+q} \) with \( \dim(V \cap \text{LKer}(M(s_i))) \geq 1 \), then the pole placement problem via output feedback can be viewed as the intersection

\[
\mathcal{H}_C(a(s)) = \bigcap_{i=1}^{d} S_i \cap \mathcal{H}
\]

If \( d = \dim\mathcal{H} \) then \( \mathcal{H}_C(a(s)) \) contains finite number of points which may be calculated using Schubert enumerative calculus, [Kl. & Lak. 1]. If this number is odd then a real solution exists, [Bro. & Byr. 2]. The more general case where \( d \) is arbitrary was examined in [Gia. & Kar. 3] whereas in [Sot. 1], enumerative geometry techniques were applied for the real Grassmann variety as well.

iii) **Topological Intersection Techniques**, where the generic solvability of several pole placement problems, mostly via output feedback, is examined, especially when we are interested in real solutions [Ful. 1].

iv) **Combinatorial Geometric Techniques**, where the solvability of the pole assignment problems is equivalent to finding a \( q \) dimensional linear subspace of \( \mathbb{R}^{p+q} \) such that it intersects all the \( p \)-dimensional subspaces \( \text{LKer}(M(s_i)) \). A straight forward solution for this problem, which contains a combination of the geometry of linear subspaces and combinatorics involving dimension counting of certain subspaces, may be found in [Ro. 2]. This method was first proposed in [Kim. 1] for the output feedback pole placement problem.

v) **Projective Techniques**, where classical algebraic geometry results are applied for DAP in a projective space - rather than the affine space as in the above cases - to determine the existence of solutions. The approach - introduced in [Kar. & Gia. 5]- relies on exterior algebra to construct the embedding map, called *Plücker embedding* where DAP is reduced to a problem of determining common solutions of a set of linear and quadratic equations which are defined in an appropriate projective space. One major advantage of this framework is that introduces new sets of invariants which may be used to characterize solvability conditions, as well as the derivation of approximate solutions of the initial intersection problem.
Note that for a $k$-input, $m$-output and $n$-state generic, strictly proper system, this procedure has not only implied the sufficient assignability condition $mk > n$, [Lev. 1], [Lev. & Kar. 3], we mentioned in Chapter 2, but also the condition $n_1(m + k) + mk > n + n_1$ for the generic pole placement problem via dynamic controllers of degree $n_1$, [Lev. & Kar. 3]-[Lev. & Kar. 6]. Furthermore, in [Lev. & Kar. 2] the authors have used Schubert Calculus and cohomology techniques for the Grassmannians (height of the first Whitney class of a Grassmanian, [Kl. & Lak. 1]) to derive a sufficient condition for generic pole assignment by real constant output feedback. Their results had the advantage that the new condition was testable for more cases, since it covered all poles and not only real poles, as in [Byr. 1], [Byr. 3] and the so-called LScat test.

In this chapter we briefly discuss the previous methodologies for the solution of several determinantal assignment problems and how the “approximate” DAP is derived, via the use of projective methodology tools. In particular, in Section 4.2 we refer to the Gröbner Basis Method as an immediate tool for straight-forward calculations where we also we give an example that clarifies the advantages and the disadvantages of this method.

From the algebraic-techniques group that deals with numerical solutions, we select the algorithm presented in [Mit., etc. 1] for DAP and the full-rank algorithm in [Pa. 1] for pole assignment via output feedback since this procedure has no extra solvability-assignability conditions except from the existence of the controller. We present this approach in Sections 4.3.1 and 4.3.2. The geometric methods are presented in Section 4.4. Specifically, in Section 4.4.1 we explain how a specific DAP is formed into a Schubert calculus problem.

In Section 4.4.2 we present the algorithm appeared in [Lev. 1], [Lev. & Kar. 3] which belongs in the so called infinitesimal techniques and considers special sequences of feedback compensators which converge to a so called degenerate compensator. Finally in 4.4.3, we investigate how DAP is transformed via projective methodologies as this was considered in [Kar. & Gia. 5], where we also introduce the Approximate Determinantal Assignment Problem.

### 4.2 Direct Calculations on DAP: The Gröbner Basis Method

The Gröbner basis is a very helpful method for obtaining direct solutions on determinantal problems, when the implied system of polynomial equations is relatively easy. In this section, we briefly present the basic notions of the Gröbner basis in order to solve a DAP example via this method and examine the
difficulties in higher dimensions.

Definition 4.2.1. [Ad. & Lou.1] Let a polynomial ring $F[x_1, \ldots, x_n]$, $n \in \mathbb{N}$, over a field $F$ and $\mathcal{I}$ an ideal of the ring.

i) A product of the form $x_1^{a_1} \cdot x_n^{a_n}$, $a_i \in \mathbb{N}$, $1 \leq i \leq n$ is called power product. The term-degree of a polynomial $p(x_1, \ldots, x_n) \in F[x_1, \ldots, x_n]$ is the sum of the exponents of the term’s power product. The leading term of $p(x_1, \ldots, x_n)$, denoted as $LT(p)$ is the term with the greatest term-degree and the leading coefficient is the coefficient of the leading term. The power product of the leading term is called leading power product and is denoted by $LP(p)$.

ii) The degree of a polynomial $p(x_1, \ldots, x_n) \in F[x_1, \ldots, x_n]$ is the greatest term-degree of $p(x_1, \ldots, x_n)$.

The Gröbner basis method is considered the generalization of the Gaussian elimination for linear systems (or the Simplex method for linear programming) where instead of solving the initial polynomial system, one solves a much easier one. Thus, since the Gauss elimination is actually the Euclidean division algorithm, we will need to introduce a division algorithm for multi-variable polynomials as well. In the linear case, the ordering of the terms of polynomials was trivial, i.e., $x^n > x^{n-1} > \cdots > 1$. For multivariate polynomials two orderings are mostly used: the degree lexicographic order or deglex and the degree reverse lexicographic or degrevlex. Here, we will use the latter, since it is faster in algorithmic computations. Details with regard to the former ordering can be found in [Ad. & Lou.1] and [Bas., etc. 1].

Definition 4.2.2. (Degree Reverse Lexicographic Ordering) [Ad. & Lou.1]. Let the lex ordering $x_1 > x_2 > x_3$ and $x^a := x_1^{a_1} x_2^{a_2} x_3^{a_3}$. We write $x^a < x^b$ if one of the following conditions hold.

i) $a_1 + a_2 + a_3 < b_1 + b_2 + b_3$.

ii) $a_1 + a_2 + a_3 = b_1 + b_2 + b_3$ and the first coordinates $a_i$, $b_i$ from the right which are different, satisfy the inequality $a_i > b_i$.

Example 4.2.1. If $f(x_1, x_2, x_3) = -4x_1^4 x_3 + x_1^3 x_2^3 + 6x_1^2 x_2^2 x_3 - x_1 x_2^2 x_3^2 + 11$ then, the degrevlex term order is

$$x_1^3 x_2^4 > x_1 x_2^3 x_3 > x_1^4 x_3 > x_1^2 x_2^2 x_3 > 11$$

(4.1)

Theorem 4.2.1. (Division Algorithm in $F[x_1, \ldots, x_n]$) [Ad. & Lou.1]. Let $P_1, \ldots, s := (p_1, \ldots, p_s)$ be an ordered $s$-tuple of polynomials in $F[x_1, \ldots, x_n]$. Then every $p(x_1, \ldots, x_n)$ can be written as

$$p(x_1, \ldots, x_n) = q_1(x_1, \ldots, x_n)p_1(x_1, \ldots, x_n) + \cdots + q_s(x_1, \ldots, x_n)p_s(x_1, \ldots, x_n) + r(x_1, \ldots, x_n)$$

(4.2)
where \( q_i(x_1, ..., x_n), r(x_1, ..., x_n) \in F[x_1, ..., x_n] \) and either \( r(x_1, ..., x_n) \) is the zero polynomial or a linear combination with coefficients in \( F \), of monomials, none of which is divisible by any of \( \text{LT}(p_1), ..., \text{LT}(p_s) \). We say that \( r(x_1, ..., x_n) \) is a remainder of \( p(x_1, ..., x_n) \) on division by \( P_1, ..., s \).

**Definition 4.2.3.** [Ad. & Lou.1] A finite subset \( \{g_1, ..., g_s\} \) of an ideal \( I \subset F[x_1, ..., x_n] \) is called a Gröbner basis or standard basis if

\[
\text{sp}\{\text{LT}(g_1), ..., \text{LT}(g_s)\} = \text{sp}\{\text{LT}(I)\}
\]  

We are now ready to implement the above results to the solution of a Determinantal Assignment Problem.

**Example 4.2.2.** We want to calculate a matrix

\[
H = \begin{pmatrix}
  h_{11} & h_{12} & h_{13} \\
  h_{21} & h_{22} & h_{23}
\end{pmatrix}
\]

such that \( \det (H \cdot M(s)) = a(s) \) holds. For

\[
M(s) = \begin{pmatrix}
  s & 0 \\
  1 & 0 \\
  0 & 1
\end{pmatrix}
\]

we obtain

\[
\det (H \cdot M(s)) = -h_{13}h_{22} + h_{12}h_{23} + (-h_{13}h_{21} + h_{11}h_{23})s
\]

If \( a(s) = 1 + 2s \), then the ideal

\[
\mathcal{J} = \text{sp}\{-h_{13}h_{22} - 1, h_{12}h_{23} - h_{13}h_{21} + h_{11}h_{23} - 2\} \subset \mathbb{R}[h_{11}, ..., h_{23}]
\]

is defined. The Gröbner basis of \( \mathcal{J} \) (with respect to the degrevlex term order) is the set

\[
\{-1 - h_{13}h_{22} + h_{12}h_{23}, -2 - h_{13}h_{21} + h_{11}h_{23}, h_{11} - 2h_{12} - h_{12}h_{13}h_{21} + h_{11}h_{13}h_{22}\}
\]

The solution of this system implies

\[
h_{11} = 0, \quad h_{21} = -\frac{2}{h_{13}}, \quad h_{23} = -\frac{1 + h_{13}h_{22}}{h_{12}}
\]

Thus, DAP in this case has more than one solution for \( h_{12}, h_{13} \neq 0 \).

From this example it is clear that, when DAP is solvable, the solution of the implied polynomial system is not straight-forward, since the new system obtained by the Gröbner basis may be even more difficult to solve, than the initial system, especially in higher matrix dimensions. Generally, the method of the Gröbner basis may be used efficiently in lower dimensions pole placement problems, for computational reasons, or when a specific structure for \( M(s) \) is known, like in the previous example or when \( M(s) \) is sparse. Note that, the Gröbner basis theory has been also used in many other control problems, as in [Lin. 1] and [Kar. etc. 14].
4.3 Algebraic Techniques

Most algebraic techniques involve algorithms that have been designed for the construction of the numerical solution of determinantal assignment-type problems either concern low-dimensions (low-dimensional Grassmann varieties) since the complexity of these problems increases rapidly due to the increasing number of the quadratic Plücker relations, [Hod. & Ped. 1] in higher dimensions or they are constructed for special pole placement problems, such as the output feedback. Here we examine an algorithm designed for the numerical solutions of DAP, [Mit., etc. 1] and an unconstrained iterative full-rank algorithm for the numerical solutions of a pole placement via output feedback problem.

4.3.1 Numerical Solutions of DAP

As will see more analytically in the Projective techniques section, DAP can be reduced in a linear subproblem of the form $h \cdot P = a$, where $P \in \mathbb{R}^{(\delta)} \times (\delta + 1)$ is the Plücker matrix of the vector space col-span $\{M(s)\}$ with $\delta$ being the order of $M(s)$ and a multilinear subproblem, where if the linear subproblem is solvable and $K \subseteq \mathbb{P}^{(\delta)-1}(\mathbb{R})$ is the respective family of the solution vectors $h$, then one has to find whether there exists $h \in K$ such that $h$ is decomposable. If such vector exists, then a matrix $H \in \mathbb{R}^{q \times p}$ such that $C_q(H) = ch$, $c \in \mathbb{R}^*$ has to be determined, [Gia. 1], [Kar. & Gia. 5]. Then in order to calculate a numerical solution for DAP, the authors in [Mit., etc. 1] defined the optimization problem

$$\min \|h \cdot P - a\|^2 \text{ s.t. } f_i(h) := h^t Q_i h = 0 \quad (4.4)$$

where $h \in \mathbb{R}^{(\delta)}$ is a vector whose coordinates satisfy the (reduced) QPR set and $Q_i \in \mathbb{R}^{(\delta) \times (\delta)}$ are appropriate matrices. The numerical solution $H \in \mathbb{R}^{q \times p}$ will then be derived by the solution of $C_q(H) = ch$, $c \in \mathbb{R}^*$. As explained in [Mit., etc. 1], if $a, p, q, \delta, P$ are such that DAP is solvable, then the above constrained optimization problem is solvable and so an exact solution may be found. In fact, if $q(p - q) \geq \delta + 1$, rank$P = \delta + 1$ then (4.4) has a constrained global minimum equal to zero. If $q(p - q) \geq \delta + 1$ then DAP is not solvable, but one can derive a solution of (4.4) in the form $\min \|h \cdot P - a\|^2 = \varepsilon > 0$ where $h \cdot P = a + \varepsilon$, $h^t Q_i h = 0$, for $\varepsilon \in \mathbb{R}^{\delta + 1}$. Other conditions about the solvability and the nature of solutions of (4.4) are given in [Mit., etc. 1], [Mit., etc. 2].

Example 4.3.1. Let

$$G(s) = \begin{pmatrix} s + 1 & s(s + 1) \\ s^3 + s^2 - 1 & s^3 + s^2 - 1 \\ s(s + 1) & -2 \\ s^3 + s^2 - 1 & s^3 + s^2 - 1 \end{pmatrix}$$
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Since \( m = 2, \ k = 2, \ n = 3 \) then \( mk = 4 > 3 = n \) and generic pole assignability may be achieved. A right coprime MFD of \( G(s) \) will give

\[
G(s) = \begin{pmatrix}
0 & -(s + 1) \\
-1 & 0 \\
\end{pmatrix}
\begin{pmatrix}
-s & 1 \\
1 & -s(s + 1) \\
\end{pmatrix}^{-1}
\]

Hence

\[
C_2 \begin{bmatrix}
D(s) \\
N(s)
\end{bmatrix} = C_2 \begin{bmatrix}
-s & 1 \\
1 & -s(s + 1) \\
0 & -s + 1 \\
-1 & 0
\end{bmatrix} = \begin{bmatrix}
s^3 + s^2 - 1 \\
-1 & 0 \\
-1 & 0 \\
-1 & -1
\end{bmatrix}
\]

\[
= \begin{bmatrix}
-1 & 0 & 1 & 1 \\
0 & 1 & 1 & 0 \\
1 & 0 & 0 & 0 \\
1 & -1 & 0 & 0 \\
0 & -1 & -1 & 0 \\
-1 & -1 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
s^3 + s^2 - 1 \\
s + 1 \\
1 \\
s^2 \\
s^3
\end{bmatrix}
\]

and

\[
P = \begin{bmatrix}
-1 & 0 & 1 & 1 \\
0 & 1 & 1 & 0 \\
1 & 0 & 0 & 0 \\
1 & -1 & 0 & 0 \\
0 & -1 & -1 & 0 \\
-1 & -1 & 0 & 0
\end{bmatrix}
\]

is the corresponding Plücker matrix. Let now \( \{-1, -1 + i, -1 + i\} \) be a set of frequencies which have to be assigned as the closed loop poles of the system. Hence, \( a(s) = s^3 + 3s^2 + 4s + 2 \) and \( a = (2, 4, 3, 1)^t \). For these dimensions the corresponding QPR is \( h_1h_6 - h_2h_5 + h_3h_4 = 0 \) and the optimization problem (4.4) yields a solution \( \hat{h} = (1, 0.999, -1000, -0.999, 998.001) \). Hence \( \hat{\varepsilon} = \hat{h} \cdot P - a = (-0.002, -0.002, -0.001, 0)^t \) and \( (a^t + \hat{\varepsilon}^t)(1, s, s^2, s^3)^t = s^3 + 2.999s^2 + 3.998s + 1.998 \) which is very close to the desired polynomial \( a(s) \).

Note that the optimization problem (4.4) was solved easily in the previous example due to the one QPR that describes the decomposability of the problem. In the next chapters we will present a different approach that could work not only for higher dimensions, but also it will help us derive a solution in closed-form formula for any \( h = (h_1, h_2, ...), \ h_i \in \mathbb{R} \), without any generic solvability conditions.
4.3.2 An Unconstrained Iterative Full-Rank Algorithm

In this section we present a different numerical approach, presented in [Pa. 1], about an iterative algorithm used for the pole assignment via output feedback problem which is based on least-squares methodologies.

Let the strictly proper dynamical system

\[
S(A, B, C) : \begin{cases} 
\dot{x}(t) = Ax(t) + Bu(t), & A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times k} \\
y(t) = Cx(t), & C \in \mathbb{R}^{m \times n}
\end{cases}
\]  

(4.5)

where \( \text{rank} \, C = k \leq n \). From the Polynomial Matrix Fraction Description of the (open-loop) transfer function \( G(s) \) we have that \( G(s) = \frac{N(s)}{\Delta(s)} \) where \( N(s) := C \cdot \text{adj}(sI_n - A)B \) and \( \Delta(s) := \det(sI_n - A) \). From the definition of the pole placement via output feedback in section 2.4 we have that the left-hand side of DAP is written as

\[
\det(H \cdot M(s)) = \det \left((I_n, K) \cdot (\Delta(s), N(s))^t\right) = \det(sI_n - A + BK'C)
\]

The placement of the controller \( H = (I, K) \) to the system, implies the (closed-loop) transfer function \( \overline{G}(s) = \overline{N}(s)/\overline{\Delta}(s) \), for \( \overline{N}(s) := C \cdot \text{adj}(sI_n - A + BK'C)B \) and \( \overline{\Delta}(s) := \det(sI_n - A + BK'C) \). Then

\[
BK'C = \sum_{i=1}^{k} b_iK_iC
\]

(4.6)

where \( b_i, K_i \) are the \( i \) column of \( B \) and the \( i \) row of \( K \) written in column and row forms respectively. Thus, the characteristic polynomial of \( \overline{G}(s) \) is

\[
\overline{F}(s) = \det \left(sI_n - A + \sum_{i=1}^{k} b_iK_iC\right)
\]

(4.7)

Using the matrix identity [Sand. 1]

\[
v_1 \text{adj}(M)v_1 = \det(M + v_2v_1) - \det(M)
\]

(4.8)

where \( M \in \mathbb{R}^{n \times n} \) and \( v_1, v_2 \in \mathbb{R}^n \), (4.7) is written as

\[
\overline{F}(s) = K_1 \text{adj} \left(sI_n - A + \sum_{i=2}^{k} b_iK_iC\right) b_1 + \det(sI_n - A + \sum_{i=2}^{k} b_iK_iC)
\]

(4.9)

Repeating once more we have

\[
\overline{F}(s) = K_1 \text{adj} \left(sI_n - A + \sum_{i=2}^{k} b_iK_iC\right) b_1 + K_2 \text{adj} \left(sI_n - A + \sum_{i=3}^{k} b_iK_iC\right) b_2 + \ldots
\]
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\[ + \det(sI_n - A + \sum_{i=3}^{k} b_i \kappa_i C) \]

By repeated application of the result of (4.8) to \( F(s) \) we obtain

\[ F(s) = \sum_{i=1}^{k} \kappa_i L_i(s) b_i + \det(sI_n - A) \]  

(4.10)

where \( L_i(s) = \text{Cadj} \left( sI_n - A + \sum_{i=j+1}^{k} b_i \kappa_j C \right) \), \( j = 1, \ldots, k - 1 \) and \( L_m(s) = \det(sI_n - A) \). Hence,

\[ F(s) = F(s) + \sum_{i=1}^{k} \kappa_i L_i(s) b_i \]  

(4.11)

It should be noted that in (4.11), only the second term on the righthand side contains the vector \( \kappa_1 \). By interchanging rows of \( K \) and the corresponding columns of \( B \), we can obtain expressions similar to (4.11) so that a particular row of \( K \) appears in only one term. We can therefore use such equations to obtain expressions in closed form for the effect of a change \( \Delta \kappa_i \) in the \( \kappa_i \) row of \( K \), on the closed-loop characteristic polynomial \( F(s) \). For example, for a change \( \Delta \kappa_1 \) in \( \kappa_1 \), (4.11) becomes

\[ F(s) + \Delta F^1(s) = F(s) + (\kappa_1 + \Delta \kappa_1) L_1(s) b_1 + \sum_{i=2}^{k} \kappa_i L_i(s) b_i \]  

(4.12)

From (4.11) and (4.12) we have that \( \Delta F^1(s) = \Delta \kappa_1 L_1(s) b_1 \) and for a random \( i \)-row change we have

\[ \Delta F^i(s) = \Delta \kappa_i L_i(s) b_i \]  

(4.13)

where

\[ L_i(s) = \text{Cadj} \left( sI_n - A + \sum_{j=1}^{i-1} b_j \kappa_j C + \sum_{j=i+1}^{k} b_j \kappa_j C \right) \]  

(4.14)

is a \( k \times n \) polynomial matrix which is a function of all the rows of \( K \), except the \( k_i \) row. By equating coefficients of like powers of \( s \) on both sides, equation (4.13) is written as

\[ J^i \Delta \kappa_i^t = \delta^i \]  

(4.15)

where \( J^i \in \mathbb{R}^{n \times m} \) is the matrix of coefficients obtained from the \( m \)-column polynomial vector \( L_i^j(s) b_i \) and \( \delta^i \in \mathbb{R}^n \) is the vector of coefficients of \( \Delta F^i(s) \), excluding the coefficient of \( s^n \). The least-squares solution of (4.15) in terms of \( \kappa_i^t \) is

\[ \hat{\kappa}_i^t = (J^i)^+ \delta^i \]  

(4.16)
where \((J^i)^+\) is the Moore-Penrose matrix of \(J^i\). Hence,
\[
\Delta F^{i+1}(s) = \Delta F^i(s) - \Delta \hat{\kappa}_i(s) b_i \Rightarrow \delta^{i+1} = \delta^i - J^i \Delta \hat{\kappa}_i
\]
Thus the algorithm follows the next steps, [Pa. 1]:

i) Let \(K := 0, \Delta F(s) = F(s) - F(s)\).

ii) At the \(i\)-th step calculate \(L_1^i(s)\) by equation (4.14).

iii) Calculate \(\Delta \hat{\kappa}^{i+1}\) and update the \((i + 1)\)-row of \(K\). Keep updating until all rows of \(K\) have been updated. Let \(K_F\) the final approximation of \(K\).

iv) Set \(K_0 = K_F\) and repeat until \(||\delta||\) is sufficiently small.

v) Return \(K_F\).

Example 4.3.2. [Pa. 1] Let the transfer function matrix
\[
G(s) = \begin{pmatrix}
\frac{4 - s + s^2}{8 + 5s - 2s^2 + s^3} & -\frac{2}{8 - 3s + s^2} \\
\frac{2(-2 + s)}{8 + 5s - 2s^2 + s^3} & -\frac{2}{8 - 3s + s^2}
\end{pmatrix}
\]
A matrix fraction description of \(G(s)\) in the form \(G(s) = N(s)D^{-1}(s)\) is given by
\[
G(s) = \begin{pmatrix}
4 - s + s^2 & -2 \\
2(-2 + s) & -2
\end{pmatrix}
\begin{pmatrix}
8 + 5s - 2s^2 + s^3 & 0 \\
0 & 8 - 3s + s^2
\end{pmatrix}^{-1}
\]
Hence, we have
\[
M(s) = \begin{pmatrix}
8 + 5s - 2s^2 + s^3 & 0 \\
0 & 8 - 3s + s^2 \\
4 - s + s^2 & -2 \\
2(-2 + s) & -2
\end{pmatrix}, \quad H = (I_2, K) = \begin{pmatrix}
1 & 0 & k_{11} & k_{12} \\
0 & 1 & k_{21} & k_{22}
\end{pmatrix}
\]
Then
\[
F(s) = s^3 - 2s^2 + 5s + 8, \quad \overline{F}(s) = s^3 + 30s^2 + 313s + 1014
\]
Starting with \(K_0 = 0\), the algorithm converges, [Pa. 1], at four iterations,
\[
K_1 = \begin{pmatrix}
37.8222 & 170 \\
-119.588 & -53.5227
\end{pmatrix}, \quad K_2 = \begin{pmatrix}
34.583 & 13.078 \\
-108.469 & -49.7449
\end{pmatrix}
\]
\[
K_3 = \begin{pmatrix}
32.0103 & 11 - 8729 \\
-108.408 & -49.7247
\end{pmatrix}, \quad K_4 = \begin{pmatrix}
32 & 11.8681 \\
-108.407 & -49.7246
\end{pmatrix}
\]
Obviously, the last matrix \(K_4\) is the desired controller.
4.4 Geometric Techniques

Geometric methodologies mostly use Schubert calculus/Enumerative Geometry, [Bro. & Byr. 2], [Kl. & Lak. 1], and projective geometry techniques, [Fal. 1], [Kar. & Gia. 5]. The latter, have the significant advantage over the former that they may interpret DAP not only as an intersection problem of hyper-surfaces on a Grassmannian (Complex DAP) or as an enumeration problem of the number of the intersections between a general hyper-plane and the curve describing the transfer function of the system [Sot. 2], but also provide the framework for computing real solutions for $H$ or, if this is not possible, its best approximation, due to the QPR set that describes the corresponding Grassmann variety. These issues are discussed in the following sections.

4.4.1 Schubert Calculus

Schubert Calculus/Enumerative Geometry deals with finding the number of points, lines, planes etc., satisfying certain geometric conditions. In the case of determinantal-type assignment problems, the method is very useful since as we have explained in the introduction, these problems may be viewed as intersection problems in the affine (Grassmannians) or in the projective space (Grassmann varieties). Schubert Calculus is an appropriate tool for the study of the problem, since it has been proved that the intersection of the Grassmann variety $G_{n,m}$ and a certain linear space in $\mathbb{P}(\mathbb{R}^n)$ forms a strictly increasing sequence of linear spaces, whose number may be determined, [Kl. & Lak. 1].

**Definition 4.4.1.** [Kl. & Lak. 1] Let $A_0 \subseteq A_1 \subseteq \cdots \subseteq A_m$ be a strictly increasing sequence of $m + 1$ linear spaces in $\mathbb{P}(\mathbb{R}^n)$. An $m$-dimensional linear space $L \in \mathbb{P}(\mathbb{R}^n)$ is said to satisfy the Schubert condition if

$$\dim (A_i \cap L) \geq i, \quad \forall i = 0, \ldots, m$$

(4.17)

The sets of all such spaces $L$ are denoted as $\Omega(A_0, \ldots, A_m) \equiv \Omega(a_0, \ldots, a_m)$, where $\dim A_i = a_i$ and in Schubert Calculus terminology are called Schubert Varieties and their study is important since they form minimal bases for the Grassmann varieties $G_{n,m}$. Next theorem will help us interpret DAP as an enumerative geometry problem.

**Theorem 4.4.1.** [Kl. & Lak. 1] The Schubert Variety $\Omega(A_0, \ldots, A_m)$ is the intersection of the Grassmann variety $G_{n,m}$ and a certain linear space in $\mathbb{P}(\mathbb{R}^n)$. Furthermore,

$$\Omega(a_0, \ldots, a_m) = \left| \begin{array}{ccc} \sigma(a_0) & \cdots & \sigma(a_0 - m) \\ \vdots & \cdots & \vdots \\ \sigma(a_m) & \cdots & \sigma(a_m - m) \end{array} \right|$$

(4.18)

where $\sigma(h) = \Omega(h, n - m + 1, \ldots, n)$, $h = 0, \ldots, n - m$. 
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Eqn.(4.18) is known as the determinantal formula of Schubert Calculus and it can be shown that several determinantal assignment problems can be written in the form (4.18). Next, we present how this is achieved for a specific determinantal-type problem, the dynamic output pole placement problem, [Hub. & Ver. 1]. Let the system

\[ S(A, B, C, D) : \begin{cases} \dot{x}(t) = Ax(t) + Bu(t), & A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times k} \\ y(t) = Cx(t) + Du(t), & C \in \mathbb{R}^{m \times n}, D \in \mathbb{R}^{m \times k} \end{cases} \] (4.19)

with \( D = 0 \) and the dynamic compensator described by

\[ \begin{cases} \dot{z} = Fz + Gy, & F \in \mathbb{R}^{q \times q}, G \in \mathbb{R}^{q \times k} \\ u = Hz + Ky, & H \in \mathbb{R}^{m \times q}, K \in \mathbb{R}^{m \times k} \end{cases} \] (4.20)

for \( z \in \mathbb{R}^q \). After eliminating \( u, y \) between the two systems, we have that

\[ \left( \begin{array}{c} \dot{x} \\ \dot{z} \end{array} \right) = \left( \begin{array}{cc} A + BKC & BH \\ GC & F \end{array} \right) \left( \begin{array}{c} x \\ z \end{array} \right) \] (4.21)

The behavior of this closed-loop system is determined by the \( n + q \) eigenvalues of the matrix in (4.21). For a plant given by the matrix triplet \((A, B, C)\) and \( n + q \) eigenvalues, the dynamic pole placement problem asks for the matrix quadruples \((F, G, H, K)\) which determine the dynamic compensators that yield closed-loop systems with a specific set of eigenvalues. The dynamic pole placement problem can be formulated as a geometric problem by rewriting its characteristic polynomial as follows.

\[
\varphi(s) = \det(sI_n - A - BKC) - \det(sI_q - F) = \det(sI_n - A - BKC - BH \cdot BK - B) \]

\[
\begin{pmatrix}
  sI_n - A & -B \\
  -G & sI_q - G \\
  0 & 0 & I_k \\
  0 & 0 & 0 & I_m
\end{pmatrix}
\]

\[
\begin{pmatrix}
  sI_n - A & 0 & 0 & -B \\
  0 & sI_q - G & 0 \\
  C & 0 & I_k & 0 \\
  0 & -H & K & I_m
\end{pmatrix}
\]

\[
\begin{pmatrix}
  I_k & C(sI_n - A)^{-1}B \\
  H(sI_q - F)^{-1}G + K & I_m
\end{pmatrix}
\]

\[
\times \det(sI_n - A) \times \det(sI_q - F)
\] (4.22)

The first determinant in (4.22) represents the intersection of \( m \)-dimensional vector spaces (\( m \)-planes) defined by the given triplet \((A, B, C)\) with \( p \)-dimensional spaces determined by the unknown quadruple \((F, G, H, K)\). As these \( p \)-planes
depend on the variable \( s \), they have maximal minors of degree \( q \) and we call them degree \( q \)-maps. Thus the dynamic pole placement problem is equivalent to the computation of all degree \( q \)-maps into the Grassmannian of \( p \)-planes that meet \( n \) given \( m \)-planes at prescribed \( s \)-values. It is easy to see that for each specification of an eigenvalue \( \lambda_i \) the condition that the characteristic polynomial (4.22) vanish at \( s = \lambda_i \) enforces one polynomial condition on the set of degree \( q \)-maps.

The off-diagonal entries in the first matrix in eqn.(4.22) are the transfer functions of the original system and the compensator. If we consider the coprime factorizations

\[
C(sI_n - A)^{-1}B = N(s)D^{-1}(s), \quad H(sI_q - F)^{-1}G + K = P(s)Q^{-1}(s)
\]

and since \( n, q \) are the respective McMillan degrees, we have

\[
\det D(s) = \det(sI_n - A), \quad \det Q(s) = \det(sI_q - F)
\]

Hence,

\[
\varphi(s) = \det \begin{pmatrix} Q(s) & N(s) \\ P(s) & D(s) \end{pmatrix}
\] (4.23)

The first column of this 2 by 2 block matrix represents the Hermann-Martin curve, [Mart. & Her. 1] \( \gamma : \mathbb{P}^1 \to G_k(\mathbb{R}^{m+k}) \) of the compensator and the second column the Hermann-Martin curve \( \Gamma : \mathbb{P}^1 \to G_m(\mathbb{R}^{m+k}) \) of the original system. Then the pole placement problem is interpreted as the derivation of rational curves \( \Gamma \) such that

\[
\gamma(s_i) \cap \Gamma(s_i) \neq \emptyset, \quad i = 1, ..., n + q
\] (4.24)

When \( q = 0 \) we are solving the static pole placement problem and we are looking for maps of degree 0 (i.e., constant maps) which meet a specific set of given \( m \)-planes. In this case the characteristic polynomial (4.22) has degree \( n \) and we can find solution planes whenever \( n \) is less than the dimension \( mk \) of the space of \( k \)-planes in \((m+k)\)-dimensional space. A static compensator is then represented by the matrix

\[
\begin{pmatrix} I_k \\ K \end{pmatrix}
\]

whose column space is just a point in the Grassmann variety \( G_k(\mathbb{R}^{m+k}) \). The number of intersections of problem (4.24) has been studied in [Sot. 2], [Byr. 2], [Wan. & Ros. 2], [Bro. & Byr. 2], implying a number of conditions, such as

\[
\frac{1!2! \cdots (k-1)!(mk)!}{m!(m+1)! \cdots (m+k-1)!}
\] (4.25)

for the number of static compensators for a generic linear system of McMillan degree \( mk \).
Moreover the authors in [Lev. & Kar. 2] have also used Schubert calculus techniques and the cohomology of Grassmannians, i.e., intersection theory for Grassmannians to provide a non-factorial approach to the problem of pole assignment by output feedback, by calculating the height the first Whitney class of an appropriate Grassmannian, [Kl. & Lak. 1]. The method uses vector bundles (vectors parameterized by another manifold or variety which in our case is the Grassmann variety) where the Whitney classes (also known as Stiefel-Whitney classes) represent the set of the invariants of the vector bundle that describe whether the vector bundle is an everywhere independent set of sections or not and the respective height represents the least integer $a$ such that the manifold or the variety is covered by $a + 1$ open sets, each of which is contractible to a point in the manifold/variety. The advantage of their method with respect to the factorial form is that the height approach is testable for more $k$-input, $m$-output, $n$-state proper systems. More on this method may be found in [Lev. & Kar. 2] and [Lev. 1].

Even though this geometric method helps to the understanding DAPs nature and provides very helpful results with regard to the number of real and complex solutions (for $\mathbb{P}^1(\mathbb{R})$ or $\mathbb{P}^1(\mathbb{C})$ respectively), it does not imply the form or the construction of solutions. Next methods, show how we may approach a solution using similar geometric techniques.

4.4.2 Global Asymptotic Linearization around Singular Solutions.

Here we present the method proposed in [Lev. 1] and [Lev. & Kar. 3] for constructing pole placing real (constant and dynamic) output feedback compensators for proper plants. This is the most complete methodology for determinantal-type assignment problems regarding solvability conditions as well as construction of the solutions.

As we have already seen, equation (2.24) can be written as

$$a(s) = \det \left\{ (I_n, K) \begin{pmatrix} D_R(s) \\ N_R(s) \end{pmatrix} \right\}$$

(4.26)

where $H = (I_n, K)$ and $N_R(s)D_R^{-1}(s)$ is a coprime matrix fractional description of the corresponding transfer function of an open-loop proper system.

Definition 4.4.2. [Bro. & Byr. 2], [Byr. & Stev. 3] Let $K \in \mathbb{R}^{k \times m}$ be a compensator as in the above analysis for a $k$-input, $m$-output, $n$-state system.

i) The map $\rho(K) = (s_1, \ldots, s_n)$ is called the root-locus map.
ii) If \( \rho \) can be defined for all compensators \( K \), then the system is called non-degenerate. Otherwise, if there exists at least one \( K \) for which \( \rho \) is not defined then the dynamic system is called degenerate.

iii) The points where the feedback configuration of the (composite) system has a singularity, i.e., it is not well-posed, are called degenerate points or degenerate feedback gain.

iv) The degenerate feedback gain has the form

\[
\text{rowspan}(A, B) \in G_{k,m+k} + k \text{ if } \det \left\{ (A, B) \left( \begin{array}{c} D_R(s) \\ N_R(s) \end{array} \right) \right\} = 0, \forall s
\]  

(4.27)

Next proposition, provides the means for calculating all degenerate points of a given system.

**Proposition 4.4.1.** [Lev. 1] The following are equivalent.

i) \( v = \text{rowspan}(A, B) \in \mathbb{R}^k \) corresponds to a degenerate gain.

ii) \( \exists \ m(s) \in \mathbb{R}^{(m+k) \times 1} : (A, B)m(s) = 0, \forall s \).

iii) \( \exists \ m(s) \in \mathbb{R}^{(m+k) \times 1} : \text{rank} C_m(s) \leq m, \text{where } C_m(s) \text{ is the matrix of coefficients of } m(s) \).

If we consider the composite gain sequences \( S_\epsilon = (A, B) + \epsilon(A', B') \) with \( \det(A + \epsilon A') \neq 0 \), then \( S_\epsilon \to 0 \), as \( \epsilon \to 0 \). Thus, the corresponding DAP is formed as

\[
\text{det} \left\{ (A, B) + \epsilon(A', B') \left( \begin{array}{c} D_R(s) \\ N_R(s) \end{array} \right) \right\} = a_\epsilon(s)
\]  

(4.28)

Since the roots of a polynomial do not change if we multiply (or divide) by a number, it is more appropriate to consider the coefficient vector of the polynomial modulo dilations (multiplications by scalar). In this way, to examine the convergence of \( a_\epsilon(s) \) when \( \epsilon \to 0 \), we will regard the coefficient vector \( a_\epsilon \in \mathbb{R}^{n+1} \) as a sequence \( \text{span}\{a_\epsilon \in P(\mathbb{R}^n)\} \).

**Theorem 4.4.2.** [Lev. 1] Let \( S_\epsilon \) a sequence of finite gains converging to \( v = \text{rowspan}(A, B) \). Then the corresponding sequence of closed loop polynomial vectors \( \text{span}\{a_\epsilon\} \) converges to \( \text{span}\{a\} \in P(\mathbb{R}^n) \) as \( \epsilon \to 0 \). Furthermore the function that maps the direction \( (A', B') \) to \( \text{span}\{a\} \) is linear.

**Theorem 4.4.3.** [Lev. 1] Let \( (b_{ij})_{1\leq i\leq k, 1\leq j\leq k+m} := (A', B') \). Then

\[
a(s) = \sum b_{ij} a_{ij}(s), \ a = \text{vec}(b_{ij})L_u
\]  

(4.29)

where \( a_{ij}(s) \) is the determinant of a \( k \times k \) polynomial matrix having the same rows as \( AD_R(s) + BN_R(s) \), except the \( i \)-th row which is replaced by the \( j \)-th row.
of \( M(s) = (D_R(s)^t, N_R(s)^t)^t \) and \( L_u \in \mathbb{R}^{k(m+k) \times (n+1)} \) is the matrix representation of the linear function that maps the direction \( b_{ij} \) to the coefficient vector \( a \) of the initial polynomial \( a(s) \).

For a given degenerate point, the arbitrary prime polynomial assignability by sequences of feedback compensators converging to this point, depends readily on \( L_u \). In fact,

**Corollary 4.4.1.** [Lev. 1] An arbitrary prime polynomial can be assigned via a sequence of feedback compensators converging to a degenerate point, if and only if \( \text{rank} L_u = n + 1 \). In that case, the appropriate direction can be found by solving \( a = \text{vec}(b_{ij})L_u \) in terms of \( \text{vec}(b_{ij}) \).

This analysis suggests the following procedure for the construction of pole placing compensators.

i) Construct a degenerate point \( \nu = \text{rowspan}(A, B) \).

ii) Calculate matrix \( L_u \).

iii) If \( \text{rank} L_u = n + 1 \), solve the linear equation \( a = \text{vec}(b_{ij})L_u \) with direction \( (b_{ij})_{1 \leq i \leq k, 1 \leq j \leq k+m} := (A', B') \). Else, return to step (i).

iv) The one-parameter family \( K_\epsilon = (A + \epsilon A')^{-1}(B + \epsilon B') \) of \( k \times m \) matrices is the family of real constant feedback compensators placing the poles of the system at the given set, as \( \epsilon \to 0 \).

v) Select a small enough \( \epsilon \) to approach the given closed loop pole polynomial as close as possible.

**Example 4.4.1.** [Lev. 1] Let

\[
M(s) = \begin{pmatrix}
  s^3 & 0 \\
  1 & s^2 \\
  s + 3 & s \\
  s + 1 & 1
\end{pmatrix} = \begin{pmatrix}
  D_R(s) \\
  N_R(s)
\end{pmatrix}
\]

Since we want \( \det(AD_R(s) + BN_R(s)) = 0 \), a degenerate point \( \nu = \text{rowspan}(A, B) \) is defined by

\[
(A, B) = \begin{pmatrix}
  1 & 0 & 0 & 0 & 0 \\
  0 & 0 & 1 & -1 & -1
\end{pmatrix}
\]

The polynomials \( a_{ij}(s) \) are given by

\[
a_{11}(s) = 0, \ a_{12}(s) = -s^4 + 2s^3 + 3s^2, \ a_{13}(s) = -s^3 + s^2 + 5s + 3, \ a_{14}(s) = -s^3 + 2s^2 + 3s, \\
a_{15}(s) = -s^2 + 2s + 3, \ a_{21}(s) = 0, \ a_{22}(s) = s^5, \ a_{23}(s) = s^4 + s^3, \ a_{24}(s) = s^4, \ a_{25}(s) = s^3
\]
Therefore,

\[
L_v = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 2 & 3 & 0 & 0 \\
0 & 0 & -1 & 1 & 5 & 3 \\
0 & 0 & -1 & 2 & 3 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
\end{bmatrix}
\]

where we see that \( \text{rank} L_v = 6 \), i.e., every prime polynomial can be assigned via a certain sequence of feedback compensators converging to \( v \). Suppose we want to assign the (stable) polynomial \( s^5 + 5s^4 + 10s^3 + (117/9)s^2 + (51/9)s + 1 \). To achieve this, we have to solve the system

\[
\text{vec}(b_{ij})L_v = (1, 5, 10, \frac{117}{9}, \frac{51}{9})
\]

with respect to \( \text{vec}(b_{ij}) = (b_{11}, ..., b_{15}, b_{21}, ..., b_{25}) \). One of the solutions is

\[
\text{vec}(b_{ij}) = (0, \frac{10}{3}, 0, \frac{5}{3}, \frac{1}{3}, \frac{1}{3}, \frac{1}{3}, \frac{25}{3}, 15)
\]

which implies the direction

\[
(A', B') = b_{ij} = \frac{1}{3} \begin{bmatrix} 0 & 10 & 0 & 5 & 1 \\ 0 & 3 & 0 & 25 & 15 \end{bmatrix}
\]

Hence,

\[
(A + B) + \epsilon(A', B') = \begin{bmatrix}
1 & \frac{10\epsilon}{3} & 0 & \frac{5\epsilon}{3} & \frac{\epsilon}{3} \\
0 & \epsilon & 1 & \frac{25\epsilon - 3}{3} & \frac{5\epsilon - 1}{3} \\
\end{bmatrix}
\]

Then, the sequence of \( 2 \times 3 \) feedback compensators is given by

\[
K_\epsilon = (A + \epsilon A')^{-1}(B + \epsilon B') = \begin{bmatrix}
-\frac{10}{3} & \frac{5(6 - 47\epsilon)}{9} & \frac{10 - 49\epsilon}{3} \\
\frac{1}{\epsilon} & \frac{25\epsilon - 3}{3\epsilon} & \frac{5\epsilon - 1}{\epsilon} \\
\end{bmatrix}
\]

Then

\[
\lim_{\epsilon \to 0} \det \{(I_2, K)M(s)\} = a(s)
\]

since

\[
\det \{(I_2, K)M(s)\} = s^5 + 5s^4 + \left(10 - \frac{191}{9}\right)s^3 + \frac{117 - 902\epsilon}{9}s^2 + \frac{51 + 235\epsilon}{9}s + 1 + 33\epsilon
\]
4.4.3 Projective Techniques: The Approximate DAP

Even though the previous geometric techniques have the important advantage that they transform DAP into an intersection problem between a linear variety and the Grassmann variety, their results concern generic assignability. In this section, we present a projective technique that implies approximate solutions which are as “close” to the real compensator as possible, regardless generic-non generic or assignability conditions. The concept of this method lies in the description of the Grassmann variety via its corresponding QPR set.

If matrices $H$ and $M(s)$ in DAP equation (2.24) are written as

$$H = \begin{pmatrix} h^t_1 \\ h^t_2 \\ \vdots \\ h^t_q \end{pmatrix}, \quad M(s) = (m_1(s), m_2(s), ..., m_q(s))$$

then, by the Binet-Cauchy Theorem, eqn.(2.24) is written as

$$C_q(H) \cdot C_q(M(s)) = <h, m(s)> = \sum_{\omega \in Q_{p,q}} h_\omega m_\omega(s) = a(s) \quad (4.30)$$

where $h := h^t_1 \wedge \cdots \wedge h^t_q \in \mathbb{R}^{1 \times (p)}$, $m(s) := m_1(s) \wedge \cdots \wedge m_q(s) \in \mathbb{R}^{(q) \times 1}$ and $h_\omega, m_\omega(s), \omega = (i_1, ..., i_q)$ are the coordinates of $h, m(s)$ respectively, for the set $Q_{p,n}$ of the strictly increasing integers $p$ chosen from 1,...,n. Eqn. (4.30) suggests that the coefficients of $\det(H \cdot M(s))$ can be considered not only as multilinear skew-symmetric functions on the entries of $H$, but also as linear functions on the components $h_\omega$. Hence, DAP is reduced to:

i) **Linear subproblem.** Suppose that $h$ is free. Find the conditions under which vectors $\underline{h} \in \mathbb{R}^{1 \times (p)}$ exist such that

$$<\underline{h}, m(s)> = a(s) \Leftrightarrow \underline{h} \cdot P = \underline{a} \quad (4.31)$$

where $P \in \mathbb{R}^{(q) \times (\delta+1)}$ is the Plücker matrix of the vector space col-span $\{M(s)\}$, i.e., the matrix whose $i$-th row is formed by the coefficients of the polynomials in the $i$-th coordinate of $\underline{m}(s)$ and $\delta$ is the order of $M(s)$.

ii) **Multilinear subproblem.** Assume that the above linear subproblem is solvable and $\mathcal{K} \subseteq \mathbb{P}^{(p)-1}(\mathbb{R})$ is the family of the solution vectors $\underline{h}$ of (4.31). Then find whether there exists $\underline{h} \in \mathcal{K}$ such that $\underline{h}$ is decomposable, i.e., solve the equation

$$\underline{h} = \underline{h}_1 \wedge \cdots \wedge \underline{h}_q \quad (4.32)$$

or equivalently, find which $\underline{h}$ satisfies the set of QPR. If such vector exists, determine the matrix $H \in \mathbb{R}^{q \times p}$ such that $C_q(H) = c\underline{h}$, $c \in \mathbb{R}^*$. 
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Therefore, since the decomposability of the multi-linear problem is equivalent to finding which \( h \) satisfies the set of QPR, \([\text{Hod. & Ped. 1}], [\text{Mar. 1}]\), if \( \tilde{H} \) is the set of solutions of (2.24), then

\[
\tilde{H} = K \cap G_q(\mathbb{R}^n)
\]  

(4.33)

If intersection (4.33) is empty, the second best approach to the solution of DAP, is the calculation of the closest point of the Grassmann variety to \( K \), i.e.,

\[
\min_{h \in G_q(\mathbb{R}^n)} \text{dist}(h, K)
\]  

(4.34)

where \( K \) is described by the solutions of the linear system (4.31) and \( G_q(\mathbb{R}^n) \) by the set of QPR. Eqn.(5.1) represents a relaxation of the exact intersection problem, and it is referred to as the approximate DAP, which makes sense as long as the stability of the resulting polynomial that is produced can be guaranteed. This extension makes the investigation relevant to problems where there are no real intersections and thus approximate solutions are sought, which is the main purpose of this thesis.

**Remark 4.4.1.** Note that in \([\text{Lev. & Kar. 2}]\) DAP was connected for the first time with the Schubert calculus methodology as well, by defining the feedback matrices that correspond to DAP as representations of a special sequence of subvarieties of the Grassmann variety, the so-called Schubert varieties.

### 4.5 Conclusions

The main purpose of this chapter was to review a number of well-known techniques to solve the Determinantal Assignment Problem (DAP), to discuss its difficulties and therefore introduce the Approximate DAP. We reviewed all relevant approaches and results, from the algebraic and geometric point of view and we applied them on several forms of DAP, such as the pole assignment by dynamic output feedback, among others. We have also provided all necessary unifying terminology and background definitions, before any applications and as we have seen, the immediate methods, such as the Gröbner basis, are useful only for lower dimensions, the algebraic methods usually use an algorithmic approach to the problem and geometric techniques are based on topological or algebro-geometric intersection theory.

The latter category has produced a number of results which are rather qualitative and oriented towards a search for generic solvability conditions. The approximate DAP, has been defined as an alternative method to overcome these genericity issues; instead of solving DAP when a certain property holds for all systems of \( k \)-inputs, \( m \)-outputs and \( n \)-states except, possibly, for some belonging
to a “negligible” set, we try to calculate the controller that best approximates the initial compensator. Note that, in [Lev. 1] the genericity of a system has been also defined (in an algebrogeometric aspect) as a subvariety of strictly lower dimension, of the set of systems which is given the structure of a variety. On the other hand, the Schubert Calculus/Enumerative Geometry techniques may help us recognize the number of intersections between such varieties but lack on the construction of solutions, since they do not get advantage of the QPR set that defines the Grassmann variety which may in turn write the solution being sought as $h_1 \wedge h_1 \cdots \wedge h_r$ (Schubert Calculus and Geometric techniques deal with the existence of generic solutions and they do not provide computations). This can be surpassed by the so called Global Asymptotic Linearization method of the pole placement map of a proper system or by the construction of approximate solutions of the initial DAP that the general theory of Projective Geometry provides.

The Projective techniques as we saw, are based on the Plücker embedding - a natural embedding for determinantal problems. In [Lev. 1], the Plücker embedding was used to find necessary and sufficient conditions for the DAP, to parameterize the set (variety) of linear time invariant systems of $k$-inputs, $m$-outputs and $n$-states as an algebraic manifold and to produce new system invariants for the solution of generic and exact problems. In this thesis, we will use the Projective techniques to construct approximate solutions of DAP, when all the above procedures fail or when their verification is difficult, due to the complexity of the problem.
Chapter 5

Minimum Distance of a 2-vector from the Grassmann varieties $G_2(\mathbb{R}^n)$

5.1 Introduction

As we have already mentioned, the solution of the optimization problem

\[
\min_{h \in G_q(\mathbb{R}^n)} \text{dist}(h, \mathcal{K})
\]  

where $\mathcal{K}$ is described by the solutions of the linear system (4.31) in the linear subproblem of DAP and $G_q(\mathbb{R}^n)$ by the set of QPR, referred to as the approximate DAP is the central objective of this thesis, as well as the stability properties of the “approximate” polynomial $\hat{a}(s)$ that corresponds to an approximation $\hat{h}$ which are very important for the perturbed solutions to be acceptable. Our approach views the problem as a minimization problem between a solution $\hat{z}(\hat{x})$ of the linear subproblem (4.31) and the Grassmann variety $G_2(\mathbb{R}^n)$, i.e.,

\[
\min_{\hat{z}} g(\hat{z}(\hat{x}), G_2(\mathbb{R}^n))
\]  

where $g$ is an appropriate gap function implied by the gap metric $\text{gap}(\cdot)$, [Wey. 1], between the parameterized multivector $\hat{z}(\hat{x})$ in the projective space and the Grassmann variety with $\hat{x}$ being the vector whose components are the free parameters of (4.31) that describe $\mathcal{K}$. In order to solve problem (8.2) we need at first to solve

\[
\min_{\hat{z}} g(\hat{z}, G_2(\mathbb{R}^n))
\]  

when $\hat{z}$ is fixed, i.e., least distance of a point from the Grassmann variety.
In this chapter, we examine problem (5.3) and the methodology used for the computation of the minimizer will be based on the best decomposable approximation of multivectors, [Kar. & Lev. 9]. Note that the results from the solution of (5.3) in this chapter will be applied to the solution of problem \( \min_{h \in G_q} \text{dist}(h, K) \) in Chapter 8, where we will expand the results obtained for the fixed 2-vector \( z \) to \( z(x) \), the parameterized vector describing the linear variety \( K \).

Our approach here uses for the first time the spectral analysis of the matrix representation of the given multivector \( z \) which implies the derivation of the QPR set in an analytical form providing all results in closed-form formulae without generic or exact solvability conditions.

More analytically in Section 5.2, the least distance of a point \( z \) from the Grassmann variety \( G_2(\mathbb{R}^4) \) is studied, i.e.,

\[
\min_{x} \|x - z\| \quad \text{when} \quad z \in \bigwedge^2(\mathbb{R}^4) \quad \text{is a fixed vector and} \quad x \quad \text{is decomposable} \quad (5.4)
\]

This starting case will enable us to understand the nature of the problem and its difficulties as the dimensions of the Grassmann varieties increase and it will help us determine the tools which are going to be used for the general case \( G_2(\mathbb{R}^n) \).

In this chapter, we also present the first important result of this thesis; the minimizer of (5.4), which is calculated via the Lagrange multipliers method, coincides with the least singular value of the related Grassmann matrix \( \Phi_z \).

In Section 5.3 we study problem (5.4) for the \( \bigwedge^2(\mathbb{R}^n) \) and \( \bigwedge^{n-2}(\mathbb{R}^n) \) cases and it is divided in three parts; In 5.3.1, the prime decomposition of a fixed 2-vector is introduced, based on the spectral analysis of the skew-symmetric matrix-form of the multivector, along with some properties which may imply a number of important results, such as the derivation of the QPR set in the form \( z \wedge z = 0 \). Moreover, the prime decomposition is applied for the solution of the distance problem:

\[
\min_{x} \|x - z\| \quad \text{when} \quad z \in \bigwedge^2(\mathbb{R}^n) \quad \text{is a fixed vector and} \quad x \quad \text{is decomposable} \quad (5.5)
\]

In section 5.3.2 the Hodge dual problem of (5.5) is studied, i.e.,

\[
\min_{x} \|x - z\| \quad \text{when} \quad z \in \bigwedge^{n-2}(\mathbb{R}^n) \quad \text{is a fixed vector and} \quad x \quad \text{is decomposable} \quad (5.6)
\]

with the use of the properties of the Hodge-\( \star \) operator. In 5.3.3 we generalize the result of Section 5.2 and we prove the very significant result that the least singular value of the Grassmann matrix is equal to the minimizer of (5.5), not
only for the $\bigwedge^2(\mathbb{R}^4)$ case, but also for $\bigwedge^2(\mathbb{R}^n)$. In the same section, we prove that the skew-symmetric matrix $T_z$ is a special case of the Grassmann matrix, [Kar. & Gia. 6], [Kar. & Lev. 9].

In Section 5.4 problem (5.5) is studied in the projective space; Since, DAP requires a procedure where the poles of the systems are viewed independently of their respective polynomials, i.e., $p(s) = s - s_1$ and $q(s) = as - as_1$ are equivalent, due to the same pole $s_1$, any distances should be considered in a relevant projective space $\mathbb{P}^2(\mathbb{R})$, rather than the affine space $\mathcal{A}^n$ or $\mathbb{R}^n$. In 5.4.1 we define the natural metric between two “points” (representatives of the respective equivalent classes) of the projective space, i.e., the gap metric, and the gap function $g$ between a “point” and a subspace of $\mathbb{P}^2(\mathbb{R})$ which we will use to calculate the distance between a point and the Grassmann variety $G_2(\mathbb{R}^n)$. Furthermore, we provide a unifying representation of the different forms of metrics used in $\mathbb{P}^2(\mathbb{R})$ and $G_2(\mathbb{R}^n)$ in terms of the gap metric.

Finally, in Section 5.4.2, we solve the key optimization problem of this thesis $\min_z g(z, G_2(\mathbb{R}^n))$ when $z$ is fixed and we provide some simplifications of the solutions in the case of specific Grassmann varieties.

### 5.2 The $\bigwedge^2(\mathbb{R}^4)$ case

In this section the problem of the least distance of a multivector in $\bigwedge^2(\mathbb{R}^4)$ from the set of decomposable vectors in $\bigwedge^2(\mathbb{R}^4)$, which is denoted by $D_{\bigwedge^2(\mathbb{R}^4)}$ is studied, i.e.,

$$\min_{\bar{z}} \|\bar{x} - \bar{z}\| \quad \text{when} \quad \bar{z} \in \bigwedge^2(\mathbb{R}^4) \quad \text{is a fixed vector and} \quad \bar{x} \quad \text{is decomposable} \quad (5.7)$$

Equivalently, the constraint concerning the decomposability of $\bar{x}$ is written as $QPR(\bar{x}) = 0$. This case provides the first straight-forward results for constrained optimization problems over the manifolds and will help us not only for the solution of the problem in the respective projective space and $G_2(\mathbb{R}^n)$ but also to overcome the difficulties that occur in higher dimensions.

**Lemma 5.2.1.** The Quadratic Plücker Relations (QPR) that describe $D_{\bigwedge^2(\mathbb{R}^4)}$ as well as the Grassmann variety $G_2(\mathbb{R}^4)$ of the projective space $\mathbb{P}^5(\mathbb{R})$ are given by the single QPR

$$c_{12}c_{34} - c_{13}c_{24} + c_{14}c_{23} = 0 \quad (5.8)$$

**Proof.** Let the vector space $\mathcal{U}$ with $\dim \mathcal{U} = 4$ and a 2-dimensional subspace $\mathcal{V}$ of $\mathcal{U}$. Then a basis $\{\bar{u}_1, \bar{u}_2\}$ of $\mathcal{V}$ can be extended to a basis $\{\bar{u}_1, \bar{v}_2, \bar{v}_3, \bar{v}_4\}$ of $\mathcal{U}$. 
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Hence, any vector \( \mathbf{v} \) in \( \bigwedge^2(U) \) is written as

\[
\mathbf{v} = c_1 \mathbf{v}_1 \wedge \mathbf{v}_2 = \sum_{1 \leq i < j \leq 4} c_{ij} \mathbf{v}_i \wedge \mathbf{v}_j
\]  

(5.9)

where \( c_{ij} \) is a set of Plücker coordinates of \( \mathcal{V} \). It can be proved using several Exterior Algebra techniques, e.g., [Lev., etc. 9],[Gee. 1] that any 2-vector \( \mathbf{v} \) is decomposable if and only if \( \mathbf{v} \wedge \mathbf{v} = 0 \). Later in this chapter, the condition \( \mathbf{v} \wedge \mathbf{v} = 0 \) will be proved in a rather straight-forward way, via a specific multivector decomposition, called the prime decomposition. Thus

\[
\mathbf{v} \wedge \mathbf{v} = 0 \iff \left( \sum_{1 \leq i < j \leq 4} c_{ij} \mathbf{v}_i \wedge \mathbf{v}_j \right) \wedge \left( \sum_{1 \leq i < j \leq 4} c_{ij} \mathbf{v}_i \wedge \mathbf{v}_j \right) = 0 \iff
\]

\[
c_{12}c_{34} \mathbf{v}_1 \wedge \mathbf{v}_2 \wedge \mathbf{v}_3 \wedge \mathbf{v}_4 + \cdots + c_{34}c_{12} \mathbf{v}_4 \wedge \mathbf{v}_1 \wedge \mathbf{v}_2 = 0 \iff 2(c_{12}c_{34} - c_{13}c_{24} + c_{14}c_{23}) \mathbf{v}_1 \wedge \mathbf{v}_2 \wedge \mathbf{v}_3 \wedge \mathbf{v}_4 = 0
\]

Since \( \mathbf{v}_1 \wedge \mathbf{v}_3 \wedge \mathbf{v}_3 \wedge \mathbf{v}_4 \neq 0 \) (because \( \mathbf{v}_1, \mathbf{v}_2, \mathbf{v}_3, \mathbf{v}_4 \) are linearly independent) we obtain eqn.(5.8), which is the Quadratic Plücker Relation that defines a hypersurface in the 5-dimensional projective space \( \mathbb{P}^5(\mathbb{R}) \), i.e., the Grassmann variety \( G_2(\mathbb{R}^4) \).

Due to the single QPR (5.8), the solution of (5.7) can be directly derived by classical Lagrangian theory and the singular values of the Grassmann matrix.

Let \( \mathbf{z} = (a_{12}, a_{13}, a_{14}, a_{23}, a_{24}, a_{34}) \in \bigwedge^2(\mathbb{R}^4) \). The Grassmann matrix of \( \mathbf{z} \) is given by

\[
\Phi(\mathbf{z}) = \begin{pmatrix}
a_{23} & -a_{13} & a_{12} & 0 \\
a_{24} & -a_{14} & 0 & a_{12} \\
a_{34} & 0 & -a_{14} & a_{13} \\
0 & a_{34} & -a_{24} & a_{23}
\end{pmatrix}
\]

The singular values of \( \Phi(\mathbf{z}) \) can be calculated in terms of \( \mathbf{z} \) as follows.

**Lemma 5.2.2.** [Kar. & Lev. 9] The four singular values \( \sigma_4 \geq \sigma_3 \geq \sigma_2 \geq \sigma_1 \) of \( \Phi(\mathbf{z}) \) satisfy:

\[
\sigma_1^2 = \sigma_2^2 = \frac{||\mathbf{z}||^2 - \sqrt{||\mathbf{z}||^4 - 4QPR(\mathbf{z})^2}}{2} \tag{5.10}
\]

\[
\sigma_3^2 = \sigma_4^2 = \frac{||\mathbf{z}||^2 + \sqrt{||\mathbf{z}||^4 - 4QPR(\mathbf{z})^2}}{2} \tag{5.11}
\]

**Proof.** The squared singular values of \( \Phi(\mathbf{z}) \) can be calculated as the eigenvalues of the matrix \( \Phi(\mathbf{z}) \cdot \Phi(\mathbf{z})^t \). Therefore,

\[
\det (\lambda I_4 - \Phi(\mathbf{z}) \cdot \Phi(\mathbf{z})^t) = (\lambda^2 - \sum_{1 \leq i < j \leq 4} (a_{ij} \cdot \lambda) + a_{12}^2 a_{34}^2 + a_{13}^2 a_{24}^2 + a_{14}^2 a_{23}^2 +
\]
Thus, the four roots of the characteristic polynomial are two pairs of double roots. The first pair corresponds to the smallest root of \( \lambda^2 - \|\hat{z}\|^2 \lambda + QPR(\hat{z})^2 = 0 \) and the second one, to the lowest root of the same equation. Thus (5.10), (5.11) hold true.

**Lemma 5.2.3.** The two lowest singular values of \( \Phi(\hat{z}) \) are zero, if, and only if \( \hat{z} \) is decomposable, in which case \( \sigma_3 = \sigma_4 = \|\hat{z}\| \).

*Proof.* This follows directly from (5.10).

**Theorem 5.2.1.** The solution of the optimization problem (5.7) is given by

\[
x_0 = \frac{1}{1 - \frac{\sigma_2^2}{QPR(\hat{z})^2}} \cdot \left( I_6 - \frac{\sigma_2^2}{QPR(\hat{z})} \cdot J \right) \hat{z}
\]  

where \( \sigma_2 \) is the second singular value of the Grassmann matrix \( \Phi(\hat{z}) \) and \( J \) is given by

\[
J = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & -1 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}
\]

*Proof.* The Lagrangian for the minimization problem (5.7) is given by

\[
\sum_{i=1}^{6} (x_i - z_i)^2 + \lambda (x_1 x_6 - x_2 x_5 + x_3 x_4)
\]

The first order conditions are given by

\[
2(x_1 - z_1) + \lambda x_6 = 0, 
2(x_2 - z_2) - \lambda x_5 = 0, 
2(x_3 - z_3) + \lambda x_4 = 0,
2(x_4 - z_4) + \lambda x_3 = 0, 
2(x_5 - z_5) - \lambda x_2 = 0, 
2(x_6 - z_6) + \lambda x_1 = 0
\]

and \( QPR(\hat{z}) = 0 \). The first six equations can be written collectively

\[
\left( I_6 + \frac{\lambda}{2} J \right) x = \hat{z}
\]

But since \( J^2 = I_6 \), we have that

\[
\left( I_6 + \frac{\lambda}{2} J \right)^{-1} = \frac{1}{1 - \frac{\lambda^2}{4}} \cdot \left( I_6 - \frac{\lambda}{2} J \right)
\]
Therefore, the solution of the first order conditions is given by (5.14):
\[
x = \frac{1}{1 - \frac{\lambda^2}{4}} \cdot \left( I_6 - \frac{\lambda}{2} J \right) \hat{z} \tag{5.16}
\]

If we substitute (5.16) to \( QPR(x) = 0 \) we get
\[
QPR(z) \lambda^2 - 2\|z\|^2 \lambda + 4QPR(z) = 0 \tag{5.17}
\]
which provides two solutions in terms of \( \lambda \):
\[
\lambda_{1,2} = \frac{\|z\|^2 \pm \sqrt{\|z\|^4 - 4QPR(z)^2}}{QPR(z)}
\]
or equivalently
\[
\lambda_1 = \frac{2\sigma_2^2}{QPR(z)}, \\
\lambda_2 = \frac{2\sigma_4^2}{QPR(z)}
\]
This gives rise to two possible solutions:
\[
x_1 = \frac{1}{1 - \frac{\sigma_4^2}{QPR(z)}} \cdot \left( I_6 - \frac{\sigma_2^2}{QPR(z)} \cdot J \right) \hat{z} \tag{5.18}
\]
or
\[
x_2 = \frac{1}{1 - \frac{\sigma_4^2}{QPR(z)}} \cdot \left( I_6 - \frac{\sigma_4^2}{QPR(z)} \cdot J \right) \hat{z} \tag{5.19}
\]
The minimization problem (5.7) has a global minimum (in the projective space \( P^5(\mathbb{R}) \)) which defines the direction of the smooth projective variety defined by the equation \( QPR(\text{sp}\{z\}) = 0 \) with the smallest angle from \( \text{sp}\{z\} \). Lifting it to \( \mathbb{R}^6 \), this direction a line of smooth points of the variety defined by \( QPR(z) = 0 \) in \( \mathbb{R}^6 \) (except \( \emptyset \) which is not obviously a solution) and therefore the first order conditions have to be satisfied. Thus, the global minimizer is given by (5.18) or (5.19). It is sufficient therefore, to find which vector out of \( x_1 \) and \( x_2 \) has the smallest distance from \( \hat{z} \). To this end we set
\[
a := \frac{\lambda}{2}
\]
where \( \lambda \) is any of the roots of equation (5.17). Hence, the number \( a \) satisfies the following:
\[
QPR(z) a^2 - 2\|z\|^2 a + 4QPR(z) = 0 \tag{5.20}
\]
If $a_1, a_2$ are the roots of (5.20) we have that $a_1 \cdot a_2 = 1$ ($a_1, a_2$ correspond to the lowest and the largest singular values, respectively). Therefore, the distances between $x_1$ and $x_2$ from $z$ are

$$
\|x_1 - z\|^2 = \left\| \frac{1}{1 - a_1^2} \cdot (I_6 - a_1 \cdot J) z - \hat{z} \right\|^2,
$$

$$
\|x_2 - \hat{z}\|^2 = \left\| \frac{1}{1 - a_2^2} \cdot (I_6 - a_2 \cdot J) z - \hat{z} \right\|^2.
$$

But generally

$$
\left\| \frac{1}{1 - a^2} \cdot (I_6 - a \cdot J) z - \hat{z} \right\|^2 = \left\| \left( \frac{1}{1 - a^2} - 1 \right) \hat{z} - \frac{a}{1 - a^2} J \hat{z} \right\|^2 = \frac{a^2}{(1 - a^2)^2} \|a \hat{z} - J \hat{z}\|^2.
$$

Since $a_1 \cdot a_2 = 1$ we have that

$$
\frac{a_1^2}{(1 - a_1^2)^2} = \frac{a_2^2}{(1 - a_2^2)^2}.
$$

Therefore, it is sufficient to check which of the two distances $\|a_1 \hat{z} - J \hat{z}\|^2$ and $\|a_2 \hat{z} - J \hat{z}\|^2$ has the smallest value. Now, we have

$$
\|a \hat{z} - J \hat{z}\|^2 = \hat{z}^t (aI_6 - J) (aI_6 - J) \hat{z} = (a^2 + 1) \|\hat{z}\|^2 - 4aQPR(\hat{z}).
$$

Since $a$ satisfies (5.20) we have that

$$
a^2 + 1 = \frac{\|\hat{z}\|^2}{QPR(\hat{z})} a.
$$

Therefore,

$$
\|a \hat{z} - J \hat{z}\|^2 = \left( \frac{\|\hat{z}\|^4}{QPR(\hat{z})} - 4QPR(\hat{z}) \right) a = \frac{\|\hat{z}\|^4 - 4QPR^2(\hat{z})}{QPR(\hat{z})} a.
$$

Hence, $\|\hat{z}\|^4 - 4QPR^2(\hat{z}) \geq 0$ and since $a_1 = \lambda_1/2$, $a_2 = \lambda_2/2$ we have

$$
\|a_1 \hat{z} - J \hat{z}\|^2 = \frac{\|\hat{z}\|^4 - 4QPR^2(\hat{z})}{QPR^2(\hat{z})} \sigma_2^2 \leq \frac{\|\hat{z}\|^4 - 4QPR^2(\hat{z})}{QPR^2(\hat{z})} \sigma_1^2 = 80.
$$
Thus, $\mathbf{z}_1$ corresponds to the global minimum of the optimization problem (5.7).

Next theorem is the main result for the solution of problem (5.7). It depicts an alternative solution to (5.7), since, as it states, the distance of the given vector $\mathbf{z}$ from $D_{\Lambda^2(\mathbb{R}^4)}$ is exactly equal to the second (the smallest) singular value of the Grassmann matrix $\Phi(\mathbf{z})$.

**Theorem 5.2.2.** The distance between $\mathbf{z} \in \Lambda^2(\mathbb{R}^4)$ and $D_{\Lambda^2(\mathbb{R}^4)}$ defined by the equation $QPR(x) = 0$, is exactly the second singular value of the Grassmann matrix $\Phi(\mathbf{z})$.

**Proof.** We only need to calculate the norm $\|\mathbf{z}_1 - \mathbf{z}\|$. Using the previous theorem, we have that

$$\|\mathbf{z}_1 - \mathbf{z}\|^2 = \frac{a_1^2}{(1 - a_1^2)^2} \frac{\|\mathbf{z}\|^4 - 4QPR^2(\mathbf{z})}{QPR(\mathbf{z})} a_1$$

But

$$\frac{a_1^2}{(1 - a_1^2)^2} = \frac{1}{\left(a_1 - \frac{1}{a_1}\right)^2}$$

and $a_1 = \left(\|\mathbf{z}\|^2 - \sqrt{\|\mathbf{z}\|^4 - 4QPR^2(\mathbf{z})}\right) / 2QPR(\mathbf{z})$. Hence

$$\frac{1}{\left(a_1 - \frac{1}{a_1}\right)^2} \frac{\|\mathbf{z}\|^4 - 4QPR^2(\mathbf{z})}{QPR^2(\mathbf{z})}$$

If we substitute equation (5.22) to (5.21) we have that

$$\|\mathbf{z}_1 - \mathbf{z}\|^2 = a_1 QPR(\mathbf{z}) = \frac{\lambda_1}{2} QPR(\mathbf{z}) =$$

$$= \frac{\sigma_2^2}{QPR(\mathbf{z})} QPR(\mathbf{z}) = \sigma_2^2$$

which proves the result. \qed

**Example 5.2.1.** Let $\mathbb{R}^6 \simeq \Lambda^2(\mathbb{R}^4) \ni \mathbf{z} = (10, 2, 15, 3, 1, -20)$. Then $\mathbf{z}$ is not decomposable since $QPR(\mathbf{z}) = -157 \neq 0$ or $\sigma_2 = 5.91722 \neq 0$, if we calculate the singular values of the corresponding Grassmann matrix $\Phi(\mathbf{z})$. The decomposable multi-vector $\mathbf{z}_1$ that has the least distance from $\mathbf{z}$ is defined as:

$$\mathbf{z}_1 = \frac{1}{1 - \frac{\sigma_2^2}{QPR(\mathbf{z})}} \cdot \left(I_6 - \frac{\sigma_2^2}{QPR(\mathbf{z})} \cdot J\right) \mathbf{z} =$$

$$= (5.82963, 1.86999, 16.4892, 6.67734, 0.582963, -18.6999)$$

Then

$$\|\mathbf{z} - \mathbf{z}_1\| = 5.91722 = \sigma_2$$
5.3 Minimization in $\bigwedge^2(\mathbb{R}^n)$ and $\bigwedge^{n-2}(\mathbb{R}^n)$

The solution of problem (5.7) has been achieved due to the description of $G_2(\mathbb{R}^4)$ by the single QPR (5.8) which has allowed the direct calculation of the Lagrange multipliers. When one more dimension is added to the problem, i.e., $\bigwedge^2(\mathbb{R}^5)$, the respective minimization problem becomes instantly more difficult, since the decomposability criterion $v \wedge \bar{v} = 0 \iff v$ is decomposable (or the QPR formula (3.32)) implies 5 QPR. Indeed, if a multivector $z = (z_1, z_2, z_3, \ldots, z_{10}) \in \bigwedge^2(\mathbb{R}^5) \simeq \mathbb{R}^{10}$ is written as

$$z = z_1e_1 \wedge e_2 + z_2e_1 \wedge e_3 + z_3e_1 \wedge e_4 + z_4e_1 \wedge e_5 + z_5e_2 \wedge e_3 + z_6e_2 \wedge e_4 + z_7e_2 \wedge e_5 + z_8e_3 \wedge e_4 + z_9e_3 \wedge e_5 + z_{10}e_4 \wedge e_5$$

then $z$ is decomposable if and only if:

$$z \wedge \bar{z} = 0 \iff 2(z_1z_8 - z_2z_6 + z_3z_5)e_1 \wedge e_2 \wedge e_3 \wedge e_4 + 2(z_1z_9 - z_2z_7 + z_4z_5)e_1 \wedge e_2 \wedge e_3 \wedge e_5 + 2(z_2z_{10} - z_3z_9 + z_4z_8)e_1 \wedge e_3 \wedge e_4 \wedge e_5 + 2(z_5z_{10} - z_6z_9 + z_7z_8)e_2 \wedge e_3 \wedge e_4 \wedge e_5 = 0$$

The second order homogeneous equations

$$z_1z_8 - z_2z_6 + z_3z_5 = 0, z_1z_9 - z_2z_7 + z_4z_5 = 0, z_1z_{10} - z_3z_9 + z_4z_6 = 0,$$

$$z_2z_{10} - z_3z_9 + z_4z_8 = 0, z_5z_{10} - z_6z_9 + z_7z_8 = 0$$

are the Quadratic Plücker Relations (QPR) [Hod. & Ped. 1] that define the Grassmann variety of the projective space $P^9(\mathbb{R})$. Clearly, the Lagrange multipliers method can not be directly implemented as in case $G_2(\mathbb{R}^4)$. In this section, we present how the minimization problem

$$\min_{\bar{z}} \|\bar{x} - \bar{z}\| \text{ when } \bar{z} \in \bigwedge^2(\mathbb{R}^n) \text{ is a fixed 2-vector and } \bar{x} \text{ is decomposable}$$

(5.23)

is solved, via best decomposable approximation of multivectors methods, [Kar. & Lev. 9], where $\bar{z}$ is decomposed into a sum of decomposable 2-vectors.

5.3.1 The Prime Decomposition of 2-vectors and Least Distance in $\bigwedge^2(\mathbb{R}^n)$

In this section, we connect a 2-vector $\bar{z}$ with its corresponding skew-symmetric matrix, defined as $T_{\bar{z}}$. The spectral analysis of $T_{\bar{z}}$ will imply the best decomposable 2-vector of $\bar{z}$ which we will refer as the prime decomposition.
Definition 5.3.1. Let \( z \in \wedge^2(\mathbb{R}^n) \), \( y_1, y_2 \in \mathbb{R}^n \) and \( f(y_1, y_2) = \langle z, y_1 \wedge y_2 \rangle \) be a bilinear form, from \( \mathbb{R}^n \times \mathbb{R}^n \) to \( \mathbb{R} \) with respect to \( y_1, y_2 \). We define as \( T_z \in \mathbb{R}^{n \times n} \) the matrix representation of \( f \), i.e.,

\[
\langle z, y_1 \wedge y_2 \rangle = y_1^T \cdot T_z \cdot y_2
\]  

(5.24)

Next lemma connects the components of the 2-vector \( z \) with the entries of \( T_z \) where its skew-symmetry is implied.

Lemma 5.3.1. For every multivector \( z \in \wedge^2(\mathbb{R}^n) \), \( T_z \) is given by

\[
T_z = \begin{pmatrix}
0 & z_{12} & z_{13} & \cdots & z_{1n} \\
-z_{12} & 0 & z_{23} & \cdots & z_{2n} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
-z_{1,n-1} & \cdots & -z_{n-2,n-1} & 0 & z_{n-1,n} \\
-z_{1,n} & -z_{2,n} & \cdots & -z_{n-1,n} & 0
\end{pmatrix}
\]  

(5.25)

Proof. If \( \{e_i \wedge e_j\}_{1 \leq i < j \leq n} \) an orthonormal basis of \( \wedge^2(\mathbb{R}^n) \) then we have that \( z = \sum_{1 \leq i < j \leq n} z_{ij} e_i \wedge e_j \), where \( z_{ij} \) are the components of \( z \) known as Plücker coordinates, [Hod. & Ped. 1]. Therefore,

\[
f(e_i; e_j) = \langle z, e_i \wedge e_j \rangle = z_{ij}, \quad f(e_j; e_i) = \langle z, e_j \wedge e_i \rangle = -z_{ij}
\]

and \( f(e_i; e_i) = 0 \). Hence, \( T_z \) readily follows. \( \square \)

Lemma 5.3.2. The eigenvalues of \( T_z \) are purely imaginary.

Proof. Let \( T_z \nu = \lambda \nu \), where \( \nu \) is an eigenvector of \( T_z \) and \( A^* \) denote the conjugate transpose of \( A \), i.e., \( A^* = A^t \). Then, since \( T_z \) is real and skew-symmetric, i.e., \( T_z^t = -T_z \), we have that

\[
T_z^\nu^* = \lambda^* \nu^* \Rightarrow (T_z^*)^t \nu = (\lambda^* \nu^*)^t \nu \Rightarrow \nu^* T_z^t \nu = \lambda^* (\nu^*)^t \nu \Rightarrow \\
(\nu^*)^t (-T_z) \nu = \lambda^* (\nu^*)^t \nu \Rightarrow \\
(\nu^*)^t (-\lambda) \nu = \lambda^* (\nu^*)^t \nu \Rightarrow \\
-\lambda \| \nu \|^2 = \lambda^* \| \nu \|^2 \Rightarrow \\
-\lambda = \lambda^*
\]

\( \square \)

Remark 5.3.1. Lemma 5.3.2 and standard spectral analysis methods for skew-symmetric matrices, [Bel. 1], [Gan. 1], imply that \( T_z \) has \( k := \lceil n/2 \rceil \) imaginary eigenvalues, i.e., \( \pm i \sigma_1, \ldots, \pm i \sigma_k \) with \( \sigma_k \geq \sigma_{k-1} \geq \cdots \geq \sigma_1 \geq 0 \), corresponding to the complex eigenvectors \( e_{2k} \pm i e_{2k-1}, \ldots, e_2 \pm i e_1 \) when \( n = 2k \) and \( 0, \pm i \sigma_1, \ldots, \pm i \sigma_k, e_{2k+1}, e_{2k} \pm i e_{2k-1}, \ldots, e_2 \pm i e_1 \) when \( n \) is odd, where \( \{e_j\}_{j=1}^{2k}, \{0, e_j\}_{j=1}^{2k+1} \) are orthonormal basis for \( \mathbb{R}^n \) when \( n = 2k \), \( n = 2k + 1 \), respectively.
For the rest of this thesis, $\sigma_i$ - whenever they are used - they will denote the imaginary parts of the eigenvalues of $T_\tilde{z}$ and $\epsilon_i$ the corresponding vectors obtained by the eigenvectors of $T_\tilde{z}$. Using the above results and Remark 5.3.1, the following proposition is obtained.

**Proposition 5.3.1.** Any $\tilde{z} \in \bigwedge^2(\mathbb{R}^n)$ is decomposed as:

$$\tilde{z} = \sigma_k \bar{x}_k + \sigma_{k-1} \bar{x}_{k-1} + ... + \sigma_1 \bar{x}_1$$

(5.26)

where $\bar{x}_k := e_{2k} \wedge e_{2k-1}, ..., \bar{x}_1 := e_2 \wedge e_1$.

*Proof.* Following [Gan. 1], $T_\tilde{z}$ is written as

$$[e_{2k}, e_{2k-1}, ..., e_2, e_1] \cdot \begin{bmatrix} 0 & \sigma_k & 0 & \cdots & 0 & 0 \\ -\sigma_k & 0 & 0 & \cdots & 0 & 0 \\ 0 & 0 & 0 & \sigma_{k-1} & \cdots & 0 \\ 0 & 0 & -\sigma_{k-1} & 0 & \cdots & 0 \\ \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & 0 & \cdots & \sigma_1 \\ 0 & 0 & 0 & 0 & \cdots & -\sigma_1 \\ \end{bmatrix} \cdot \begin{bmatrix} e_{2k}^t \\ e_{2k-1}^t \\ \vdots \\ e_2^t \\ e_1^t \\ \end{bmatrix}$$

if $n = 2k$, or

$$[e_{2k+1}, e_{2k}, ..., e_2, e_1] \cdot \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & \cdots & 0 & 0 \\ 0 & 0 & \sigma_k & 0 & 0 & \cdots & 0 & 0 \\ 0 & -\sigma_k & 0 & 0 & 0 & \cdots & 0 & 0 \\ 0 & 0 & 0 & 0 & \sigma_{k-1} & 0 & \cdots & 0 \\ 0 & 0 & 0 & -\sigma_{k-1} & 0 & \cdots & 0 & 0 \\ \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\ 0 & 0 & 0 & 0 & 0 & \cdots & \sigma_1 \\ 0 & 0 & 0 & 0 & 0 & \cdots & -\sigma_1 & 0 \\ \end{bmatrix} \cdot \begin{bmatrix} e_{2k+1}^t \\ e_{2k}^t \\ \vdots \\ e_2^t \\ e_1^t \\ \end{bmatrix}$$

if $n = 2k + 1$. When $n = 2k$, we obtain:

$$T_\tilde{z} = \sigma_k (e_{2k}^t e_{2k-1} - e_{2k-1}^t e_{2k}) + ... + \sigma_1 (e_2^t e_1 - e_1^t e_2) = \sigma_k T_{e_{2k} \wedge e_{2k-1}} + ... + \sigma_1 T_{e_2 \wedge e_1}$$

Hence, $\tilde{z} = \sigma_k \bar{x}_k + \sigma_{k-1} \bar{x}_{k-1} + ... + \sigma_1 \bar{x}_1$. The proof is similar for the extra zero eigenvalue, when $n = 2k + 1$. \[\square\]

The decomposition defined by (5.26) will be referred as the prime decomposition of $\tilde{z}$. Clearly, with some simple alternations it may be considered as the standard SVD for the $\bigwedge^2(\mathbb{R}^n)$ case. Other interesting forms of multivector-tensor decompositions may be found in, [Del. 1], [Yok. 1], [Kol. & Bad. 3] and the references therein. We may now give a proof of the decomposability condition $z \wedge \tilde{z} = 0$ based on the prime decomposition.
Proposition 5.3.2. Any 2-vector \( z \) is decomposable if and only if \( z \wedge z = 0 \in \wedge^4(\mathbb{R}^n) \).

Proof. (\( \Rightarrow \)) If \( z \) is decomposable then \( z = a \wedge b, \ a, b \in \mathbb{R}^n \). Hence, \( z \wedge z = a \wedge b \wedge a \wedge b = 0 \).

(\( \Leftarrow \)) If \( z \wedge z = 0 \), then from the prime decomposition we have that \( \sigma_i \sigma_j = 0 \), for all \((i, j), j > i \) pairs. This means that \( k - 1 \) the number \( \sigma_i \) have to be zero. Due to \( 0 \leq \sigma_1 \leq \sigma_2 \leq \ldots \leq \sigma_k \), we have that \( \sigma_1, \ldots, \sigma_{k-1} = 0 \). Therefore, \( z = \sigma_k \cdot x_k \).

\( \square \)

The solution of the minimization problem defined by (5.2.1) is considered next.

Theorem 5.3.1. Let \( x \in \wedge^2(\mathbb{R}^n) \) be decomposable and \( z \in \wedge^2(\mathbb{R}^n) \). Then the best decomposable approximation of \( z \) is \( \hat{z} = \sigma_k x_k \) and

\[
\|z - \hat{z}\| = \sqrt{\sigma_{k-1}^2 + \sigma_{k-2}^2 + \ldots + \sigma_1^2} \quad (5.27)
\]

Proof. Let \( D_{\wedge^2(\mathbb{R}^n)} \) denote the subsets of decomposable vectors in \( \wedge^2(\mathbb{R}^n) \) and \( \bar{x} \in D_{\wedge^2(\mathbb{R}^n)} \). Then,

\[
\min_{\bar{x} \in D_{\wedge^2(\mathbb{R}^n)}} \| \bar{x} - x \|^2 = \min_{\bar{x} \in D_{\wedge^2(\mathbb{R}^n)}} \{ \| \bar{x} \|^2 + \| x \|^2 - 2 \langle \bar{x}, x \rangle \} \quad (5.28)
\]

Thus (5.28) is minimized at \( x_1 = \langle \bar{z}, x \rangle / \| x \|^2 \) for some decomposable vector \( \bar{x} \). Hence,

\[
\min_{\bar{x} \in D_{\wedge^2(\mathbb{R}^n)}} \| \bar{x} - x \|^2 = \min_{\bar{x} \in D_{\wedge^2(\mathbb{R}^n)}, \| x \|=1} \{ \| \bar{x} \|^2 - \langle \bar{z}, x \rangle^2 \} = \| \bar{z} \|^2 - \max_{\bar{x} \in D_{\wedge^2(\mathbb{R}^n)}, \| \bar{x} \|=1} \langle \bar{z}, \bar{x} \rangle^2
\]

We are therefore aiming to maximize \( \langle \bar{z}, x \rangle \) when \( x = y_1 \wedge y_2 \) where \( y_1, y_2 \) are orthonormal. Thus,

\[
\max_{y_1, y_2} \langle \bar{z}, y_1 \wedge y_2 \rangle = \max_{\| y_1 \|=1} \langle y_1^T T_\bar{z}, y_2 \rangle = \max_{\| y_1 \|=1} \left( y_1^T T_\bar{z}, \| y_1^T T_\bar{z} \| \right) = \sigma_k
\]

Thus, (5.28) implies

\[
\| x - \hat{z} \|^2 \geq \sigma_k^2 + \sigma_{k-1}^2 + \ldots + \sigma_1^2 + \| x \|^2 - 2 \sigma_k \cdot \| x \| \geq \sigma_{k-1}^2 + \sigma_{k-2}^2 + \ldots + \sigma_1^2 + (\sigma_k - \| x \|)^2 \geq \sigma_{k-1}^2 + \sigma_{k-2}^2 + \ldots + \sigma_1^2
\]
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Hence, $\hat{z} = \sigma_k \mathcal{x}_k$ realizes the least distance from all decomposable multivectors, which is
\[
\| \hat{z} - \hat{z} \| = \sqrt{\sigma_{k-1}^2 + \sigma_{k-2}^2 + \ldots + \sigma_1^2}
\] (5.29)

**Corollary 5.3.1.** *(Properties of the Prime Decomposition)* Let $z \in \wedge^2(\mathbb{R}^n)$ and let us denote
\[
\frac{z \wedge z \wedge \cdots \wedge z}{k-\text{factors}} \equiv z^{\wedge k}
\] (5.30)

1) If $\sigma_1, \sigma_2, \ldots, \sigma_k$ are the imaginary parts of the eigenvalues of $T_z$, then
\[
\hat{z} = \sum_{i=1}^{k} \sigma_i \mathcal{x}_i, \quad \hat{z} \wedge z = 2! \sum_{j>i} \sigma_i \sigma_j \mathcal{x}_i \wedge \mathcal{x}_j, \ldots
\] (5.31)
\[
\hat{z}^{\wedge \mu} = \mu! \sum_{1 \leq i_1 < \ldots < i_\mu \leq k} \sigma_{i_1} \sigma_{i_2} \ldots \sigma_{i_\mu} \mathcal{x}_{i_1} \wedge \mathcal{x}_{i_2} \wedge \ldots \wedge \mathcal{x}_{i_\mu}, \quad 2 \leq \mu \leq k, \ldots
\] (5.32)
\[
\hat{z}^{\wedge k} = k! \sigma_1 \sigma_2 \ldots \sigma_k \mathcal{x}_1 \wedge \mathcal{x}_2 \wedge \ldots \wedge \mathcal{x}_k
\] (5.33)

2) The characteristic polynomial of $T_{\hat{z}}$ is given by
\[
\varphi(\lambda) = \begin{cases} 
\lambda^n + \| \hat{z} \|^2 \lambda^{n-2} + \frac{\| \hat{z} \wedge \hat{z} \|^2}{(2!)^2} \lambda^{n-4} + \ldots \frac{\| \hat{z}^{\wedge k} \|^2}{(k!)^2}, & n = 2k \\
\lambda^n + \| \hat{z} \|^2 \lambda^{n-2} + \frac{\| \hat{z} \wedge \hat{z} \|^2}{(2!)^2} \lambda^{n-4} + \ldots \frac{\| \hat{z}^{\wedge k} \|^2}{(k!)^2} \lambda, & n = 2k + 1 
\end{cases}
\] (5.34)

**Proof.**

1) For $k=2$ and with the use of the prime decomposition we have that
\[
\hat{z} \wedge z = \left( \sum_{i=1}^{k} \sigma_i \mathcal{x}_i \right) \wedge \left( \sum_{i=1}^{k} \sigma_i \mathcal{x}_i \right) = \\
= \sigma_k \sigma_{k-1} \mathcal{x}_k \wedge \mathcal{x}_{k-1} + \ldots + \sigma_k \sigma_1 \mathcal{x}_k \wedge \mathcal{x}_1 + \\
+ \sigma_{k-1} \sigma_{k-2} \mathcal{x}_{k-1} \wedge \mathcal{x}_{k-2} + \ldots + \sigma_{k-1} \sigma_1 \mathcal{x}_{k-1} \wedge \mathcal{x}_1 + \\
+ \sigma_{k-2} \sigma_k \mathcal{x}_{k-2} \wedge \mathcal{x}_k + \ldots + \sigma_{k-2} \sigma_2 \mathcal{x}_{k-2} \wedge \mathcal{x}_2 + \\
+ \sigma_{k-1} \sigma_2 \mathcal{x}_{k-1} \wedge \mathcal{x}_2 + \ldots + \sigma_{k-1} \sigma_2 \mathcal{x}_{k-1} \wedge \mathcal{x}_2 + \\
+ \sigma_1 \sigma_k \mathcal{x}_1 \wedge \mathcal{x}_k + \ldots + \sigma_1 \sigma_2 \mathcal{x}_1 \wedge \mathcal{x}_2 + \\
= 2! \sum_{j>i} \sigma_i \sigma_j \mathcal{x}_i \wedge \mathcal{x}_j
\]

Suppose that (5.32) holds true. Then
\[
\hat{z}^{\wedge (\mu+1)} = \hat{z}^{\wedge \mu} \wedge z = \left( \mu! \sum_{1 \leq i_1 < \ldots < i_\mu \leq k} \sigma_{i_1} \sigma_{i_2} \ldots \sigma_{i_\mu} \mathcal{x}_{i_1} \wedge \mathcal{x}_{i_2} \wedge \ldots \wedge \mathcal{x}_{i_\mu} \right) \wedge \sum_{i=1}^{k} \sigma_i \mathcal{x}_i =
\]
\[(\mu + 1)\mu! \sum_{1 \leq i_1 < \ldots < i_{\mu+1} \leq k} \sigma_{i_1} \sigma_{i_2} \ldots \sigma_{i_{\mu+1}} x_{i_1} \wedge x_{i_2} \wedge \ldots \wedge x_{i_{\mu+1}}\]

which proves the result.

2) If \(n = 2k\), from the spectral decomposition of \(T_z\) we have that
\[
\varphi(\lambda) = (\lambda^2 + \sigma_1^2)(\lambda^2 + \sigma_2^2) \cdots (\lambda^2 + \sigma_k^2) = \\
= \lambda^n + (\sigma_1^2 + \cdots + \sigma_k^2)\lambda^{n-1} + \cdots + (\sigma_1^2 \cdots \sigma_k^2)
\]

Similarly, if \(n\) is odd:
\[
\varphi(\lambda) = (\lambda^2 + \sigma_1^2)(\lambda^2 + \sigma_2^2) \cdots (\lambda^2 + \sigma_k^2)\lambda = \\
= \lambda^n + (\sigma_1^2 + \cdots + \sigma_k^2)\lambda^{n-1} + \cdots + (\sigma_1^2 \cdots \sigma_k^2)\lambda
\]

The result now follows, due to the equations (5.31)-(5.33).

\(\square\)

Corollary 5.3.1 implies a very important result; the optimization problem (5.23) is directly solved via the components of the given 2-vector \(z\) only implying the minimizer of (5.23) without applying any algorithmic procedures that usually follow this kind of manifold constrained optimization problems, [Abs., etc. 1], [Abs., etc. 2], [Bas., etc. 1].

**Example 5.3.1.** Let \(z = (2, -8, 1, 5, 0, 11, -3, 7, -1, 6)^t \in \mathbb{R}^{10}\). The skew-symmetric matrix \(T_z\) for this vector is
\[
T_z = \begin{pmatrix}
0 & 2 & -8 & 1 & 5 \\
-2 & 0 & 0 & 11 & -3 \\
8 & 0 & 0 & 7 & -1 \\
-1 & -11 & -7 & 0 & 6 \\
-5 & 3 & 1 & -6 & 0
\end{pmatrix}
\]

The spectral decomposition canonical of \(T_z\) implies that
\[
\tau = (-0.0785093, 0.094211, 0.549565, 0.204124, 0.800795)^t,
\]
\[
b_1 = (0.395816, -0.0925693, -0.0410099, 0.900056, -0.151586)^t,
\]
\[
b_2 = (-0.0182749, -0.613107, -0.616617, 0.493507)^t,
\]
\[
a_1 = (0.236471, 0.760887, -0.527125, 0.29542)^t,
\]
\[
a_2 = (-0.883693, 0.166455, -0.195497, 0.38501, -0.0701948)^t.
\]

and \(\sigma_2 = 8.16558, \sigma_4 = 15.5988\). Therefore,
\[
\sigma_2 \cdot a_1 \wedge a_2 = (5.81187, -4.18115, 0.743424, 1.99617, -0.49817, 2.3921, -0.83766, -1.65719, 0.77373, -0.928749)^t
\]
and
\[
\sigma_1 \cdot b_1 \wedge b_2 = (-3.81187, -3.81885, 0.256576, 3.00383, 0.49817, \\
8.6079, -2.16234, 8.65719, -1.77373, 6.92875)^t
\]

Hence,
\[
\sigma_2 \cdot a_1 \wedge a_2 + \sigma_4 \cdot b_1 \wedge b_2 = (2, -8, 1, 5, 0, 11, -3, 7, -1, 6)^t = \bar{z}
\]
as we were expecting from the prime decomposition of \(\bar{z}\). Also,
\[
\bar{x} = \sigma_4 \cdot b_1 \wedge b_2
\]
is the best decomposable approximation of \(\bar{z}\) and
\[
\|\bar{x} - \bar{z}\| = \|(5.81187, -4.18115, 0.743424, 1.99617, -0.49817, 2.3921, \\
-0.83766, -1.65719, 0.77373, -0.928749)\| = 8.16558 = \sigma_2
\]
which is the least distance of \(\bar{z}\) from the set of all decomposable vectors.

5.3.2 Approximation in \(\bigwedge^{n-2}(\mathbb{R}^n)\)

The results of the previous section may now be extended to the dual case. In fact, the previous results imply calculations over \(G_{n-2}(\mathbb{R}^n)\) and rely on the Hodge \(\star\)-operator, [Jost. 1], [Mar. 1]. This operator was firstly defined in order to generalize the notion of the Laplacian on Riemannian manifolds.

**Definition 5.3.2.** The Hodge \(\star\)-operator, for any positively oriented orthonormal basis of an \(n\)-dimensional vector space \(V\) is
\[
\star : \bigwedge^m(V) \to \bigwedge^{n-m}(V)
\]
such that
\[
(a \wedge b)^* = \langle a, b \rangle \omega
\]
where \(a, b \in \bigwedge^m(V)\), \(\omega \in \bigwedge^n(V)\) and \(m \leq n\).

We first consider some background results, [Jost. 1], [Mar. 1].

**Lemma 5.3.3.** The Hodge \(\star\)-operator is linear, one to one, onto and an isometry.

**Lemma 5.3.4.** Let \(D_{\bigwedge^2(\mathbb{R}^n)}\), \(D_{\bigwedge^{n-2}(\mathbb{R}^n)}\) denote the subsets of decomposable vectors in \(\bigwedge^2(\mathbb{R}^n)\), \(\bigwedge^{n-2}(\mathbb{R}^n)\) respectively. Then \(\star : D_{\bigwedge^2(\mathbb{R}^n)} \to D_{\bigwedge^{n-2}(\mathbb{R}^n)}\) is also one to one and onto.
Next we use conjugacy in general vector spaces to study the minimization problem for $G_{n-2}(\mathbb{R}^n)$.

**Proposition 5.3.3.** Let $\mathcal{U}$, $\mathcal{V}$ be two finite dimensional vector spaces and $T : \mathcal{U} \to \mathcal{V}$ a linear, “1-1”, onto isometry. If $\mathcal{U}_1$, $\mathcal{V}_1$ are two isometric subsets of $\mathcal{U}$, $\mathcal{V}$ respectively through $T$ and

$$f(u) := \arg \min_{\xi_t \in \mathcal{U}_1} \|u - \xi_t\|, \quad g(u) := \arg \min_{\xi_t \in \mathcal{V}_1} \|u - \xi_t\| \quad (5.37)$$

then

$$f(u) = T^{-1}(g(T(u))) \quad (5.38)$$

**Proof.** Following the standard properties of operators and duality in Banach spaces, [Roc. 1], we have that

$$f(u) = \arg \min_{\xi_t \in \mathcal{U}_1} \|T(u) - T(u_1)\| = T^{-1}\left(\arg \min_{T(\xi_t) \in \mathcal{V}_1} \|T(u) - T(u_1)\|\right) =$$

$$= T^{-1}(\arg \min_{\xi_t \in \mathcal{V}_1} \|T(u) - \xi_t\|) = T^{-1}(g(T(u))) \quad \square$$

The above result may be described by the commutative diagram:

$$\begin{array}{c}
\mathcal{U} \\
\downarrow f \\
\mathcal{U}_1 \\
\downarrow T \\
\mathcal{V} \\
\downarrow g \\
\mathcal{V}_1
\end{array}$$

In our case, $\mathcal{U}$, $\mathcal{V}$ are represented by $\bigwedge^2(\mathbb{R}^n)$, $\bigwedge^{n-2}(\mathbb{R}^n)$ and $\mathcal{U}_1$, $\mathcal{V}_1$ by $D_{\bigwedge^2(\mathbb{R}^n)}$ and $D_{\bigwedge^{n-2}(\mathbb{R}^n)}$, respectively. Then the diagram above, shows how the minima for $D_{\bigwedge^{n-2}(\mathbb{R}^n)}$ and $D_{\bigwedge^2(\mathbb{R}^n)}$ in Proposition 5.3.3 may be derived from each other.

Hence, if $T \equiv \star$ the following result is established.

**Corollary 5.3.2.** For every $\mathbf{z} \in \bigwedge^{n-2}(\mathbb{R}^n)$ the following equality holds:

$$\min_{\mathbf{a}_1, \ldots, \mathbf{a}_{n-2} \in \mathbb{R}^n} \|\mathbf{z} - \mathbf{a}_1 \wedge \ldots \wedge \mathbf{a}_{n-2}\| = \min_{\mathbf{b}_1, \mathbf{b}_2 \in \mathbb{R}^n} \|\mathbf{z}^* - \mathbf{b}_1 \wedge \mathbf{b}_2\| \quad (5.39)$$

The above may be illustrated by the following example:

**Example 5.3.2.** Let $\mathbf{z} = (6, 1, 7, -3, -11, 0, -5, 1, 8, 2)^t \in \bigwedge^3(\mathbb{R}^5) \simeq \mathbb{R}^{10}$. Then $\mathbf{z}^* = (2, -8, 1, 5, 0, 11, -3, 7, -1, 6)^t \in \bigwedge^2(\mathbb{R}^5) \simeq \mathbb{R}^{10}$. Hence,

$$T_{\mathbf{z}^*} = \begin{pmatrix}
0 & 2 & -8 & 1 & 5 \\
-2 & 0 & 0 & 11 & -3 \\
8 & 0 & 0 & 7 & -1 \\
-1 & -11 & -7 & 0 & 6 \\
-5 & 3 & 1 & -6 & 0
\end{pmatrix}$$
From the canonical form of $T \bar{z}^\star$, we have

$$\bar{z} = (-0.0785093, 0.094211, 0.549565, 0.204124, 0.800795)^t,$$
$$\bar{b}_1 = (0.395816, -0.0925693, -0.0410099, 0.900056, -0.151586)^t,$$
$$\bar{b}_2 = (-0.0182749, -0.613107, -0.616617, 0, 0.493507)^t,$$
$$a_1 = (0.236471, 0.760887, -0.527125, 0, 0.29542)^t,$$
$$a_2 = (-0.883693, 0.166455, -0.195497, 0.38501, -0.0701948)^t$$

and $\sigma_2 = 8.16558, \sigma_4 = 15.5988$. Therefore,

$$\sigma_2 \cdot a_1 \wedge a_2 = (5.81187, -4.18115, 0.7434242, 1.99617, -0.49817, 2.3921, -0.83766, -1.65719, 0.77373, -0.928749)^t$$

and

$$\sigma_4 \cdot \bar{b}_1 \wedge \bar{b}_2 = (-3.81187, -3.81885, 0.256576, 3.00383, 0.49817, 8.6079, -2.16234, 8.65719, -1.77373, 6.92875)^t$$

Hence,

$$\sigma_2 \cdot a_1 \wedge a_2 + \sigma_4 \cdot \bar{b}_1 \wedge \bar{b}_2 = (2, -8, 1, 5, 0, 11, -3, 7, -1, 6)^t = \bar{z}^\star$$

and $\bar{z} = \sigma_4 \cdot \bar{b}_1 \wedge \bar{b}_2$ is the best decomposable approximation of $z^\star$. Thus

$$(\sigma_4 \cdot \bar{b}_1 \wedge \bar{b}_2)^* = \sigma_4 \cdot a_1 \wedge a_2 \wedge \bar{z} = (6.92874, 1.77373, 8.65719, -2.16234, -8.60789, 0.498171, -3.00383, 0.256576, 3.81885, -3.81187)^t$$

is the best decomposable approximation of $\bar{z}$.

Next we present an alternative way for the calculation of the best decomposable approximation of a 2-vector via the Grassmann matrix, [Kar. & Gia. 6], [Kar. & Lev. 9].

### 5.3.3 Best approximation and the Grassmann Matrix

As we have proved, optimization problem (5.23) is closely connected to the calculation of $\sigma_k, \sigma_{k-1}, \ldots, \sigma_1$ which are the imaginary parts of the eigenvalues of the skew symmetric matrix $T \bar{z}$. In order to achieve their calculation, we implemented the spectral analysis of $T \bar{z}$ which in this case leads to two Jordan-blocks matrices. In this section we present a new way that simplifies significantly the calculations of $\sigma_k, \sigma_{k-1}, \ldots, \sigma_1$, similar to the $\bigwedge^2(\mathbb{R}^4)$ case. Specifically, we prove that the least singular value of the Grassmann matrix coincides with the least distance from the set of all decomposable vectors. Furthermore, we prove that the Grassmann matrices constitute a wider category than the skew-symmetric matrices, since $T \bar{z}$ is a special form of a Grassmann matrix. First, we give an equivalent definition of the Grassmann matrix.
**Definition 5.3.3.** For every \( z \in \mathbb{R}^n, y \in \mathbb{R}^m \) where \( n > m, n, m \in \mathbb{N} \), the matrix \( \Phi_z \in \mathbb{R}^{n \times m} \) such that

\[
\Phi_z \cdot y = z \wedge y
\]

is called the Grassmann matrix of \( z \).

Now, we will calculate the singular values of \( \Phi_z \).

From Definition 5.3.3 we have that

\[
\| \Phi_z \cdot y \| = \| z \wedge y \| \quad (5.41)
\]

Now,

\[
\| (z \wedge y) \|^2 = \| (\sigma_k b_1 \wedge b_2 + \ldots + \sigma_1 w_1 \wedge w_2) \wedge (y_1 b_1 + \ldots + y_n w_2) \|^2 =
\]

\[
= \sigma_k^2 (y_3^2 + y_4^2 + \ldots + y_n^2) + \sigma_{k-1}^2 (y_1^2 + y_5^2 + \ldots + y_n^2) + \ldots + \sigma_1^2 (y_1^2 + y_3^2 + \ldots + y_{n-2}^2) =
\]

\[
= y_1^2 (\sigma_{k-1}^2 + \sigma_{k-2}^2 + \ldots + \sigma_1^2) + y_2^2 (\sigma_k^2 + \sigma_{k-2}^2 + \ldots + \sigma_1^2) + \ldots + y_n^2 (\sigma_k^2 + \sigma_{k-1}^2 + \ldots + \sigma_1^2)
\]

Therefore, if we set

\[
H_i := \sigma_k^2 + \sigma_{k-1}^2 + \ldots + \sigma_i^2 + \sigma_{i+1}^2 + \ldots + \sigma_1^2 \quad (5.42)
\]

where this sum denotes that the i-entry is missing, then the squared singular values of the Grassmann matrix are

\[
\| z \|^2, \ H_1, \ H_1, \ H_2, \ H_2, \ldots, \ H_k, \ H_k,
\]

if \( n = 2k + 1 \) or

\[
H_1, \ H_1, \ H_2, \ H_2, \ldots, \ H_k, \ H_k,
\]

if \( n = 2k \).

**Corollary 5.3.3.** The minimum singular value of the Grassmann matrix is \( \sqrt{H_k} \) which is equal to the least minimum distance from the set of all decomposable vectors. If \( H_k = 0 \) then the given multivector is decomposable and the distance is zero.

**Proof.** This is evident from the above calculations of the squared singular values \( H_i \). \( \square \)

**Example 5.3.3.** Let \( z = (2, -8, 1, 5, 0, 11, -3, 7, -1, 6) \) as in Example 5.3.1.
Then the Grassmann matrix for \( \mathbf{z} \) is

\[
\begin{pmatrix}
0 & 8 & 2 & 0 & 0 \\
11 & -1 & 0 & 2 & 0 \\
-3 & -5 & 0 & 0 & 2 \\
7 & 0 & -1 & -8 & 0 \\
-1 & 0 & -5 & 0 & -8 \\
6 & 0 & 0 & -5 & 1 \\
0 & 7 & -11 & 0 & 0 \\
0 & -1 & 3 & 0 & 0 \\
0 & 6 & 0 & 3 & 11 \\
0 & 0 & 6 & 1 & 7
\end{pmatrix}
\]

The Singular Value Decomposition for this matrix gives the following singular values

\[
\lambda_1 = 17.6068, \quad \lambda_2 = \lambda_3 = 8.16558, \quad \lambda_4 = \lambda_5 = 15.5988
\]

In deed, we observe that the smallest singular value is 8.16558 which coincides with \( \sigma_2 \) as we saw in Example 5.3.1.

**Remark 5.3.2.** The characteristic polynomial \( \varphi(\lambda) \) of \( \Phi^t \Phi \) may also be obtained if specific decomposable sets are given. If \( n=5 \) then

\[
\Phi = \begin{pmatrix}
a_{23} & -a_{13} & a_{12} & 0 & 0 \\
a_{24} & -a_{14} & 0 & a_{12} & 0 \\
a_{25} & -a_{15} & 0 & 0 & a_{12} \\
a_{34} & 0 & -a_{14} & a_{13} & 0 \\
a_{35} & 0 & -a_{15} & 0 & a_{13} \\
a_{45} & 0 & 0 & -a_{15} & a_{14} \\
0 & a_{34} & -a_{24} & a_{23} & 0 \\
0 & a_{35} & -a_{25} & 0 & a_{23} \\
0 & a_{45} & 0 & -a_{25} & a_{24} \\
0 & 0 & a_{45} & -a_{35} & a_{34}
\end{pmatrix}
\]

for \( \mathbf{z} = (z_1, z_2, \ldots, z_9, z_{10}) \equiv (a_{12}, a_{13}, a_{14}, a_{15}, a_{23}, a_{24}, a_{25}, a_{34}, a_{35}, a_{45}) \). Hence,

\[
\varphi(\lambda) = \det(\lambda I_5 - \Phi^t \Phi) = (\lambda - \|\mathbf{z}\|^2) \left[ (\lambda - \sigma_2^2)(\lambda - \sigma_4^2) \right]^2 = (\lambda - \|\mathbf{z}\|^2) \left[ \lambda^2 - (\sigma_2^2 + \sigma_4^2)\lambda + \sigma_2^2 \cdot \sigma_4^2 \right]^2
\]

Therefore, we have that

\[
\varphi(\lambda) = \left( \lambda^2 - \|\mathbf{z}\|^2 \cdot \lambda + \sum (QPR)^2 \right) \cdot (\lambda - \|\mathbf{z}\|^2)
\]

Next, we show how the skew - symmetric matrix \( \mathbf{T}_\mathbf{z} \) is related to the Grassmann matrix \( \Phi_\mathbf{z} \). We will see that actually \( \mathbf{T}_\mathbf{z} \) is a Grassmann matrix. This is a very important result, since the spectral analysis of \( \mathbf{T}_\mathbf{z} \) gives two forms of Jordan blocks matrices instead of one simpler matrix, such as \( \Phi_\mathbf{z} \). This can also be helpful in higher dimensions, since \( \mathbf{T}_\mathbf{z} \) acts as a tensor - making any calculations more complicated - while \( \Phi_\mathbf{z} \) is still a matrix.
Theorem 5.3.2. The skew-symmetric matrix \( T_{\bar{z}} \) has the form of a Grassmann matrix.

Proof. From Definition 5.3.3 we have that
\[
<\bar{z}, y_1 \wedge y_2> = y_1^t \cdot T_{\bar{z}} \cdot y_2 = <y_1^t \cdot T_{\bar{z}}, y_2>
\] (5.43)
But also,
\[
<\bar{z}, y_1 \wedge y_2> = (\bar{z}^* \wedge y_1 \wedge y_2)^* = <\bar{z}^* \wedge y_1, y_2>
\] (5.44)
Therefore,
\[
(\bar{z}^* \wedge y_1)^* = (y_1^t \cdot T_{\bar{z}})^t = -T_{\bar{z}} y_1
\] (5.45)
since \( T_{\bar{z}}^t = -T_{\bar{z}} \). Now, if \( \Phi_{\bar{z}}^1 \) is a Grassmann matrix such that \( \Phi_{\bar{z}}^1 \cdot y_1 = (\bar{z}^* \wedge y_1)^* \) then we have that
\[
-T_{\bar{z}} y_1 = \Phi_{\bar{z}}^1 y_1 \text{ or } T_{\bar{z}} = -\Phi_{\bar{z}}^1
\] (5.46)
which proves the result.

5.4 Optimization in the Projective Space

In this section, the minimization problem (5.23) is studied over the projective space \( \mathbb{P}(\mathbb{R})^{-1} \). The decomposability of 2-vectors in the subset \( D_{\wedge^2(\mathbb{R})} \) in \( \wedge^2(\mathbb{R}) \) will be now expressed by the Grassmann variety \( G_2(\mathbb{R}) \) (the Plücker embedding we saw in Chapter 3, allows the embedment in the projective space) and the distances \( || \cdot || \) will be computed via the natural metric of \( \mathbb{P}(\mathbb{R}) \), the gap metric \( \text{gap}(\cdot) \), [Wey. 1]. Then problem (5.23) will be formulated as \( \min_x g(\bar{z}(x), G_2(\mathbb{R})) \) if \( \bar{z} \) is fixed, where \( g \) is the gap function between a multivector and the Grassmann variety, implied by \( \text{gap}(\cdot) \). This section deals with the second optimization problem and the fixed case of the 2-vector (the general parameterized case \( \bar{z}(x) \) will be examined in Chapter 8) and we also present the basic forms that the gap metric may take, i.e., angle metric, chordal distance, etc.

5.4.1 The Gap Metric

The gap metric has its origin in projective geometry, [Wey. 1] as the natural metric for counting distances in a general projective space \( \mathbb{P}^n(F) \) and in functional analysis, [Kre. & Kras. 1] where it was used in the perturbation theory of linear operators. For control theory applications it is usually used as an appropriate tool for the study of uncertainty in feedback systems, [Sak. 1]. In our case, we will utilize the definitions and the unitary properties of the gap metric as introduced in [Wey. 1] for a real projective space, which are similar with the ones
regarding the Fubini study norm for complex projective spaces measurements, [Kob. & Mom. 1].

**Definition 5.4.1.** [Wey. 1] Let \( \mathbf{x}, \mathbf{z} \) be two “points” (representatives of the corresponding equivalent classes \( \text{span}\{\mathbf{x}\}, \text{span}\{\mathbf{z}\} \)) in \( \mathbb{P}(\mathbb{R})^{-1} \) and \( \mathcal{U} \) a plane in \( \mathbb{P}(\mathbb{R})^{-1} \), with \( \binom{n}{2} - 1 \) coordinates each. Then

i) The distance between \( \mathbf{x}, \mathbf{z} \) is given by

\[
\text{gap}(\mathbf{x}, \mathbf{z}) := \left( \frac{\sum_{i<j}^{n^2-1} |x_i z_j - x_j z_i|^2}{\sum_{i=1}^{n^2-1} |x_i|^2 \cdot \sum_{i=1}^{n^2-1} |z_i|^2} \right)^{1/2}
\]  
(5.47)

ii) The distance between \( \mathbf{x}, \mathcal{U} \) is given by

\[
\text{g}(\mathbf{x}, \mathcal{U}) := \left( \frac{\sum_{i=1}^{n^2-1} |x_i u_i|^2}{\sum_{i=1}^{n^2-1} |x_i|^2 \cdot \sum_{i=1}^{n^2-1} |u_i|^2} \right)^{1/2}
\]  
(5.48)

Equivalently therefore we have the following definition.

**Definition 5.4.2.** The gap metric \( \text{gap} \) between any lines \( \text{span}\{\mathbf{x}\}, \text{span}\{\mathbf{z}\} \) in the projective space is given by

\[
\text{gap}(\mathbf{x}, \mathbf{z}) = |\sin(\hat{x}, \hat{z})| = \min_\lambda \left\| \frac{\mathbf{z}}{\|\mathbf{z}\|} - \frac{\mathbf{x}}{\|\mathbf{x}\|} \cdot \lambda \right\|
\]  
(5.49)

**Remark 5.4.1.** The fact that \( \text{gap} \) is a metric function is evident, since

a) \( \text{gap}(\mathbf{x}_1, \mathbf{x}_2) \geq 0 \), where the equality holds for \( \mathbf{x}_1 = \mathbf{x}_2 \)

b) \( \text{gap}(\mathbf{x}_1, \mathbf{x}_2) = \text{gap}(\mathbf{x}_2, \mathbf{x}_1) \)

c) \( (\mathbf{x}_1; \mathbf{x}_2) \leq (\mathbf{x}_1; \mathbf{x}_3) + (\mathbf{x}_3; \mathbf{x}_2) \)

The main tool for distance calculations in this thesis, as we have already mentioned, would be the gap metric and the distance function \( \text{g} \) between a point and the Grassmann variety. In the rest of this section, we examine the special forms that the gap metric may take. First, we examine the case where the gap is restrained in \( G_m(\mathbb{R}^n) \). In this case, it is usually referred as the angle metric which is defined via the Grassmann representatives, [Gia. 1], [Kar. & Gia. 5], [Kar. & Lev. 10], we saw in Chapter 3.

**Definition 5.4.3.** [Gia. 1], [Kar. & Gia. 5] Let \( \mathcal{V} \) be an \( n \)-dimensional vector space over \( \mathbb{R} \) and \( \mathbf{x} = (x_0, ..., x_p) \in \Lambda^m(\mathcal{V}), p = \binom{n}{m} - 1 \) a Grassmann representative.
i) The decomposable multivector \( \tilde{x} \) given by

\[
\tilde{x} = \begin{cases} 
\frac{|x_p|}{\|x\|}, & x_p \neq 0 \\
\frac{|x_i|}{\|x\|}, & x_p = 0 
\end{cases}
\]

(5.50)

where \( x_i \) is the first non-zero coordinate of \( x \), is called the normal Grassmann representative of \( G_m(V) \).

ii) The angle between two \( m \)-dimensional subspaces \( V_1, V_2 \) of \( V \) is defined as

\[
\langle V_1, V_2 \rangle = \arccos \left| (\tilde{x}_1, \tilde{x}_2) \right| 
\]

(5.51)

and it is a metric for the Grassmann manifold.

Remark 5.4.2. It can be shown, [Gia. 1], that the normal Grassmann representative \( \tilde{x} \) is unique with \( \|\tilde{x}\| = 1 \), where \( \|\cdot\| \) is the Euclidean norm. Thus, all normal Grassmann representatives belong to the unit sphere in \( \wedge^m(V) \) and more precisely, to the upper hemisphere and half of the equator of the unit sphere.

Next metric is the standard metric for computations on the Grassmann variety.

Definition 5.4.4. [Lu. 1] Let \( A_1, A_2 \) be basis matrices of \( V_1, V_2 \in G_{n,m} \). Then, the function \( \ell \) define as

\[
\ell(V_1, V_2) = \arccos \left( \det \left( X_1X_2^tX_2X_1^t \right) \right)^{1/2}
\]

(5.52)

is a metric on \( G_{n,m} \), where \( X_1 = (A_1^tA_1)^{-1/2}A_1^t \), \( X_2 = (A_2^tA_2)^{-1/2}A_2^t \).

In [Gia. 1] is was proved that the angle metric and \( \ell \) are equal. We prove the same for the gap metric gap, as well.

Proposition 5.4.1. The gap metric gap is also a metric on \( G_{n,m} \) with

\[
gap(x_1, x_2) = \det \left( X_1X_2^tX_2X_1^t \right)
\]

(5.53)

where \( X_i, i = 1, 2 \) as mentioned in Definition 5.4.4.

Proof. Due to the Cauchy-Binet theorem, we have that

\[
\det \left( X_1X_2^tX_2X_1^t \right) = C_m(X_1)C_m(X_2)^tC_m(X_2)C_m(X_1)^t
\]

(5.54)

By the definitions of \( X_1, X_2 \) we have that

\[
C_m(X_1) = \frac{x_1^t}{\|x_1\|}, \quad C_m(X_2) = \frac{x_2^t}{\|x_2\|}
\]
where \( x_1 = C_m(A_1), x_2 = C_m(A_2) \). Therefore,

\[
\text{gap}(x_1, x_2) = \sin (V_1, V_2)
\]

(5.55)

and

\[
\ell(V_1, V_2) = \arccos \left| \left( \tilde{x}_1, \tilde{x}_2 \right) \right|, \quad \tilde{x}_1 := \frac{x_1}{\|x_1\|}, \quad \tilde{x}_2 := \frac{x_2}{\|x_2\|}
\]

(5.56)

and the result follows due to (5.55).

\[\square\]

**Remark 5.4.3.** It has been proved, [Sak. 1], that if the previous distance is considered as the gap between the graphs \( G(\cdot) \) of the closed operators \( K_1, K_2 \) of two systems, when these are viewed as closed subspaces of the Hilbert space \( H \times H \), then

\[
\text{gap} (G(K_1), G(K_2)) = \sup_{u \in D(K_1)} \inf_{v \in D(K_2)} \frac{\|u - v\|}{\|K_1u - K_2v\|} \left( \|u\|^2 + \|K_1u\|^2 \right)^{1/2}
\]

(5.57)

where \( D(\cdot) \) is the domain of the respective operator. Therefore, (5.49) and (5.57) are equivalent expressions of the gap metric.

A second approach of the gap occurs when the angles between \( m \)-planes in an \( n \)-dimensional vector space \( V \) are calculated instead of lines or subspaces. Then the notions of the gap metric for the projective space and the \( \ell \) metric for \( G_{n,m} \) are generalized into the so-called chordal distance which is met in the study of geodesics in the Grassmann manifold, [Wong. 1].

**Definition 5.4.5.** [Wong. 1] Let \( V \) an \( n \)-dimensional vector space over a field \( \mathcal{F} \).

i) An \( m \)-plane is \( m \)-dimensional subset of \( V \) which does not need to pass through the origin. If \( m = n - 1 \), then the \( m \)-plane is called hyper plane.

ii) The angles \( \theta_i \) between two \( m \)-planes \( U_1, U_2 \) are the non-zero stationary val-
ues of the angle between the non-zero vectors \( u_i \) in \( U_1 \) and their orthogonal projection \( v_i \) onto \( U_2 \), respectively. The number of angles \( \theta_i \) between \( U_1 \) and \( U_2 \) is \( m \), of which at most \( r = \min(n, m) \) can be nonzero.

iii) The square root of the sum of the squares of the \( m \)-angles between two consecutive \( m \)-planes \( U_1, U_2 \), denoted as \( \text{Ch}(U_1, U_2) \), is called the Chordal distance and it is a metric on \( G_m(V) \).

In the following results we prove how the gap is connected to the metric \( \text{Ch} \).

**Lemma 5.4.1.** If \( \theta_i, \ i = 1, \ldots, m \) is the angle between the vectors \( u_i \in U_1, u_2 \in U_2 \) and \( \text{span}\{u_i\}, \text{span}\{v_i\} \), their respective lines, then

\[
\text{Ch}(U_1, U_2) = \sqrt{\text{gap}^2(u_1, v_1) + \text{gap}^2(u_2, v_2) + \cdots + \text{gap}^2(u_m, v_m)}
\]

(5.58)
Proof. This follows directly from Definitions 5.4.2 and 5.4.5. □

Remark 5.4.4. It can be proved, [Ko. & Le. 1], that when $m \leq n/2$ then,

$$Ch(U_1, U_2) = \frac{1}{2} \| AA^t - BB^t \|_F$$  \hspace{1cm} (5.59)

where $A, B$ matrices in $F^{n \times m}$ that generate $U_1, U_2$. The form (5.59) for the chordal distance is widely used in complex MIMO systems, [Ko. & Le. 1].

Remark 5.4.5. The chordal distance may be transformed into a suitable metric for $\mathbb{P}^n(\mathbb{C})$; if the stereographic projection of a complex number $u = a + bi$ to the sphere $x^2 + y^2 + (z - 1/2)^2 = 1/4$ implies the point $A(x, y, z)$, then, as shown in [Kal. 1],

$$x = \frac{a|u|}{2(1 + |u|^2)}, \quad y = \frac{b|u|}{2(1 + |u|^2)}, \quad z = \frac{|z|^2}{1 + |z|^2}$$  \hspace{1cm} (5.60)

Hence, if $s \equiv (x, y, z), s' \equiv (x', y', z')$ then

$$Ch(s, s') = |s - s'| \sqrt{(1 + |s|^2)(1 + |s'|^2)}, \quad Ch(s, \infty) = \frac{1}{\sqrt{1 + |s|^2}}$$  \hspace{1cm} (5.61)

Equation (5.60) is the main tool for the study of systems eigenvalue sensitivity under perturbations, [Stew. 1].

Remark 5.4.6. Other forms of the gap metric which are usually met in distance problems between two subspaces $\mathcal{V}_1$, $\mathcal{V}_2$ in a projective space are

i) $\text{gap}(Y_1, Y_2) = ||\vartheta||_2$ (arc length)

ii) $\text{gap}_{p2}(Y_1, Y_2) = ||\sin(\vartheta)||_2$ (projection $F$ -norm),

iii) $\text{gap}_{c2}(Y_1, Y_2) = 2||\sin(\frac{1}{2\theta})||_\infty$ (chordal norm),

iv) $\text{gap}_{cF}(Y_1, Y_2) = 2||\sin(\frac{1}{2\theta})||_2$ (chordal Frobenius-norm),

v) $\text{gap}_{p2}(Y_1, Y_2) = ||\sin(\vartheta)||_\infty$ (projection 2-norm) and

vi) $\text{gap}_{FS}(Y_1, Y_2) = \arccos(\prod_i \cos \theta_i)$ (Fubini-Study norm)

where $\theta_i, i = 1, \ldots, k$ are the principal angles between $\mathcal{V}_1, \mathcal{V}_2$, spanned by the columns of the $p \times k$ orthonormal matrices $Y_1, Y_2$ for some $0 < k \leq p$ and $\vartheta = (\theta_1, \ldots, \theta_2)$. Except the last case, all metrics consider the $|| \cdot ||_\infty, || \cdot ||_2$ norms, whereas the Fubini study norm is used for complex projective spaces [Kob. & Mom. 1]. More details on these metrics as well as other equivalent forms may be found in [Edel., etc. 1].
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5.4.2 Least Distance over $G_2(\mathbb{R}^n)$

Let $g$ denote the gap between a point and the Grassmann variety in the projective space $\mathbb{P}(\Re)(\Re)$ and $\text{gap}(.\cdot)$ the gap metric between two points in $\mathbb{P}(\Re)(\Re)$. Then problem (5.23) is interpreted as the derivation of the best decomposable approximation representative $\hat{x}$ of a given 2-vector representative $z$ for the respective equivalence classes. In the following, for notational simplicity, we identify $z \equiv \text{span}\{z\}$ and as we have already mentioned, we follow [Wey. 1] for the definitions of the gap metric between points, i.e., $\text{gap}(z, x) = |\sin(\hat{z}; x)|$ and the gap function $g$ between a point and a subspace of the projective space.

Theorem 5.4.1. The gap function $g$ between $z$ and $G_2(\mathbb{R}^n)$ is equal to

\[
g(z, G_2(\mathbb{R}^n)) = \frac{\sigma_{k-1}^2 + \sigma_{k-2}^2 + \ldots + \sigma_1^2}{\|z\|} \tag{5.62}
\]

Proof. From the definition of the gap between a point and a subspace in $\mathbb{P}(\Re)(\Re)$, [Wey. 1], we have that

\[
g(z, G_2(\mathbb{R}^n)) : = \min_{x \in G_2(\mathbb{R}^n)} \text{gap}(z, x) = \min_{x \in G_2(\mathbb{R}^n)} \sqrt{1 - \frac{\langle z, x \rangle^2}{\|x\|^2 \|z\|^2}} = \\
= \left(1 - \frac{1}{\|z\|^2} \max_{x \in G_2(\mathbb{R}^n)} \frac{\langle z, x \rangle^2}{\|x\|^2}\right)^{\frac{1}{2}} = \sqrt{1 - \frac{\sigma_k^2}{\|z\|^2}} = \\
= \frac{\sigma_{k-1}^2 + \sigma_{k-2}^2 + \ldots + \sigma_1^2}{\|z\|}
\]
due to Theorem 5.3.1.

Clearly, the minimization of $g$ and consequently the multilinear subproblem of DAP are equivalent to the maximization of the largest eigenvalue of $T_z$, since $g(z, G_2(\mathbb{R}^n)) = \sqrt{1 - \sigma_{\text{max}}^2/\|z\|^2}$. Note, that eigenvalue optimization problems of this form are very important in the field of matrix theory, [Gol. & Van. 2], [Horn. & Joh. 1], [Xia. 1] and in most cases they are usually addressed algorithmically, [Le. & Over. 1], [Sha. & Fa. 1]. Specifically it has been shown that the optimization of an eigenvalue of a symmetric matrix is strongly connected to the minimization of the sum of the eigenvalues of the matrix, [Le. & Over. 1] whereas in [Sha. & Fa. 1], first and second order conditions were given, regarding the existence of solutions of such eigenvalue optimization problems. These results have led to Overton’s algorithm, [Le. & Over. 1] which is an alternation of the standard Newton’s algorithm, constructed specifically for eigenvalue optimization problems. Some results concerning eigenvalue optimization for a general matrix $A$ may be found also in [Le. & Over. 1], but for a special structure of $A$. 
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A number of control theory problems addressed via the Overton’s algorithm may be found in [Boy., etc. 1]. Clearly now, Theorem 6.3.1 may be regarded as a new tool for closed-form solutions for the optimization of the largest eigenvalue of a skew-symmetric matrix.

**Theorem 5.4.2.** The maximum possible gap of a multi-vector \( z \in \wedge^2(\mathbb{R}^n) \) from \( G_2(\mathbb{R}^n) \) is equal to

\[
\max_z g(z, G_2(\mathbb{R}^n)) = \sqrt{1 - \frac{1}{k}} \tag{5.63}
\]

**Proof.** Using the result of Theorem 6.3.1 we have that

\[
g(z, G_2(\mathbb{R}^n)) = \frac{\sqrt{\sigma_{k-1}^2 + \sigma_{k-2}^2 + \ldots + \sigma_1^2}}{\sqrt{\sigma_k^2 + \sigma_{k-1}^2 + \sigma_{k-2}^2 + \ldots + \sigma_1^2}} \leq \frac{1}{\sqrt{1 + \frac{\sigma_k^2}{\sigma_{k-1}^2 + \sigma_{k-2}^2 + \ldots + \sigma_1^2}}} = \frac{1}{\sqrt{1 + \frac{1}{k-1}}} = \sqrt{1 - \frac{1}{k}}
\]

\[\square\]

**Remark 5.4.7.** The use of eigenvalues/singular values for minimum-maximum distance problems concerning subspaces, lines, sets, etc., is a standard technique examined by several authors, e.g., [Gol. & Van. 2], [Xia. 1]. In general, the authors rewrite the angle between two subspaces in the form

\[
\sin \theta = \text{dist} (\text{range}(Q_a), \text{range}(Q_0)) = \sigma_{\text{max}} Q_0^t Q_0
\]

where \( Q = [Q_a, Q_0], \hat{Q} = [Q_0, Q_1] \) are two orthogonal matrices whose columns span the two subspaces respectively, with \( Q_a, Q_0 \in \mathbb{R}^{n \times r} \) and \( Q_a^t Q_a = Q_0^t Q_0 = I_r \) and they examine its upper and lower bounds. Our approach has answered this upper-lower bound problem for the Grassmann variety case in the projective space.

Formula (6.6) can be further simplified if the set of QPR that describe the respective Grassmann varieties is given. If for instance \( n = 5 \) (similarly for \( n = 4 \) and the single QPR \( \lambda_{12}\lambda_{34} - \lambda_{13}\lambda_{24} + \lambda_{14}\lambda_{23} = 0 \) then the minimum gap is given by the next theorem.

**Theorem 5.4.3.** The minimum gap between a 2-vector \( z \in \wedge^2(\mathbb{R}^5) \) and \( G_2(\mathbb{R}^5) \) is given by

\[
g_\wedge(z, G_2(\mathbb{R}^5)) = \frac{\sqrt{\sum QPR^2(z)}}{\sum_{i=1}^{10} z_i^2} \tag{5.64}
\]
Proof. The minimum gap is \( g(\tilde{z}, \hat{z}) = \sigma_1 / \| \hat{z} \| = g(\hat{z}) \), with \( \hat{z} = \sigma_2 e_1 \wedge e_2 \), \( \sigma_2 \geq \sigma_1 \).

From the prime decomposition of \( \hat{z} \) we have that \( \| \hat{z} \wedge \tilde{z} \| = \| 2 \sigma_1 \sigma_2 e_1 \wedge e_2 \wedge e_3 \wedge e_4 \| \).

Hence, if

\[
g_\wedge := \frac{\| \tilde{z} \wedge \tilde{z} \|}{\| \hat{z} \|} \quad \text{(5.65)}
\]

we have that

\[
g_\wedge = \frac{2 \sigma_1 \sigma_2}{\| \hat{z} \|} = \frac{2 \sqrt{\| \hat{z} \|^2 - \sigma_1^2}}{\| \hat{z} \|^2} = 2 \sqrt{1 - \left( \frac{\sigma_1}{\| \hat{z} \|} \right)^2} \frac{\sigma_1}{\| \hat{z} \|} = 2 \sqrt{1 - g^2(\hat{z})} g(\hat{z}) = 2 \sqrt{g^2(\hat{z})(1 - g^2(\hat{z}))}
\]

Since the function \( f(x) = \sqrt{x^2(1 - x^2)} \) is increasing at \([0, \sqrt{2}/2]\) we have that the minimization of \( g \) is equivalent to the minimization of \( g_\wedge \). In other words, the norm of the QPR over the norm of \( \hat{z} \) can be used for minimization in \( \wedge^2(\mathbb{R}^5) \), i.e.,

\[
g_\wedge(\hat{z}, G_2(\mathbb{R}^5)) = \frac{\| \hat{z} \wedge \tilde{z} \|}{\| \hat{z} \|^2} = \frac{\sum QPR^2(\tilde{z})}{\sum_{i=1}^{10} \tilde{z}_i^2} \quad \text{(5.66)}
\]

Theorem 5.4.3 is one of the most important results in this thesis; if a specific Grassmann variety is given, all distance computations are expressed in terms of \( \hat{z} \), which is a remarkable simplification for Grassman optimization problems.

### 5.5 Conclusions

In this chapter, a first approach has been made to the solution of the approximate determinantal assignment problem by considering the optimization problem \( \min_x \| x - \hat{z} \| \) when \( \hat{z} \in \wedge^2(\mathbb{R}^n) \) or \( \hat{z} \in \wedge^{n-2}(\mathbb{R}^n) \) is a fixed vector and \( x \) is decomposable. This problem will be generalized in the next chapters for a parameterized 2-vector \( \tilde{z}(x) \) which will describe the whole linear variety \( \mathcal{K} \) (implied by the linear subproblem of DAP) and thus the approximate DAP will be completely solved in the 2-dimensional case, provided the stability of the approximate polynomial yield by the approximate solution.

The initial case \( n = 4 \) was solved via the Lagrange multipliers method and has provided the important result that the solution of the above minimization problem can be derived by the least singular value of the corresponding Grassmann matrix. On the other hand, the general case \( n > 4 \) has been proved more difficult since the QPR that describe the set of decomposable vectors \( D_{\wedge^2(\mathbb{R}^n)} \) in \( \wedge^2(\mathbb{R}^n) \) do not allow the implementation of the Lagrange multipliers method. To overcome this obstacle, we have used the 2-tensor, skew-symmetric matrix form.
$T_z$ of a 2-vector $z$ and by applying its spectral decomposition, the so called prime
decomposition of $z$ was obtained. The latter has provided remarkable help to the
above problem, by implying its solution in closed form formulae for the $\wedge^2(\mathbb{R}^n)$
as well as $\wedge^{n-2}(\mathbb{R}^n)$.

Furthermore, the result of the least distance via the lowest singular value of
the Grassmann matrix has been also confirmed for the all cases $n \geq 4$, and the
antisymmetric matrix $T_z$ has been proved to be a special case of the Grassmann
matrix. These results have helped us to solve the same distance problem in the
projective space $\mathbb{P}^{(n)}(\mathbb{R})$, which is the natural space for DAP and it was shown
that $g(z, G_2(\mathbb{R}^n)) = (\sqrt{\sum QPR^2(z)} \parallel z \parallel^2)$ where $g$ is the gap function
between a “point” $z \in \mathbb{P}^{(n)}(\mathbb{R})$ and the Grassmann variety $G_2(\mathbb{R}^n)$ of $\mathbb{P}^{(n)}(\mathbb{R})$
(the embedding of $D_\wedge^2(\mathbb{R}^n)$ to the projective space $\mathbb{P}^{(n)}(\mathbb{R})$ via the Plücker em-
bedding, [Mar. 1]). The gap function $g$ and the related gap metric as well as the
several forms that they may take were discussed in section 5.4.1. This analysis
has helped us connect our formulae with several other optimization problems,
such as the optimization of an eigenvalue of a matrix ( which is addressed algo-
rithmically in most cases ) and subspace distance problems.

The central result of this chapter was given in Theorem 6.44, where we proved
that if specific Grassmann varieties are given, e.g., $n=5$, then the gap $g$ may be
written as

$$\parallel z \wedge z \parallel = \sqrt{\sum QPR^2(z)} \parallel z \parallel^2$$

which is very important, since the distance is uniquely expressed in terms of the
components of the fixed point $z$. 
Chapter 6

Degenerate Cases: Maximum Distance from the Grassmann varieties $G_2(\mathbb{R}^n)$ and the algebrogeometric structure of $G_2(\mathbb{R}^5)$

6.1 Introduction

In the previous chapter we saw that in order to solve the approximate DAP as a distance optimization problem between a linear variety and the Grassmann variety we need at first to solve the optimization problem of a fixed 2-vector from the related Grassmann variety. The solution has been achieved via the so-called prime decomposition of a nominal 2-vector $z$. The case where the eigenvalues of $T_z$, i.e., the matrix form of $z$, are distinct may be examined via eigenvalue-spectral analysis methodologies, as in [Lev., etc. 9] that lie within the wider area which investigates approximate decomposability problems, [Kar. & Lev. 9]. Actually the authors in [Lev., etc. 9] have proposed a 2-vector approach for such problems that has led to a number of closed-form solutions, contrary to the algorithmic-numerical approach in [Eck. & You. 1], [Gol., etc. 1] or in [Dela., etc. 1], [Kol. & Bad. 3], [Sav. & Li.1] for higher dimensions. On the other hand, if the eigenvalues of a nominal matrix, such as $T_z$ in our case, have multiplicities, the implied approximations may be non-unique, a case which is still under investigation, [Kru. 1] and [Ten. & Sid. 1].

In this chapter we connect for the first time the non-uniqueness/degenerate eigenvalues of a 2-vector decomposition in $\Lambda^2(\mathbb{R}^n)$, i.e., $\sigma_k = \cdots = \sigma_1$, to a new variety whose distance from the Grassmann variety $G_2(\mathbb{R}^n)$ is maximal. We refer to this
variety as $\mathcal{V}_1$ and we calculate its maximum gap from $G_2(\mathbb{R}^n)$, which actually implies the worst possible decomposable approximation. New significant results are also implied with regards to the topology of the Grassmann variety $G_2(\mathbb{R}^n)$ of the decomposable 2-vectors in the projective space.

Furthermore, we study the case of the non-trivial Grassmann variety $G_2(\mathbb{R}^5)$ separately (the first Grassmann variety that is not described by a single Quadratic Plücker Relation, [Hod. & Ped. 1]) where new algebrogeometric properties are obtained, enhancing in this way the algebro-geometric results for low-order Grassmann varieties which is an important problem on its own, [Smi. 1], [Rid. 1], [San., etc. 1], [Eis., etc. 1], [Har. & Law. 1], [Mor. 1].

This chapter is organized as follows: In Section 6.2 some fundamental results are given regarding the uniqueness of matrix decompositions, best approximation/least distance problems and distinct eigenvalues. We explain how these are connected to the prime decomposition and the approximate DAP. In Section 6.3 we attempt to solve for the first time the least distance problem from the Grassmann variety in the case of degeneracy, i.e., repeated eigenvalues, via the use of algebraic geometry techniques and algebraic varieties, instead of numerical approaches that usually follow the standard SVD. We define the new variety as $\mathcal{V}_1$, and we derive the equation that describes it. It is proved that this variety, consists of those 2-vectors whose imaginary parts $\sigma_i$ are equal and whose gap from $G_2(\mathbb{R}^n)$ is maximum. Thus our approach may give closed-form formulae even for the case of multiple eigenvalues.

In Section 6.4 we elaborate on the study of $\mathcal{V}_1$ and the degeneracy problem that may appear in the prime decomposition via algebrogeometric techniques this time; we select the $n = 5$ case, which is the least studied among the Grassmann varieties $G_2(\mathbb{R}^n)$ and we connect $G_2(\mathbb{R}^5)$ with $\mathcal{V}_1$. Analytically, in 6.4.1, the path-wise connectivity of $\mathcal{V}_1$ is proved and in 6.4.2 it is showed that $G_2(\mathbb{R}^5) \cup \mathcal{V}_1$ may be written as a Polynomial Sum of Squares. In 6.4.3 the complementarity of $G_2(\mathbb{R}^5)$ and $\mathcal{V}_1$ is examined in the related projective space and in 6.4.4 two new conjugates of a 2-vector are given.

The above duality and conjugacy results between $G_2(\mathbb{R}^5)$ and $\mathcal{V}_1$ are applied in Section 6.5 for the solution of two problems; in 6.5.1 we derive the Lagrange multipliers for the best decomposable approximation problem and in 6.5.2 for the derivation of the polar decomposition of a 2-vector. Note that while these kind of problems are viewed algorithmically by most researchers, our approach implies closed form solutions only in terms of the components of the 2-vector. Finally, in Section 6.6 we present how the previous analysis helps us obtain sensitivity criteria, with respect to the gap metric.
6.2 Basic Uniqueness Results

Let $r, n \in \mathbb{N}$ be two positive integers with $2r \leq n$. Let $\mathcal{V}_{r,n,T_{z}}$ denote the variety of skew-symmetric matrices $T_{z} \in \mathbb{R}^{n \times n}$ for a 2-vector $z$, as this was introduced in the previous section with rank $2r$. If $A$ is a fixed $n \times n$ skew-symmetric matrix, then we may consider the distance function $d : \mathcal{V}_{r,n,T_{z}} \to \mathbb{R}_{+}$ such that

$$d(T_{z}) = \|T_{z} - A\|^2$$

(6.1)

where $\|X\|^2 = \text{tr}XX^t$ is the squared Frobenius norm. Next theorem provides an important uniqueness result.

**Theorem 6.2.1.** [Hel. & Shay. 1] Let a skew-symmetric matrix $A \in \mathbb{R}^{n \times n}$ with distinct eigenvalues and $m$ such that $n = 2m$ or $n = 2m + 1$.

i) Distance $d$ has exactly $\binom{m}{r}$ critical points.

ii) Every critical point of $d$ is non-degenerate, i.e., the Hessian matrix at these points is invertible.

iii) The index of a critical point, i.e., the number of negative eigenvalues of the Hessian matrix at the critical point, associated with a permutation $\mu$ ($\mu_1 < \cdots < \mu_r$ and $\mu_{r+1} < \cdots < \mu_k$) is given by

$$2\text{Card}\{i, j : \mu_i < \mu_j, \ 1 \leq i \leq r, \ r + 1 \leq j \leq k\}$$

(6.2)

where Card denotes the cardinality (number of elements) of the above set $\{i, j\}$.

The above theorem implies a number of important results for the prime decomposition;

i) When the eigenvalues of a skew-symmetric matrix are distinct, there is a unique global minimum of $d$. Hence, the prime decomposition as well as the best decomposable approximation of a 2-vector are also unique.

ii) From the prime decomposition we easily see that the critical points of $d$ are the rank $2n$ matrices of the form

$$X = \begin{cases} \text{diag}(c_1L, \ldots, c_mL), & n = 2m \\ \text{diag}(c_1L, \ldots, c_mL, 0), & n = 2m + 1 \end{cases}$$

(6.3)

where

$$L = \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix}$$

(6.4)
iii) If \( \text{Eig}(iX) \), \( \text{Eig}(iA) \) are the sets of the eigenvalues of \( X \) and \( A \) that have a positive imaginary part respectively, then the subvariety \( \tilde{V} \) of \( V_{r,n,T_2} \) that contains those critical points \( X \) for which \( \text{Eig}(iX) \subseteq \text{Eig}(iA) \), is a fiber bundle with base manifold \( G_r(\mathbb{R}^m) \) and the Euclidean space \( \mathbb{R}^{r^2} \) as fiber, i.e., \( \tilde{V} \) is written as a topological structure \( (V_{r,n,T_2}, G_r(\mathbb{R}^m), \varphi, \mathbb{R}^{r^2}) \) with \( \varphi : V_{r,n,T_2} \rightarrow G_r(\mathbb{R}^m) \), being a continuous surjection, [Hel. & Shay. 1]. In other words, all the critical points of \( d \) are contained in \( \tilde{V} \). Conclusion (iv) in Theorem 6.2.1, states that every critical point has an even index. Then by using the formula:

**Remark 6.2.1.** The problem of the distance of a point from a variety (or a manifold) has been also connected with the maximum number of cuts of these varieties before they separate into two pieces, i.e., the Betti number, since as shown in [Hel. & Shay. 1], the number of critical points which have index \( 2m \) is equal to \( (2m)^{\text{th}} \) Betti number of the Grassmann manifold \( G_r(\mathbb{R}^m) \). Then with the use of formula

\[
\frac{(c^n - 1) \cdots (c^{n-m} - 1)}{(c^m - 1) \cdots (c - 1)} = \sum_{j=0}^{m(n-m)} \lambda_{n,m}(j)c^j
\]  

(6.5)

it was proved in [Kolh. 1] that the set of all odd Betti numbers of the Grassmann variety is zero, but only for a finite field \( \mathcal{F} \) with \( c \) elements. Other connections between distances and cuts of surfaces (dimensional holes) have been examined in [Chee. 1], [Chee. 2], whereas some more recent results place the Betti numbers within the concept of the so-called Jacobian criteria for complete intersections, that may provide strong intersection information, [Avr. & Her. 1].

Now, when \( \sigma_i \) in the prime decomposition are equal it is easy to verify that the prime decomposition is not unique and equivalently the above distance problem does not have a unique solution. The problem as far the distance function \( d \) is concerned and the case of degenerate singular values has been studied in [Stew. 2] among others via the notion of the so-called numerical rank of a matrix. Most approaches for the problem of degeneracy follow the numerical laws and variations of the standard SVD. In the next section, we try for the first time to connect the problem of degeneracy and best decomposable approximations with algebraic geometry techniques, via the use of specific algebraic varieties. This approach will enable us to imply closed form solutions, even for this case.

### 6.3 The Extremal variety \( V_1 \) of \( G_2(\mathbb{R}^n) \)

In this section we show that the gap \( g \) in eqn.(6.6) is maximized when the imaginary eigenvalues of a 2-vector are equal. Thus we may obtain distance criteria even in the case of degeneracy.
In particular, we define this set as $V_1$, we derive the equation that describes it and we calculate its distance from a random 2-vector.

**Theorem 6.3.1.** The gap $g$ between $\tilde{z}$ and $G_2(\mathbb{R}^n)$ is equal to

$$g (\tilde{z}, G_2(\mathbb{R}^n)) = \frac{\sqrt{\sigma_{k-1}^2 + \sigma_{k-2}^2 + \ldots + \sigma_1^2}}{\|\tilde{z}\|}$$

(6.6)

which is achieved at $\tilde{z} = \sigma_k x_k$.

**Proof.** We have that

$$g (\tilde{z}, G_2(\mathbb{R}^n)) = \min_{x \in G_2(\mathbb{R}^n)} \text{gap}(\tilde{z}, x) = \min_{x \in G_2(\mathbb{R}^n)} \sqrt{1 - \frac{<\tilde{z}, x>^2}{\|x\|^2 \|\tilde{z}\|^2}} =$$

$$= \left(1 - \frac{1}{\|\tilde{z}\|^2} \max_{x \in G_2(\mathbb{R}^n)} \frac{<\tilde{z}, x>^2}{\|x\|^2}\right)^{\frac{1}{2}} = \sqrt{1 - \frac{\sigma_k^2}{\|\tilde{z}\|^2}} =$$

$$= \frac{\sqrt{\sigma_{k-1}^2 + \sigma_{k-2}^2 + \ldots + \sigma_1^2}}{\|\tilde{z}\|}$$

since

$$\max_{y_1, y_2} |<\tilde{z}, y_1 \wedge y_2>| = \max_{y_1, y_2} <y_1^T \tilde{z}, y_2> = \max_{\|y_1\| = 1} \frac{<y_1^T \tilde{z}, y_1^T \tilde{z}>}{\|y_1^T \tilde{z}\|} = \max_{\|y_1\| = 1} \|y_1^T \tilde{z}\| = \sigma_k$$

\[ \Box \]

**Theorem 6.3.2.** The maximum gap of a 2-vector $\tilde{z}$ from the Grassmann variety $G_2(\mathbb{R}^n)$ is equal to

$$g (\tilde{z}, G_2(\mathbb{R}^n)) = \sqrt{1 - \frac{1}{k}}$$

**Proof.** In Theorem 6.3.1 we saw that $g (\tilde{z}, G_2(\mathbb{R}^n)) = \sqrt{\sigma_{k-1}^2 + \sigma_{k-2}^2 + \ldots + \sigma_1^2/\|\tilde{z}\|}$. Hence,

$$g (\tilde{z}, G_2(\mathbb{R}^n)) \leq \frac{1}{\sqrt{1 + \frac{\sigma_k^2}{\sigma_k^2 + \sigma_{k-2}^2 + \ldots + \sigma_1^2}}} = \frac{1}{\sqrt{1 + \frac{1}{k-1}}} = \sqrt{1 - \frac{1}{k}}$$

\[ \Box \]
Theorem 6.3.3. A multi-vector \( z \in \wedge^2(\mathbb{R}^n) \) has the maximum distance from the Grassmann variety \( G_2(\mathbb{R}^n) \), if and only if

\[
\tilde{z} = \sigma(x_k + x_{k-1} + \ldots + x_1) \tag{6.7}
\]

Proof. \((\Rightarrow)\) From the previous theorem, a multi-vector \( z \) that has the maximum distance from \( G_2(\mathbb{R}^n) \) satisfies the equation

\[
g(z, G_2(\mathbb{R}^n)) = \frac{1}{\sqrt{1 + \frac{\sigma_k^2 + \sigma_{k-1}^2 + \ldots + \sigma_1^2}{\sigma_{k-1}^2 + \sigma_{k-2}^2 + \ldots + \sigma_1^2}}} = \sqrt{1 - \frac{1}{k}}
\]

Therefore,

\[
\frac{\sigma_k^2}{\sigma_{k-1}^2 + \sigma_{k-2}^2 + \ldots + \sigma_1^2} = \frac{1}{k - 1}
\]

Equivalently

\[
\underbrace{\sigma_k^2 + \sigma_k^2 + \ldots + \sigma_k^2}_{k-1 \text{ times}} = \sigma_{k-1}^2 + \sigma_{k-2}^2 + \ldots + \sigma_1^2
\]

This means that the two sums of \( k - 1 \) numbers are equal to each other while \( 0 \leq \sigma_1 \leq \sigma_2 \leq \ldots \leq \sigma_k \). Hence,

\[
\sigma_k = \sigma_{k-1} = \sigma_{k-2} = \ldots = \sigma_1 = \sigma
\]

and the result follows due to the prime decomposition of \( z \).

\((\Leftarrow)\) Let \( \sigma_k = \sigma_{k-1} = \sigma_{k-2} = \ldots = \sigma_1 = \sigma \). Hence,

\[
g(z, G_2(\mathbb{R}^n)) = \frac{\sqrt{\sigma_{k-1}^2 + \sigma_{k-2}^2 + \ldots + \sigma_1^2}}{\|\tilde{z}\|} = \frac{\sqrt{\sigma_{k-1}^2 + \sigma_{k-2}^2 + \ldots + \sigma_1^2}}{\sqrt{\sigma_k^2 + \sigma_{k-1}^2 + \sigma_{k-2}^2 + \ldots + \sigma_1^2}} = \sqrt{\frac{(k - 1)\sigma^2}{k\sigma^2}} = \sqrt{1 - \frac{1}{k}}
\]

\(\square\)

Definition 6.3.1. The extremal variety

\[
\mathcal{V}_1 \equiv \text{Extr}(G_2(\mathbb{R}^n)) \tag{6.8}
\]

is the variety containing all points that achieve the maximum distance from the Grassmann variety \( G_2(\mathbb{R}^n) \).

Just like \( G_2(\mathbb{R}^n) \) is described by the Quadratic Plucker relations, (QPR), we aim to find the equation describing \( \mathcal{V}_1 \).
Theorem 6.3.4. Let \( z \in \bigwedge^2(\mathbb{R}^n) \). The variety \( V_1 = \text{Extr} \left( G_2(\mathbb{R}^n) \right) \) is described by the equation

\[
\|z \wedge \dot{z}\| = \sqrt{2 \left( 1 - \frac{1}{k} \right) \cdot \|z\|^2}
\]  

(6.9)

Proof. \( (\Rightarrow) \) If \( z \in V_1 \) then, due to Theorem 6.3.3, \( z \) is written as

\[
z = \sigma x_1 + \sigma x_2 + \ldots + \sigma x_k
\]  

(6.10)

Therefore, \( \|z\|^2 = k \sigma^2 \) and \( \|z \wedge \dot{z}\| = 2 \sigma^2 \sqrt{k(k-1)/2} \) because

\[
\|z \wedge \dot{z}\|^2 = 4 \sigma^4 \|x_1 \wedge x_2 + \ldots + x_{k-1} \wedge x_k\|^2 =
\]

\[
= 4 \sigma^4 < x_1 \wedge x_2 + \ldots + x_{k-1} \wedge x_k, x_1 \wedge x_2 + \ldots + x_{k-1} \wedge x_k >=
\]

\[
= 4 \sigma^4 ((k-1) + (k-2) + \ldots + 1) = 4 \sigma^4 \frac{k(k-1)}{2}
\]

From these two equations we obtain

\[
\|z \wedge \dot{z}\| = \sqrt{2 \frac{k(k-1)}{k}} \cdot \|z\|^2 = \sqrt{2 \left( 1 - \frac{1}{k} \right) \cdot \|z\|^2}
\]

(\(\Leftarrow\)) First we prove that

\[
z^{\mu} = \mu! \sum_{1 \leq i_1 < \ldots < i_\mu \leq k} \sigma_{i_1} \sigma_{i_2} \ldots \sigma_{i_\mu} x_{i_1} \wedge x_{i_2} \wedge \ldots \wedge x_{i_\mu}, \ 2 \leq \mu \leq k
\]  

(6.11)

Indeed, for \( \mu = 2 \) and with the use of the prime decomposition we obtain:

\[
z \wedge \dot{z} = \left( \sum_{i=1}^{k} \sigma_i x_i \right) \wedge \left( \sum_{i=1}^{k} \sigma_i x_i \right) =
\]

\[
= \sigma_k \sigma_{k-1} x_k \wedge x_{k-1} + \ldots + \sigma_k \sigma_1 x_k \wedge x_1 +
\]

\[
+ \sigma_{k-1} \sigma_{k-2} x_{k-1} \wedge x_{k-2} + \ldots + \sigma_{k-1} \sigma_1 x_{k-1} \wedge x_1 +
\]

\[
+ \sigma_2 \sigma_{k-2} x_k \wedge x_{k-2} + \ldots + \sigma_2 \sigma_1 x_k \wedge x_1 +
\]

\[
+ \sigma_1 \sigma_{k-1} x_k \wedge x_{k-1} + \ldots + \sigma_1 \sigma_2 x_k \wedge x_2 =
\]

\[
= 2! \sum_{j>1} \sigma_i \sigma_j x_i \wedge x_j
\]

Suppose that (6.11) holds true. Then

\[
z^{(\mu+1)} = z^{\mu} \wedge \dot{z} = \left( \mu! \sum_{1 \leq i_1 < \ldots < i_\mu \leq k} \sigma_{i_1} \ldots \sigma_{i_\mu} x_{i_1} \wedge \ldots \wedge x_{i_\mu} \right) \wedge \sum_{i=1}^{k} \sigma_i x_i =
\]

108
\[(\mu + 1)\mu! \sum_{1 \leq i_1 < \cdots < i_{\mu+1} \leq k} \sigma_{i_1} \cdots \sigma_{i_{\mu+1}} x_{i_1} \land \cdots \land x_{i_{\mu+1}}\]

which proves the result. Now, if \(\|\tilde{z} \land \tilde{z}\| = \sqrt{2 (1 - \frac{1}{k}) \cdot \|z\|^2}\) then with the use of formula (6.11), we have that

\[
(k - 1) \sum_{i=1}^{k} \sigma_i^4 - 2 \sum_{k > j > i}^{k} \sigma_i^2 \sigma_j^2 = 0 \tag{6.12}
\]

But

\[
\sum_{k > j > i}^{k} (\sigma_i^2 - \sigma_j^2)^2 = (\sigma_1^4 + \sigma_2^4 + \cdots + \sigma_k^4) + \cdots + (\sigma_1^4 + \sigma_2^4 + \cdots + \sigma_k^4) - 2 \sum_{k > j > i}^{k} \sigma_i^2 \sigma_j^2 \tag{6.13}
\]

Therefore, from equations (6.12), (6.13) we have that

\[
\sigma_i = \sigma_j, \quad \forall i = 1, 2, \ldots, k, \ k > j > i.
\]

\[\square\]

**Corollary 6.3.1.** Let \(\tilde{z} = \sigma(x_k + x_{k-1} + \cdots + x_1)\) as in equation (6.7). Then \(V_1\) can be also described by the equation

\[
\left( \frac{\|\tilde{z} \hat{\land} \mu\|}{\mu!} \right)^2 = \left( \frac{\|\tilde{z}\|}{k} \right)^\mu \cdot \left( \frac{k}{\mu} \right) \tag{6.14}
\]

**Proof.** Again, with the use of (6.11), for \(\mu \leq k\), we have that

\[
\|\tilde{z} \hat{\land} \mu\|^2 = (\mu!)^2 \sigma^{2\mu} \cdot \left( \frac{k}{\mu} \right) \tag{6.15}
\]

From (6.7) we have that \(\|\tilde{z}\|^2 = k\sigma^2\) and the result readily follows. \(\square\)

We now may solve the distance problem between a 2-vector and \(V_1\).

**Theorem 6.3.5.** Let the prime decomposition of a 2-vector \(\tilde{z}\) be of the form \(\tilde{z} := \sum_{i=1}^{k} \sigma_i x_i \land y_i\). The distance between \(\tilde{z}\) and \(V_1\) is equal to

\[
d(\tilde{z}, V_1) = \sum_{i=1}^{k} (\sigma_i - \bar{\sigma})^2 \tag{6.16}
\]

and is realized for \(v_0 = \bar{\sigma} \sum_{i=1}^{k} x_i \land y_i\), where \(\bar{\sigma} = \sum_{i=1}^{k} \sigma_i / n\).
Proof. Let \( v \in \mathcal{V}_1 \). Then \( v = \sigma \sum_{i=1}^{k} a_i \wedge b_i \). Therefore,

\[
\|z - v\|^2 = \left\| \sum_{i=1}^{k} \sigma_i x_i \wedge y_i - \sigma \sum_{i=1}^{k} a_i \wedge b_i \right\|^2 = \\
= \sum_{i=1}^{k} \sigma_i^2 + n\sigma^2 - 2 < \sum_{i=1}^{k} \sigma_i x_i \wedge y_i, \sigma \sum_{i=1}^{k} a_i \wedge b_i > \\
\geq \sum_{i=1}^{k} \sigma_i^2 + n\sigma^2 - 2\sigma \sum_{i=1}^{k} \sigma_i := f(\sigma)
\]

Since \( f(\sigma) \) is a quadratic it is minimized when \( f'(\sigma) = 0 \), i.e., \( \sigma = \sum_{i=1}^{k} \sigma_i/n := \bar{\sigma} \).

In this case we have that

\[
f(\sigma) = \sum_{i=1}^{k} (\sigma_i - \bar{\sigma})^2 \tag{6.17}
\]

and its minimizer is \( v_0 = \bar{\sigma} \sum_{i=1}^{k} x_i \wedge y_i \). \( \square \)

We complete the study of \( \mathcal{V}_1 \) for the Grassmann variety \( G_2(\mathbb{R}^n) \) by examining the case where at least two \( \sigma_i \) in the prime decomposition are equal. If we name such a variety \( \mathcal{V}_2 \) we show that \( \mathcal{V}_1 \) is actually a sub-variety of \( \mathcal{V}_2 \).

**Theorem 6.3.6.** Let \( \mathcal{V}_2 \) be the variety of all 2-vectors of the form \( z = \sigma_k x_k + \sigma_{k-1} x_{k-1} + \ldots + \sigma_1 x_1 \), where at least two \( \sigma_i \) are equal.

i) The equation defying \( \mathcal{V}_2 \) is

\[
det(S_{f,f'}) = 0 \tag{6.18}
\]

where \( S_{f,f'} \) is the Sylvester matrix for the polynomial

\[
f_z(x) = x^k - \|z\|^2 x^{k-1} + \left( \frac{\|z \wedge z\|}{2!} \right)^2 x^{k-2} + \ldots + (-1)^k \left( \frac{\|z \wedge z\|^k}{k!} \right)^2 \tag{6.19}
\]

ii) \( \mathcal{V}_1 \) is a sub-variety of \( \mathcal{V}_2 \).

**Proof.** i) Since \( z \) has at least two \( \sigma_i \) equal, then \( f(x) \) and \( f'(x) \) must have a common root. But the Sylvester matrix for two polynomials \( P_1(x) = a_m x^m + \cdots + a_0 \), \( P_2(x) = b_n x^n + \cdots + b_0 \) is defined as the \( (m+n) \times (m+n) \) matrix formed by filling the matrix, beginning with the upper left corner with the coefficients of \( P_1 \), then shifting down one row and one column to the right and filling in the coefficients starting there until they hit the right side; this process is also repeated for the coefficients of \( P_2 \). Therefore, the result of the proposition follows.
ii) Let \( \mathbf{z} \in \mathcal{V}_1 \). Due to equation (6.14), polynomial \( f_\mathbf{z}(x) \) can be written as

\[
f(x) = x^k - \|\mathbf{z}\|^2 x^{k-1} + \cdots (-1)^\mu \left( \frac{\|\mathbf{z}\|^2}{k} \right)^\mu \left( \frac{k}{\mu} \right) + \cdots (-1)^k \left( \frac{\|\mathbf{z}\|^2}{k} \right)^k = \left( x - \|\mathbf{z}\|^2 \right)^k
\]

This means that \( f(x) \) has multiple roots, thus \( f(x) \) and \( f'(x) \) have common roots, which proves the result.

\[\square\]

Example 6.3.1. Let \( \mathbf{z} \in \Lambda^2(\mathbb{R}^5) \) and \( a := -\|\mathbf{z}\|^2, \ b := \frac{\|\mathbf{z} \land \mathbf{z}\|^2}{4} \). Then

\[
\det(S_{f,f'}) = 0 \Leftrightarrow \begin{vmatrix} 1 & a & b \\ 2 & a & 0 \\ 0 & 2 & a \end{vmatrix} = -a^2 + 4b = -\|\mathbf{z}\|^2 + \|\mathbf{z} \land \mathbf{z}\|^2 = 0
\]

Hence, \( \mathbf{z} \) is an element of \( \mathcal{V}_1 \).

Example 6.3.2. If \( \mathbf{z} \in \Lambda^2(\mathbb{R}^6) \) and similarly \( a := -\|\mathbf{z}\|^2, \ b := \frac{\|\mathbf{z} \land \mathbf{z}\|^2}{4}, \ c := -\frac{\|\mathbf{z} \land \mathbf{z} \land \mathbf{z}\|^2}{3b} \) then

\[
\det(S_{f,f'}) = 0 \Leftrightarrow \begin{vmatrix} 1 & a & b & c & 0 \\ 0 & 1 & a & b & c \\ 3 & 2a & b & 0 & 0 \\ 0 & 3 & 2a & b & 0 \\ 0 & 0 & 3 & 2a & b \end{vmatrix} = -a^2b^2 + 4b^3 + 4a^3c - 18abc + 27c^2 = 0
\]

6.4 Properties of \( \mathcal{V}_1 \): the \( G_2(\mathbb{R}^5) \) case

In this section, we resent the \( \mathcal{V}_1 \) approach which, contrary to the previous algorithmic approach, will give us a new perspective of the Grassmann variety in the projective space and the approximate decomposability problem in cases of degeneracy (\( \sigma_i \) are all equal), since, as we will show \( G_2(\mathbb{R}^5) \) and \( \mathcal{V}_1 \) are complementary varieties. We work with \( G_2(\mathbb{R}^5) \), since it is among the ones in \( G_2(\mathbb{R}^n) \) which has been the least examined, as shown in [San., etc. 1]:
<table>
<thead>
<tr>
<th>Grassmann Variety</th>
<th>Plücker Coordinates</th>
<th>QPR</th>
<th>Level of knowledge</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G_2(\mathbb{R}^4)$</td>
<td>6</td>
<td>1</td>
<td>Excellent: $G_2(\mathbb{R}^4) = S^2 \times S^2$ (the Cartesian product of two 2-spheres)</td>
</tr>
<tr>
<td>$G_2(\mathbb{R}^6)$</td>
<td>15</td>
<td>15</td>
<td>Very good: Spectrahedron</td>
</tr>
<tr>
<td>$G_2(\mathbb{R}^8)$</td>
<td>28</td>
<td>70</td>
<td>Very good: Spectrahedron</td>
</tr>
<tr>
<td>$G_2(\mathbb{R}^{10})$</td>
<td>66</td>
<td>495</td>
<td>Very good: Spectrahedron</td>
</tr>
<tr>
<td>$G_2(\mathbb{R}^{12})$</td>
<td>78</td>
<td>715</td>
<td>Very good: Spectrahedron</td>
</tr>
<tr>
<td>$G_3(\mathbb{R}^6)$</td>
<td>20</td>
<td>35</td>
<td>Good: Not a Spectrahedron</td>
</tr>
<tr>
<td>$G_3(\mathbb{R}^7)$</td>
<td>35</td>
<td>140</td>
<td>Good: Not a Spectrahedron</td>
</tr>
<tr>
<td>$G_3(\mathbb{R}^8)$</td>
<td>56</td>
<td>420</td>
<td>Good: Not a Spectrahedron</td>
</tr>
<tr>
<td>$G_3(\mathbb{R}^9)$</td>
<td>84</td>
<td>1050</td>
<td>Good: Not a Spectrahedron</td>
</tr>
<tr>
<td>$G_4(\mathbb{R}^8)$</td>
<td>70</td>
<td>721</td>
<td>Poor: Very Difficult</td>
</tr>
</tbody>
</table>

(The spectrahedron refers to the Grassmann orbitrope of the Grassmannian and it is defined as

$$S_p = \{ x \in \mathbb{R}^n | A_0 + x_1 A_1 + \cdots + x_n A_n > 0 \text{ for some symmetric matrices } A_i \}$$

(6.20)

where $>$ denotes a positive-definite matrix).

In the rest of this section we elaborate on the properties of $\mathcal{V}_1$ for the $G_2(\mathbb{R}^5)$ case and the several forms of connection between them and with their related projective space. Variety $\mathcal{V}_1$ is described throughout the section by $\|z\|^2 = \|z \wedge z\|$, whereas $z^*$ denotes the Hodge-star operator on $z$.

### 6.4.1 The path-wise connectivity of $\mathcal{V}_1$

For the $G_2(\mathbb{R}^5)$ case the definition of $\mathcal{V}_1$ takes the following form.

**Definition 6.4.1.** If $\mathcal{V} := \{ \tilde{z} \in \wedge^2(\mathbb{R}^5) : \tilde{z} = \sigma \cdot (a_1 \wedge a_2 + b_1 \wedge b_2), \sigma \in \mathbb{R} \}$ where $a_1, a_2, b_1, b_2$ arise from the spectral decomposition of $z$, then

$$\mathcal{V}_1 = \{ sp\{ \mathbb{P}^9(\mathbb{R}) \} : \mathbb{P} \in \mathcal{V} \}$$

(6.21)

**Definition 6.4.2.** Let $\tilde{z} \in \wedge^2(\mathbb{R}^5)$. If $\tilde{z} \wedge \tilde{z} \neq 0$ we define the vector $r_{\tilde{z}}$ as

$$r_{\tilde{z}} := \frac{(\tilde{z} \wedge \tilde{z})^*}{\|\tilde{z} \wedge \tilde{z}\|}$$

(6.22)
Theorem 6.4.1. Let $\bar{z} \in \wedge^2(\mathbb{R}^5)$. If $\bar{z} \wedge \bar{z} \neq 0$ then
\[ \|\bar{z}\|^4 - \|\bar{z} \wedge \bar{z}\|^2 = \frac{1}{4} \cdot \|\bar{z} \wedge r_z + \bar{z}^*\|^2 \cdot \|\bar{z} \wedge r_z - \bar{z}^*\|^2 \] (6.23)

Proof. We have that
\[ \|\bar{z} \wedge r_z + \bar{z}^*\|^2 = \|\bar{z} \wedge r_z\|^2 + \|\bar{z}^*\|^2 + 2 <\bar{z} \wedge r_z, \bar{z}^* > = 2\|\bar{z}\|^2 + 2 <\bar{z} \wedge r_z, \bar{z}^* > \]

Similarly, $\|\bar{z} \wedge r_z - \bar{z}^*\|^2 = 2\|\bar{z}\|^2 - 2 <\bar{z} \wedge r_z, \bar{z}^* >$. Therefore,
\[ \|\bar{z} \wedge r_z + \bar{z}^*\|^2 \cdot \|\bar{z} \wedge r_z - \bar{z}^*\|^2 = 4 (\|\bar{z}\|^4 - <\bar{z} \wedge r_z, \bar{z}^* >^2) = 4 (\|\bar{z}\|^4 - \|\bar{z} \wedge \bar{z} \wedge r_z\|^2) = 4 (\|\bar{z}\|^4 - \|\bar{z} \wedge \bar{z}\|^2) \]
due to the Definition 6.4.2. \hfill \Box

Remark 6.4.1. From Theorem 6.4.1 we have that, if $\|\bar{z}\|^4 - \|\bar{z} \wedge \bar{z}\|^2 = 0$ then either $\bar{z} \wedge r_z = \bar{z}^*$ or $\bar{z} \wedge r_z = -\bar{z}^*$. However, the second set of equations cannot be solved, since by applying $\bar{z} \wedge$ at both sides we get:
\[ \bar{z} \wedge \bar{z} \wedge \frac{z \wedge \bar{z}^*}{\|\bar{z} \wedge \bar{z}\|} = -\bar{z} \wedge \bar{z}^* \Rightarrow \|\bar{z} \wedge \bar{z}\| = -\|\bar{z}\|^2 \]

which is satisfied if and only if, $\bar{z} = 0$. Therefore,
\[ sp\{\bar{z}\} \in V_1 \Leftrightarrow \left\{ \begin{array}{l} \bar{z} \wedge \bar{z} \neq 0 \\ \bar{z} \wedge r_z = \bar{z}^* \end{array} \right. \]

Proposition 6.4.1. Let $\bar{z} = \sigma_1 \cdot a_1 \wedge a_2 + \sigma_2 \cdot b_1 \wedge b_2$, $\sigma_1 \neq 0$, $\sigma_2 \geq \sigma_1$. The set $\{a_1, a_2, b_1, b_2, r_z\}$, is a positively oriented basis of $\mathbb{R}^5$, where $a_1, a_2, b_1, b_2$ as in Definition 6.4.1 and $r_z$ as in Definition 6.4.2.

Proof. We have that $\bar{z} \wedge \bar{z} = 2 \sigma_1 \sigma_2 a_1 \wedge a_2 \wedge b_1 \wedge b_2$. Therefore, $a_1 \wedge a_2 \wedge b_1 \wedge b_2 = \sigma_1 \sigma_2 \bar{z} \wedge \bar{z}/2$. Then,
\[ a_1 \wedge a_2 \wedge b_1 \wedge b_2 \wedge r_z = \frac{1}{2 \sigma_1 \sigma_2} \bar{z} \wedge (\bar{z} \wedge \bar{z})^* = \frac{1}{2 \sigma_1 \sigma_2} \|\bar{z} \wedge \bar{z}\|^2 \cdot \bar{z} \wedge \bar{z} \wedge (\bar{z} \wedge \bar{z})^* = \frac{1}{2 \sigma_1 \sigma_2} \|\bar{z} \wedge \bar{z}\|^2 \wedge e_1 \wedge e_2 \wedge e_3 \wedge e_4 \wedge e_5 = \frac{\|\bar{z} \wedge \bar{z}\|^2}{2 \sigma_1 \sigma_2} e_1 \wedge e_2 \wedge e_3 \wedge e_4 \wedge e_5 = +1 e_1 \wedge e_2 \wedge e_3 \wedge e_4 \wedge e_5 \]

\hfill \Box
Remark 6.4.2. Due to Proposition 6.4.1, from now on, we can assume that the matrix \( U_\pi := \begin{pmatrix} a_1, a_2, b_1, b_2, r_\pi \end{pmatrix} \), has determinant equal to +1, i.e., \( U_\pi \in SO_5(\mathbb{R}) \).

Theorem 6.4.2. The set \( \mathcal{V}_1 \) is path-wise connected.

Proof. Let \( sp\{\tilde{z}_1\}, sp\{\tilde{z}_2\} \) two elements of \( \mathcal{V}_1 \). Then,

\[
\tilde{z}_1 = \frac{1}{\sqrt{2}} \cdot (a_1 \land a_2 + b_1 \land b_2), \quad \tilde{z}_2 = \frac{1}{\sqrt{2}} \cdot (a_1 \land a_2 - b_1 \land b_2)
\]

are two representatives, where \( a_3, a_4, b_3, b_4 \) have the same properties with \( a_1, a_2, b_1, b_2 \), i.e. they are orthonormal. We consider their corresponding spectral matrices:

\[
U_{\tilde{z}_1} := \begin{pmatrix} a_1, a_2, b_1, b_2, r_{\tilde{z}_1} \end{pmatrix}, \quad U_{\tilde{z}_2} := \begin{pmatrix} a_3, a_4, b_3, b_4, r_{\tilde{z}_2} \end{pmatrix}
\]

(6.24)

both in \( SO_5(\mathbb{R}) \). Now, let \( U := U_{\tilde{z}_1}^{-1} \cdot U_{\tilde{z}_2} \in SO_5(\mathbb{R}) \). We consider a skew-symmetric matrix \( A \), such that \( e^A = U \). Then the path \( U(t) = U_{\tilde{z}_1} \cdot e^{At} \), connects \( U_{\tilde{z}_1}, U_{\tilde{z}_2} \) in \( SO_5(\mathbb{R}) \). Indeed,

\[
\det(U(t)) = \det(U_{\tilde{z}_1} \cdot e^{(trA)t}) = 1 \cdot 1 = 1, \quad U(0) = U_{\tilde{z}_1}, U(1) = U_{\tilde{z}_1} \cdot U_{\tilde{z}_2}
\]

(6.25)

Therefore, if \( U(t) := (a_1(t), a_2(t), b_1(t), b_2(t), r(t)) \), then

\[
\tilde{z}(t) = 1/2 \cdot (a_1(t) \land a_2(t) + b_1(t) \land b_2(t))
\]

(6.26)

connects \( \tilde{z}_1, \tilde{z}_2 \) in \( \mathcal{V}_1 \).

\[ \Box \]

Example 6.4.1. We will construct a path between two elements of \( \mathcal{V}_1 \),

\[
\tilde{z}_1 = \frac{1}{\sqrt{2}} \cdot (a_1 \land a_2 + b_1 \land b_2), \quad \tilde{z}_2 = \frac{1}{\sqrt{2}} \cdot (a_1 \land a_2 - b_1 \land b_2)
\]

For these elements we have \( U_{\tilde{z}_1} := \begin{pmatrix} a_1, a_2, b_1, b_2, r \end{pmatrix}, \quad U_{\tilde{z}_2} := \begin{pmatrix} a_3, a_4, b_3, b_4, r \end{pmatrix} \).

Therefore

\[
U = U_{\tilde{z}_1}^{-1} \cdot U_{\tilde{z}_2} = \begin{pmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & -1 \end{pmatrix}
\]

and since \( e^A = U \), then

\[
A = \begin{pmatrix} 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & \frac{\pi}{\sqrt{2}} \\ 0 & 0 & 0 & 0 & -\frac{\pi}{\sqrt{2}} \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & -\frac{\pi}{\sqrt{2}} & \frac{\pi}{\sqrt{2}} & 0 \end{pmatrix}
\]

\[
e^{At} = \begin{pmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 \\ 0 & 1 + \cos \pi t & 1 - \cos \pi t & 0 & 0 \\ 0 & 1 - \cos \pi t & 1 + \cos \pi t & 0 & 0 \\ 0 & \frac{2}{\sin \pi t} & \frac{2}{\sin \pi t} & \frac{2}{\sin \pi t} & \frac{2}{\sin \pi t} \\
0 & 0 & \frac{\sin \pi t}{\sqrt{2}} & \frac{\sin \pi t}{\sqrt{2}} & \frac{\sin \pi t}{\sqrt{2}} \\
0 & 0 & -\frac{\sin \pi t}{\sqrt{2}} & \frac{\sin \pi t}{\sqrt{2}} & \frac{\sin \pi t}{\sqrt{2}} \\
0 & 0 & 0 & 0 & 0 \end{pmatrix}
\]
Hence, $U(t) = U_{\tilde{z}_1} \cdot e^{At} = (a_1(t), a_2(t), b_1(t), b_2(t), r(t))$, where

\[
\begin{align*}
a_1(t) &\equiv a_1, a_2(t) \equiv a_2, \\
b_1(t) &\equiv \frac{1 + \cos \pi t}{2} \cdot b_1 + \frac{1 - \cos \pi t}{2} \cdot b_2 - \frac{\sin \pi t}{\sqrt{2}} \cdot r, \\
b_2(t) &\equiv \frac{1 - \cos \pi t}{2} \cdot b_1 + \frac{1 + \cos \pi t}{2} \cdot b_2 + \frac{\sin \pi t}{\sqrt{2}} \cdot r, \\
r(t) &\equiv \frac{\sin \pi t}{\sqrt{2}} \cdot b_1 - \frac{\sin \pi t}{\sqrt{2}} \cdot b_2 + \cos \pi t
\end{align*}
\]

(6.27)

Hence, $\tilde{z}(t)$ is given by

\[
\tilde{z}(t) = \frac{1}{\sqrt{2}} \cdot (a_1(t) \land a_2(t) + b_1(t) \land b_2(t)),
\]

where $\tilde{z}(t) \in \mathcal{V}_1$, $\tilde{z}(0) = \tilde{z}_1$, $\tilde{z}(1) = \tilde{z}_2$, $\forall t \in [0,1]$

**Remark 6.4.3.** In the previous example the two elements could be also connected by the path $\tilde{z}(t) = (a_1 \land a_2 + b_1 \land (\cos \pi t) \cdot b_2 + (\sin \pi t) \cdot r) / \sqrt{2}$, $t \in [0,1]$.

### 6.4.2 Polynomial Sum of Squares

In this section we proceed the investigation for the algebrogeometric structure of $\mathcal{V}_1$ and specifically we examine to what extent the polynomial $\|\tilde{z}\|^4 - \|\tilde{z} \land \tilde{z}\|^2$ implied by the equation $\|\tilde{z}\|^2 - \|\tilde{z} \land \tilde{z}\| = 0$ that describes $\mathcal{V}_1$ may be written as a *Sum of Squares* (SOS). If this is possible, then we can have a set of polynomial equations describing the variety, just like the QPR describe the Grassmann variety, [Hod. & Ped. 1], [Mar. 1].

It can be proved, using the Matlab SOSTOOLS toolbox, that $\|\tilde{z}\|^4 - \|\tilde{z} \land \tilde{z}\|^2$ can not be written as a SOS. Instead, we will prove that this is feasible for the variety $G_2(\mathbb{R}^5) \cup \mathcal{V}_1$.

**Definition 6.4.3.** Let the $10 \times 2$ matrix $A = (\tilde{z} \land (\tilde{z} \land \tilde{z})^*, \tilde{z}^*)$ for $\tilde{z} \in \wedge^2(\mathbb{R}^5)$. The fourth degree homogeneous polynomials $f_i(\tilde{z}), i = 1,\ldots, 45$ are defined as the $2 \times 2$ minors of $A$, i.e., $C_2(A) = (f_1(\tilde{z}), f_2(\tilde{z}, \ldots, f_{45}(\tilde{z})))^t$.

**Theorem 6.4.3.** Let $\tilde{z} \in \wedge^2(\mathbb{R}^5)$. Then $\|\tilde{z} \land \tilde{z}\|^2 \cdot (\|\tilde{z}\|^4 - \|\tilde{z} \land \tilde{z}\|^2) = \sum_{i=1}^{45} f_i^2(\tilde{z})$.

**Proof.**

\[
\begin{align*}
\sum_{i=1}^{45} f_i^2(\tilde{z}) &= C_2(A^t) \cdot C_2(A) = \det(A^t \cdot A) = \\
&= \begin{vmatrix} \|\tilde{z} \land (\tilde{z} \land \tilde{z})^*\|^2 & <\tilde{z} \land (\tilde{z} \land \tilde{z})^*, \tilde{z}^*> \\ <\tilde{z} \land (\tilde{z} \land \tilde{z})^*, \tilde{z}^*> & \|\tilde{z}\|^2 \end{vmatrix} = \\
&= \|\tilde{z}\|^2 \cdot \|\tilde{z} \land (\tilde{z} \land \tilde{z})^*\|^2 - \|\tilde{z} \land \tilde{z} \land (\tilde{z} \land \tilde{z})^*\|^2 = \\
&= \|\tilde{z}\|^2 \cdot \|\tilde{z}\|^2 \cdot \|\tilde{z} \land \tilde{z}\|^2 - \|\tilde{z} \land \tilde{z}\|^4 = \|\tilde{z} \land \tilde{z}\|^2 \cdot (\|\tilde{z}\|^4 - \|\tilde{z} \land \tilde{z}\|^2)
\end{align*}
\]
Corollary 6.4.1. The polynomial \( \|z \wedge \bar{z}\|^2 (\|\bar{z}\|^4 - \|z \wedge \bar{z}\|^2) \) whose zero locus defines the variety \( G_2(\mathbb{R}^5) \cup \mathcal{V}_1 \) is a polynomial SOS.

Proof. It is not difficult to show that \( \|z \wedge \bar{z}\| = 0 \) defines not only \( G_2(\mathbb{R}^5) \), but also \( G_2(\mathbb{R}^n) \). If \( z \in G_2(\mathbb{R}^n) \), then \( \bar{z} = a \wedge b, a, b \in \mathbb{R}^n \). Hence, \( z \wedge \bar{z} = a \wedge b \wedge a \wedge b = 0 \). Conversely, if \( z \wedge \bar{z} = 0 \), then from formulae (6.11) we have that \( \sigma_i \sigma_j = 0 \), for all \( (i, j), j > i \) pairs. This means that \( k - 1 \) the number \( \sigma_i \) have to be zero. Due to \( 0 \leq \sigma_1 \leq \sigma_2 \leq \ldots \leq \sigma_k \), we have that \( \sigma_1, \ldots, \sigma_{k-1} = 0 \). Therefore, \( z = \sigma_k \cdot a_k \). The result now follows since \( \|z\|^4 - \|z \wedge \bar{z}\|^2 = 0 \) defines \( \mathcal{V}_1 \). \( \square \)

Now, the next corollary is evident.

Corollary 6.4.2. The equations \( f_i(z) = 0 \) define the variety \( G_2(\mathbb{R}^5) \cup \mathcal{V}_1 \).

6.4.3 The complementarity of \( G_2(\mathbb{R}^5) \) and \( \mathcal{V}_1 \)

In this section we prove that the gaps between a fixed 2-vector \( z \) and the varieties \( G_2(\mathbb{R}^5), \mathcal{V}_1 \) are complementary. First we will need the \( \mathcal{V}_1 \)-representation of a 2-vector. This definition may be implied by Theorem 6.3.5, i.e., the 2-vector \( v_1 \in \mathcal{V}_1 \) that best approximates a fixed vector \( z \) whose \( G_2(\mathbb{R}^5) \)-prime decomposition is \( z = \sigma_1 \cdot a_1 + \sigma_2 \cdot b_1 \wedge b_2 \), is given by \( v_1 = (\sigma_2 + \sigma_1) \cdot (a_1 \wedge a_2 + b_1 \wedge b_2) / 2 \).

Definition 6.4.4. The \( \mathcal{V}_1 \)-decomposition of \( z \) is defined as

\[
z = \frac{\sigma_2 + \sigma_1}{2} \cdot (a_1 \wedge a_2 + b_1 \wedge b_2) + \frac{\sigma_2 - \sigma_1}{2} \cdot (b_1 \wedge b_2 - a_1 \wedge a_2)
\]

From Theorem (6.3.5) and for \( n = 5 \) we see that the gap \( g(z, \mathcal{V}_1) \) between a 2-vector \( z \) and \( \mathcal{V}_1 \) is given by

\[
g(z, \mathcal{V}_1) = \frac{\sigma_2 - \sigma_1}{\sqrt{2(\sigma_2^2 + \sigma_1^2)}} = \sqrt{\frac{\|z\|^2 - \|z \wedge \bar{z}\|}{\|z\|^4}} = \frac{1}{\sqrt{2}} \sqrt{1 - \frac{\|z \wedge \bar{z}\|}{\|z\|^2}}
\]

(6.28)

This observation leads to the following important results.

Theorem 6.4.4. If \( \theta_1, \theta_2 \) are the gap angles of \( z \) from the varieties \( G_2(\mathbb{R}^5) \) and \( \mathcal{V}_1 \) respectively, then

\[\theta_1 + \theta_2 = \frac{\pi}{4}\]

Proof. The \( G_2(\mathbb{R}^5) \)-decomposition of any \( z \in \mathbb{R}^{10} \) is

\[
z = \sigma_1 \cdot a_1 \wedge a_2 + \sigma_2 \cdot b_1 \wedge b_2 = \|z\| \cdot \left( \frac{\sigma_2}{\|z\|} b_1 \wedge b_2 + \frac{\sigma_1}{\|z\|} a_1 \wedge a_2 \right) = \|z\| \left( \cos \theta_1 b_1 \wedge b_2 + \sin \theta_1 a_1 \wedge a_2 \right)
\]
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since
\[
\sin^2(\hat{z}, \hat{x}) = \frac{\|\hat{z}\|^2 \cdot \|\hat{x}\|^2 - \langle \hat{z}, \hat{x} \rangle^2}{\|\hat{z}\|^2 \cdot \|\hat{x}\|^2} = \frac{\|\hat{z}\|^2 \cdot \sigma_2^2 - \sigma_1^4}{\|\hat{z}\|^2} = \frac{\sigma_1^2}{\|\hat{z}\|^2}
\]
for \( \hat{z} = \sigma_2 b_1 \land b_2 \) and \( \hat{z} = \sigma_1 a_1 \land a_2 + \sigma_2 b_1 \land b_2 \). Also, from Definition 6.4.4 we have that
\[
\hat{z} = \|\hat{z}\| \left( \frac{\sigma_2 + \sigma_1}{\sqrt{2} \cdot \|\hat{z}\|} (a_1 \land a_2 + b_1 \land b_2) + \frac{\sigma_2 - \sigma_1}{\sqrt{2} \cdot \|\hat{z}\|} (b_1 \land b_2 - a_1 \land a_2) \right) = \|\hat{z}\| \left( \frac{\cos \theta_2}{\sqrt{2}} (a_1 \land a_2 + b_1 \land b_2) + \frac{\sin \theta_2}{\sqrt{2}} (b_1 \land b_2 - a_1 \land a_2) \right),
\]
where \( 0 \leq \theta_1, \theta_2 \leq \frac{\pi}{4} \). Therefore, \( \sin \theta_1 = g(\hat{z}, G_2(\mathbb{R}^5)) \), \( \sin \theta_2 = g(\hat{z}, V_1) \). Thus, by eqn.(6.28) we have
\[
\sin \theta_2 = \frac{\sigma_2 - \sigma_1}{\sqrt{2} \|\hat{z}\|} = \frac{1}{\sqrt{2}} (\cos \theta_1 - \sin \theta_1) = \sin \left( \frac{\pi}{4} - \theta_1 \right)
\]
Hence, \( \theta_1 + \theta_2 = \pi/4 \), since \( 0 \leq \theta_1, \theta_2 \leq \frac{\pi}{4} \).

\[\square\]

**Corollary 6.4.3.** \( G_2(\mathbb{R}^5) = \text{Extr}(V_1) \Leftrightarrow V_1 = \text{Extr}(G_2(\mathbb{R}^5)) \).

We complete the results regarding \( V_1 \) and its general description in the next theorem.

**Theorem 6.4.5.** Let \( z = \sigma_1 \cdot a_1 \land a_2 + \sigma_2 \cdot b_1 \land b_2 \) be the prime decomposition of a 2-vector \( z \in \wedge^2(\mathbb{R}^5) \) such that \( \|\hat{z}\|^2 = \|\hat{z} \land \hat{z}\| \). Then, \( z \) may be decomposed as \( \hat{z} = \sigma \cdot a_1 \land a_2 + \sigma \cdot b_1 \land b_2 \), where the decomposition is not unique. All orthonormal representations for a fixed \( z \) are parameterized by the two dimensional projective space \( P^2(\mathbb{R}) \).

**Proof.** Let \( \hat{z} = \sigma_1 \cdot a'_1 \land a'_2 + \sigma_2 \cdot b'_1 \land b'_2 \). Because \( \sigma_1^2 + \sigma_2^2 = \|\hat{z}\|^2 = \|\hat{z} \land \hat{z}\| = 2\sigma_1 \sigma_2 \) we get that
\[
\sigma_1^2 + \sigma_2^2 - 2\sigma_1 \sigma_2 = 0 \Rightarrow \sigma_1 = \sigma_2 = \sigma
\]
Since \( \hat{z} \land \hat{z} \) is common for the two representations and non zero we have that \( \text{colspan}[b_1, b_2, a_1, a_2] = \text{colspan}[b'_1, b'_2, a'_1, a'_2] \). We now consider a matrix \( U \) such that \( [B, A] \cdot U = [B', A'] \), \( U = [U_1, U_2] \), where \( B = [b_1, b_2] \), \( A = [a_1, a_2] \), \( B' = [b'_1, b'_2] \), \( A' = [a'_1, a'_2] \). Then we get \( b'_1 \land b'_2 = C_2[B, A] \cdot C_2[U_1] \) and \( a'_1 \land a'_2 = C_2[B, A] \cdot C_2[U_2] \), where \( C_2[U_1], C_2[U_2] \in \wedge(\mathbb{R}^4) \). Hence, if \( \hat{x} := C_2[U_1] \) then \( \hat{x}^* := C_2[U_2] \). Therefore,
\[
\sigma \cdot a'_1 \land a'_2 + \sigma \cdot b'_1 \land b'_2 = C_2[B, A] (\sigma \hat{x} + \sigma \hat{x}^*)
\]
and
\[
\sigma \cdot a_1 \land a_2 + \sigma \cdot b_1 \land b_2 = C_2[B, A] (\sigma \hat{e}_1 + \sigma \hat{e}_6)
\]
Thus if, $C_2[B, A] (\sigma x + \sigma x^*) = C_2[B, A] (\sigma \varepsilon_1 + \sigma \varepsilon_6)$, by taking the left inverse matrix of $C_2[B, A]$ we have that $\sigma x + \sigma x^* = \sigma \varepsilon_1 + \sigma \varepsilon_6$. Hence, by applying the Hodge star operator we obtain

$$\sigma \cdot (x + x^*) = \sigma \cdot (\varepsilon_1 + \varepsilon_6) \quad (6.31)$$

If $x = (x_1, x_2, x_3, x_4, x_5, x_6)$, then $x^* = (x_6, -x_5, x_4, -x_2, x_1)$ and from eqn.(6.31), we have that

$$x_1 + x_6 = 1, \ x_2 - x_5 = 0, \ x_3 + x_4 = 0 \quad (6.32)$$

Also, since $x$ is decomposable in $\bigwedge^2(\mathbb{R}^4)$, it satisfies the unique Quadratic Plucker Relation

$$x_1 x_6 - x_2 x_5 + x_3 x_4 = 0 \quad (6.33)$$

Therefore, eqn.(6.33) due to equations (6.32) and the fact that $\|x\| = 1$, is equivalent to

$$\left( x_1 - \frac{1}{2} \right)^2 + x_2^2 + x_3^2 = \frac{1}{4} \quad (6.34)$$

Hence, the representation of $\hat{z}$ is not unique. Also, the pair $(x^*, x)$ corresponds to $\sigma \cdot a_1 \wedge a_2 + \sigma \cdot b_1 \wedge b_2$, whereas $(x, x^*)$ to $\sigma \cdot b_1 \wedge b_2 + \sigma \cdot a_1 \wedge a_2$, which are the same representatives. Hence, we have identified $x, x^*$ i.e. the antipodal points of the sphere above, which gives rise to the projective space $P^2(\mathbb{R})$.

6.4.4 Conjugacy on the varieties $\mathcal{V}$ and $\mathcal{V}_1$

The decomposition $z = \sigma_1 \cdot a_1 \wedge a_2 + \sigma_2 \cdot b_1 \wedge b_2$, $\sigma_2 > \sigma_1 > 0$ of a 2-vector $z$ as a sum of two perpendicular decomposable vectors allows us to define a reflection $\bigwedge^2(\mathbb{R}^5) \rightarrow \bigwedge^2(\mathbb{R}^5)$ through the variety $z \wedge \hat{z} = 0$. Due to Theorem 6.4.4 and Corollary 6.4.3, the vector $\hat{z} = \sigma_1 \cdot a_1 \wedge a_2$ realizes the smallest distance from the variety defined by $z \wedge \hat{z} = 0$ in $\bigwedge^2(\mathbb{R}^5)$, which means that $x$ is perpendicular to the tangent space of the variety defined by $z \wedge \hat{z} = 0$ at the point $\sigma_2 \cdot b_1 \wedge b_2$.

Now, if $\hat{z}$ denotes the reflection of $z$ which is orthogonal to $\hat{z}$, through the plane, then

$$\hat{z} = \hat{z} - 2 \cdot \frac{\langle z, x \rangle}{\|z\|^2} \cdot x = \hat{z} - 2 \cdot \frac{\sigma_1^2}{\sigma_1^2} \cdot \sigma_1 a_1 \wedge a_2 = \sigma_2 \cdot b_1 \wedge b_2 - \sigma_1 \cdot a_1 \wedge a_2 = \sigma_2 \cdot b_1 \wedge b_2 + \sigma_2 \cdot a_2 \wedge a_1$$

**Definition 6.4.5.** Let $\hat{z} \in \bigwedge^2(\mathbb{R}^5)$. The vector $\hat{z} = \sigma_2 \cdot b_1 \wedge b_2 - \sigma_1 \cdot a_1 \wedge a_2$ is called the (directed) conjugate of $z$.

**Proposition 6.4.2.** Let $\mathcal{V}$ as in Definition 6.4.2. Then, conjugacy $(\cdot)$ is a well defined isometry $\bigwedge^2(\mathbb{R}^{10}) \setminus \mathcal{V} \rightarrow \bigwedge^2(\mathbb{R}^{10}) \setminus \mathcal{V}$, whose fixed points are given by the set $\{z \in \bigwedge^2(\mathbb{R}^{10}) : z \wedge \hat{z} = 0\}$.
Proof. Since any 2-vector $\hat{z}$ can be written as $\hat{z} = \sigma_1 \cdot a_1 \land a_2 + \sigma_2 \cdot b_1 \land b_2$, then $\hat{z}$ is defined uniquely as $\hat{z} = \sigma_2 \cdot b_1 \land b_2 + \sigma_1 \cdot a_2 \land a_1$ and $||\hat{z}||^2 = ||\hat{z}||^2 = \sigma_1^2 + \sigma_2^2$. If $\hat{z} = \sigma_2 \cdot b_1 \land b_2$ then $\hat{z} = \sigma_2 \cdot b_1 \land b_2$. Conversely, if $\hat{z} \notin \mathcal{V}$ and $\hat{z} = \hat{z}$ then $\hat{z} = \sigma_2 \cdot b_1 \land b_2$ which proves the proposition. \hfill \square

**Remark 6.4.4.** From Definition 6.4.5 and Theorem 6.13 and since the prime decomposition of $\hat{z}$ may be written as $z = (\hat{z} + \hat{z})/2 + (\hat{z} - \hat{z})/2$, the closest vector to $\hat{z} \in \Lambda^2(\mathbb{R}^5)$ from $G_2(\mathbb{R}^5)$ may also be written as $(\hat{z} + \hat{z})/2$.

**Theorem 6.4.6.** Conjugacy $(\cdot)$ cannot be continuously extended to $\mathcal{V}$.

Proof. If $z = \sigma \cdot a_1 \land a_2 + \sigma \cdot b_1 \land b_2$ and $\hat{z}_n := (\sigma + 1/n) \cdot a_1 \land a_2 + \sigma \cdot b_1 \land b_2$, then

$$\hat{z}_n \rightarrow \sigma \cdot a_1 \land a_2 - \sigma \cdot b_1 \land b_2 \quad (6.35)$$

and if $\hat{w}_n := \sigma \cdot a_1 \land a_2 + (\sigma + 1/n) \cdot b_1 \land b_2$, then

$$\hat{w}_n \rightarrow -\sigma \cdot a_1 \land a_2 + \sigma \cdot b_1 \land b_2 \quad (6.36)$$

Therefore, $\hat{z}_n, \hat{w}_n \rightarrow \hat{z}$ while $\lim_{n \rightarrow \infty} \hat{z}_n \neq \lim_{n \rightarrow \infty} \hat{w}_n$. \hfill \square

**Remark 6.4.5.** It is easy to prove the following formulas, relating $z$ and $\hat{z}$.

1) $<z, \hat{z}> = \sigma_2^2 - \sigma_1^2$.
2) $z \lor \hat{z} = \mathbb{0}$.
3) $\hat{z} \land \hat{z} = -z \land z$.
4) $\sigma_2 \cdot b_1 \land b_2 = (\hat{z} + \hat{z})/2$, $\sigma_1 \cdot a_1 \land a_2 = (\hat{z} - \hat{z})/2$.
5) $\hat{\hat{z}} = z$, i.e., $(\cdot)$ is an involution.

We now define the second form of conjugacy with respect to $\mathcal{V}_1$.

**Definition 6.4.6.** The $\mathcal{V}_1$- conjugate of a 2-vector $z \in \Lambda^1(\mathbb{R}^5)$ is defined as $\hat{z} = \sigma_1 b_1 \land b_2 + \sigma_2 a_1 \land a_2 \quad (6.37)$

**Remark 6.4.6.** Similarly to the directed conjugate $\hat{z}$, due to the above definition, the closest vector to $z \in \Lambda^2(\mathbb{R}^5)$ from the variety $\mathcal{V}_1$ is also written in the form $(\hat{z} + \hat{z})/2$.

We observe that the $\mathcal{V}_1$- conjugacy $(\cdot)$ leaves $\mathcal{V}_1$ fixed, because $(\sigma_2 b_1 \land b_2 + \sigma_1 a_1 \land a_2) = \sigma_1 b_1 \land b_2 + \sigma_2 a_1 \land a_2$, but it is not well defined at $G_2(\mathbb{R}^5)$, since if

$$\hat{z}_n = \left(1 + \frac{1}{n}\right)b_1 \land b_2 + \frac{1}{n}a_1 \land a_2 \rightarrow b_1 \land b_2, \quad \hat{w}_n = \left(1 + \frac{1}{n}\right)b_1 \land b_2 + \frac{1}{n}a_1 \land a_2 \rightarrow b_1 \land b_2$$
then
\[ z_n = \frac{1}{n} \mathbf{b}_1 \wedge \mathbf{b}_2 + \left(1 + \frac{1}{n}\right) \mathbf{a}_1 \wedge \mathbf{a}_2 \rightarrow \mathbf{a}_1 \wedge \mathbf{a}_2 \]

and
\[ w_n = \frac{1}{n} \mathbf{b}_1 \wedge \mathbf{b}_2 + \left(1 + \frac{1}{n}\right) \mathbf{d}_1 \wedge \mathbf{d}_2 \rightarrow \mathbf{d}_1 \wedge \mathbf{d}_2 \neq \mathbf{a}_1 \wedge \mathbf{a}_2 \]

We can extend the \( \mathcal{V}_1 \)-conjugation to the Grassmann variety if we define
\[
\mathcal{X} := \mathbb{P}^9(\mathbb{R}) \setminus G_2(\mathbb{R}^5) = \left\{ (z, r) \in \mathbb{P}^9(\mathbb{R}) \times G_2(\mathbb{R}^5) : z^* \wedge r = 0 \right\}
\] (6.38)

The following theorem completes the study of \( \mathcal{V}_1 \) for the \( n = 5 \) case.

**Theorem 6.4.7.** The conjugacy \( (\cdot) \) is well defined at \( \mathcal{X} = \mathbb{P}^9(\mathbb{R}) \setminus G_2(\mathbb{R}^5) \).

**Proof.** \( \mathcal{X} \) contains the points \((\hat{z}, (\hat{z} \wedge \hat{z})^*)\) and the points of the “blow-up” at \( G_2(\mathbb{R}^5) \), i.e., the points \((\mathbf{b}_1 \wedge \mathbf{b}_2, r)\) such that \( \langle r, \mathbf{b}_i \rangle = 0 \), \( i = 1, 2 \). Thus, \( (\cdot) \) is well defined for \( z \in \mathbb{P}^9(\mathbb{R}) \setminus G_2(\mathbb{R}^5) \) as \((\hat{z}, (\hat{z} \wedge \hat{z})^*)\) and at the “blow-up”, as \((\mathbf{b}_1 \wedge \mathbf{b}_2, r) = ((\mathbf{b}_1 \wedge \mathbf{b}_2 \wedge r^*), r)\). Hence, the \( \mathcal{V}_1 \)-conjugation \( (\cdot) \) is well defined at \( \mathcal{X} \) and
\[
(\tilde{z}_n, (\tilde{z}_n \wedge \tilde{z}_n)^*) \rightarrow (\mathbf{b}_1 \wedge \mathbf{b}_2, (\mathbf{b}_1 \wedge \mathbf{b}_2 \wedge \mathbf{a}_1 \wedge \mathbf{a}_2)^*)
\]
\[
(\tilde{w}_n, (\tilde{w}_n \wedge \tilde{w}_n)^*) \rightarrow (\mathbf{b}_1 \wedge \mathbf{b}_2, (\mathbf{b}_1 \wedge \mathbf{b}_2 \wedge \mathbf{d}_1 \wedge \mathbf{d}_2)^*)
\]
i.e., they converge to same point unless we are on the fiber through \( \mathbf{b}_1 \wedge \mathbf{b}_2 \).

**Remark 6.4.7.** We may easily prove similar formulae to Remark 6.5.1 for the \( \mathcal{V}_1 \)-conjugation \( (\cdot) \) as well.

### 6.5 Applications and Alternative Decompositions

We now apply the previous conjugacy-duality results to solve the best decomposable approximation problem via the method of the Lagrange multipliers and to derive a special form of the polar decomposition.

#### 6.5.1 Calculation of the Lagrange multipliers

In this section we propose how to calculate the Lagrange multipliers of the basic minimization problem of this thesis:
\[
\min \| \mathbf{x} - \tilde{z} \| \text{ when } \mathbf{x} \text{ is decomposable} \quad (6.39)
\]

Note, that this the first time the Lagrange multiplies are given in closed-form formulae for this kind of manifold constrained optimization problems, since most approaches, follow the SVD methodology, as we have mentioned before, due to the complexity of the constraints. Here we address (6.39) using the previous conjugacy-dual analysis tools results for the \( \mathbf{A}^2(\mathbb{R}^5) \) case.
Lemma 6.5.1. Let $\tilde{z}, x \in \bigwedge^2(\mathbb{R}^5)$ and $x$ be decomposable. Then, minimization problem (6.39) is equivalent to

$$\min_{\tilde{z}} \| \tilde{z} - z \| \quad \text{when} \quad \frac{1}{2} \cdot x \wedge x = 0 \quad (6.40)$$

Proof. This is straight forward by Corollary 6.4.1. \qed

Theorem 6.5.1. The Lagrange multiplies vector for a 2-vector $z$ is given by

$$\lambda^*_1 = -\frac{\sigma_1}{\sigma_2} \cdot \tilde{r}_z + \mu_1 b_1 + \mu_2 b_2 \quad (6.41)$$

where $\mu_1, \mu_2$ are free real numbers, $\sigma_i$, $b_i$, $i = 1, 2$ are obtained by the prime decomposition of $z$ and $\tilde{r}_z$ as in Definition 6.4.2.

Proof. If $\tilde{r}_1 \in \mathbb{R}^5$ the Lagrange multiplier considered in $\bigwedge^4(\mathbb{R}^5)$, then the Lagrangian is:

$$L(x, r_1) = (\| x - \tilde{z} \|^2)/2 - <r_1, (x \wedge x)/2 >.$$ Hence,

$$dL(x, r_1) = 0 \Rightarrow <x - \tilde{z}, dx > - <r_1, x \wedge dx >= 0 \Rightarrow$$

$$\Rightarrow <x - \tilde{z}, dx > - <\lambda^*_1 \wedge x>, dx >= 0$$

Therefore,

$$<x - \tilde{z} - (\lambda^*_1 \wedge x)^*, dx >= 0 \Rightarrow \tilde{z} = x - (\lambda^*_1 \wedge x)^*$$

On the other hand, the solution of problem (6.39) is $x = \sigma_2 b_1 \wedge b_2$ for $\tilde{z} = \sigma_1 \cdot a_1 \wedge a_2 + \sigma_2 \cdot b_1 \wedge b_2$. Therefore, by (6.22), we have that

$$\tilde{z} = \sigma_1 \cdot (\tilde{r}_z \wedge b_1 \wedge b_2)^* + \sigma_2 \cdot b_1 \wedge b_2 = \left( \frac{\sigma_1}{\sigma_2} \tilde{r}_z \wedge x \right)^* + x \quad (6.42)$$

Thus,

$$-(\lambda^*_1 \wedge x)^* = \left( \frac{\sigma_1}{\sigma_2} \tilde{r}_z \wedge x \right)^* \iff \lambda^*_1 = -\frac{\sigma_1}{\sigma_2} \cdot \tilde{r}_z + \mu_1 b_1 + \mu_2 b_2,$$

where $\mu_1, \mu_2$ are free real numbers. Hence the set of the Lagrange multipliers is a 2-dimension affine subspace of $\mathbb{R}^5$. \qed

Remark 6.5.1. From eqn.(6.42) we obtain

$$\tilde{z} - x = \left( \frac{\tilde{r}_z \wedge x}{\sigma_2} \right)^* \quad (6.43)$$

If we consider a $10 \times 10$ matrix $R_{\tilde{z}}$ such that $(\tilde{r}_z \wedge x)^* = R_{\tilde{z}} \cdot x$, then eqn.(6.43) is written as

$$\left( \frac{\sigma_2}{\sigma_4} R_{\tilde{z}} + I_{10} \right) \cdot x = \tilde{z} \quad (6.44)$$

Thus, we have a new way to calculate the best approximation $x$ from $\tilde{z}$, i.e.,
a) If $\sigma_2 > \sigma_1$ then $\bar{x}$ must be unique. Hence,

$$\bar{x} = \left(\frac{\sigma_1}{\sigma_2} R_z + I_{10}\right)^{-1} \hat{z} = \left(\frac{\sigma_1^2 R_z^2 - \sigma_1 \sigma_2 R_z}{\sigma_2^2 - \sigma_1^2} + I_{10}\right) \hat{z}$$

b) If $\sigma_2 = \sigma_1$ then $\bar{x}$ is not unique, therefore we have that the right kernel of $(\sigma_1/\sigma_2 R_z + I_{10})$ is $\{b_1 \wedge b_2 - a_1 \wedge a_2, b_1 \wedge a_1 + b_2 \wedge a_2, b_2 \wedge a_1 - b_1 \wedge a_2\}$. Thus,

$$\bar{x} = \bar{x}_0 + \kappa_1 (b_1 \wedge b_2 - a_1 \wedge a_2) + \kappa_2 (b_1 \wedge a_1 + b_2 \wedge a_2) + \kappa_3 (b_2 \wedge a_1 - b_1 \wedge a_2),$$

where $\bar{x}_0$ is a particular solution and $\kappa_1, \kappa_2, \kappa_3 \in \mathbb{R}$ such that the vector $\bar{x}$ is decomposable.

c) If $\sigma_1 = 0$ then $\bar{x} = \hat{z}$.

**Proposition 6.5.1.** The affine subspace $r^*_1$ satisfies the following equation:

$$(T^2_z + \sigma_2^2 I_5) \bar{x} = -\sigma_1 \sigma_2 \cdot r^-_z \quad (6.45)$$

**Proof.** It is easy to see that $(-\sigma_1/\sigma_2) \cdot r^-_z$ is a specific solution of eqn.(6.45). Furthermore, from the spectral analysis of $T^-_z$ we have $\ker(T^2 + \sigma_2^2 I_5) = \text{sp}\{b_1, b_2\}$ and the conclusion is evident. $\blacksquare$

**Example 6.5.1.** We shall calculate the Lagrange multipliers for the minimization problem

$$\min_{\bar{x}} \|\bar{x} - \hat{z}\| \quad \text{when} \quad \bar{x} \in \bigwedge^2(\mathbb{R}^5) \text{ is decomposable}$$

The Quadratic Plücker Relations for this problem are given by Corollary 6.4.1:

$$x_1 x_8 - x_2 x_6 + x_3 x_5 = 0, \quad x_1 x_9 - x_2 x_7 + x_4 x_5 = 0, \quad x_1 x_{10} - x_3 x_7 + x_4 x_6 = 0,$$

$$x_2 x_{10} - x_3 x_9 + x_4 x_8 = 0, \quad x_5 x_{10} - x_6 x_9 + x_7 x_8 = 0$$

If $y = (\lambda_1, \lambda_2, \lambda_3, \lambda_4, \lambda_5)$ the vector of the five Lagrange multipliers $\lambda_1, ..., \lambda_5$ we want to calculate, then the Lagrangian is:

$$L(x, y) = \frac{1}{2} \left[ (x_1 - z_1)^2 + (x_2 - z_2)^2 + \ldots + (x_{10} - z_{10})^2 \right] - \lambda_1 (x_1 x_8 - x_2 x_6 + x_3 x_5) - \lambda_2 (x_1 x_9 - x_2 x_7 + x_4 x_5) - \lambda_3 (x_1 x_{10} - x_3 x_7 + x_4 x_6) - \lambda_4 (x_2 x_{10} - x_3 x_9 + x_4 x_8) - \lambda_5 (x_5 x_{10} - x_6 x_9 + x_7 x_8)$$

Therefore, we have the following system of 15 equations:

$$\frac{\partial L}{\partial x_1} = \lambda_3 x_{10} - r_1 x_8 - \lambda_2 x_9 + (x_1 - z_1) = 0, \ldots, \frac{\partial L}{\partial x_{10}} = -\lambda_3 x_1 - \lambda_4 x_2 - \lambda_5 x_5 + (x_{10} - z_{10}) =$$
\[0, \frac{\partial L}{\partial \lambda_1} = -x_1x_8 + x_2x_6 - x_3x_5 = 0, \ldots, \frac{\partial L}{\partial \lambda_5} = -x_10x_5 - x_7x_8 + x_6x_9 = 0\]

Now, let \( \tilde{z} = (2, -8, 1, 5, 0, 11, -3, 7, -1, 6) \). By eliminating \( \lambda_1, \ldots, \lambda_5 \) from this system we obtain two solutions for \( \tilde{z} \):

\[\tilde{x}_1 = (-3.81187, -3.81885, 0.256576, 3.00383, 0.49817, 8.6079, -2.16234, 8.65719, -1.77373, 6.92875)\]

\[\tilde{x}_2 = (5.81187, -4.18115, 0.743424, 1.99617, -0.49817, 2.3921, -0.83766, -1.65719, 0.77373, -0.928749)\]

The first solution achieves the minimum distance we want. The substitution of \( \tilde{x}_1 \) to the above system implies:

\[\lambda_1 = -0.434745 + 0.78802\lambda_4 - 0.567264\lambda_5,\]
\[\lambda_2 = 0.202979 - 0.067309\lambda_4 - 2.258183\lambda_5,\]
\[\lambda_3 = -0.243646 - 1.00183\lambda_4 + 0.130689\lambda_5\]

where \( \lambda_4, \lambda_5 \in \mathbb{R} \). Therefore,

\[y = u_0 + r_4 \cdot u_1 + r_5 \cdot u_2\]

where

\[u_0 = (0, 0, -0.24364, -0.20297, -0.43474),\]
\[u_1 = (0, -1, -1.00183, 0.067309, 0.78802),\]
\[u_2 = (1, 0, 0.13068, 2.25818, -0.56726)\]

We must now prove that \( u_0 + r_4 \cdot u_1 + r_5 \cdot u_2 = - (\sigma_1 / \sigma_2) \cdot r + \mu_1 b_1 + \mu_2 b_2 , \mu_1, \mu_2 \in \mathbb{R} \)

where,

\[r = (-0.0785093, 0.094211, 0.549565, 0.204124, 0.800795)^t\]
\[b_1 = (0.395816, -0.0925693, -0.0410099, 0.900056, -0.151586)^t\]
\[b_2 = (-0.0182749, -0.613107, -0.616617, 0, 0.493507)^t\]
\[a_1 = (0.236471, 0.760887, -0.527125, 0, 0.29542)^t\]
\[a_2 = (-0.883693, 0.166455, -0.195497, 0.38501, -0.0701948)^t\]

and \( \sigma_1 = 8.16558, \sigma_2 = 15.5988 \) are obtained by the spectral analysis of

\[T_{\tilde{x}} = \begin{pmatrix} 0 & 2 & -8 & 1 & 5 \\ -2 & 0 & 0 & 11 & -3 \\ 8 & 0 & 0 & 7 & -1 \\ -1 & -11 & -7 & 0 & 6 \\ -5 & 3 & 1 & -6 & 0 \end{pmatrix}\]
But these two affine subspaces are equal, since

\[ r_0 = -0.523475r - 0.106799b_1 - 0.06431322_1, \quad -0.523475 = -\frac{\sigma_1}{\sigma_2} \]

and \( b_1 \wedge b_2 \parallel u_1 \wedge u_2 \Leftrightarrow u_1 \wedge u_2 = -0.244369b_1 \wedge b_2 \), because

\[ u_1 \wedge u_2 = (-0.24436, -0.24481, 0.016448, 0.19256, 0.031936, 0.55183, -0.13862, 0.55499, 0.113709, 0.44184), \]

\[ b_1 \wedge b_2 = (1, 1.00183, -0.0673098, -0.788021, -0.130689, -2.25818, 0.567265, -2.27111, 0.465318, -1.81768) \)

### 6.5.2 The Polar Decomposition

The polar decomposition has been characterized as the generalization of the representation \( re^{i\theta} \) of complex numbers to matrices. In matrix form, e.g., [Gan. 1], [Gol. & Van. 2], [Hig. 1] among others, it states that for a matrix \( A \in \mathbb{C}^{m \times n} \), \( m \geq n \), there exists a matrix \( U \in \mathbb{C}^{m \times n} \) and a unique Hermitian positive semi-definite matrix \( H \in \mathbb{C}^{n \times n} \) such that \( A = UH \), \((U)^{\dagger}U = I_n \). Moreover, if \( \text{rank} A = n \) then \( H \) is positive definite and \( U \) is uniquely defined. Polar decomposition problems are mainly addressed via numerical analysis methods [Hig. 1]. However, the conjugacy analysis we presented earlier may provide a very helpful polar decomposition in a 2-vector form, which does not require any numerical methods, since the related components may be directly computed via specific closed-form formulae. Indeed, if \( z = \sigma_1 \cdot a_1 \wedge a_2 + \sigma_2 \cdot b_1 \wedge b_2 \), is the prime decomposition of a 2-vector in \( \wedge^2(\mathbb{R}^5) \) then, due to its gaps between the Grassmann variety and \( \mathcal{V}_1 \), \( z \) may be written as \( z = \|z\| (\cos \theta \cdot b_1 \wedge b_2 + \sin \theta \cdot a_1 \wedge a_2) \). Then for the directed and the \( \mathcal{V}_1 \)-conjuncts of \( z \) we have

\[ \hat{z} = \sigma_2 \cdot b_1 \wedge b_2 - \sigma_1 \cdot a_1 \wedge a_2 = \|z\| (\cos \theta \cdot b_1 \wedge b_2 - \sin \theta \cdot a_1 \wedge a_2) \] (6.46)

\[ \tilde{z} = \sigma_1 \cdot b_1 \wedge b_2 + \sigma_2 \cdot a_1 \wedge a_2 = \|z\| (\sin \theta \cdot b_1 \wedge b_2 + \cos \theta \cdot a_1 \wedge a_2) \] (6.47)

where, \( 0 < \theta < \frac{\pi}{4} \). Now, if we consider the complex number \( \|z\|e^{i\theta} \) and the complex vector \( b_1 \wedge b_2 + i \cdot a_1 \wedge a_2 \) we have that \( \|z\|e^{i\theta}(b_1 \wedge b_2 + i \cdot a_1 \wedge a_2) = \hat{z} + i\tilde{z} \) and \( \|z\|e^{-i\theta}(b_1 \wedge b_2 + i \cdot a_1 \wedge a_2) = \hat{z} + i\tilde{z} \). The 2-vector definition of the polar decomposition is now evident.

**Definition 6.5.1.** The polar decomposition of a multi-vector \( z \in \wedge^2(\mathbb{R}^5) \) is given by

\[ z = \text{Re} \left( \|z\|e^{-i\theta}(b_1 \wedge b_2 + i \cdot a_1 \wedge a_2) \right) = \text{Re} \left( \|z\|e^{i\theta}(b_1 \wedge b_2 - i \cdot a_1 \wedge a_2) \right) \] (6.48)
Therefore, given the coordinates of a 2-vector \( \mathbf{z} \), one has to calculate the components \( b_1 \wedge b_2, a_1 \wedge a_2 \) to derive the respective polar form. We need the following result first.

**Proposition 6.5.2.** If \( \mathbf{z} \wedge \mathbf{z} \neq 0 \) then

\[
\mathbf{\hat{z}} = (\mathbf{z} \wedge \mathbf{r}_z)^* = \left( \mathbf{z} \wedge \frac{(\mathbf{z} \wedge \mathbf{z})^*}{\|z \wedge \mathbf{z}\|} \right)^*
\]

**(Proof.)** We have that

\[
(\mathbf{z} \wedge \mathbf{r}_z)^* = ((\sigma_1 \cdot a_1 \wedge a_2 + \sigma_2 \cdot b_1 \wedge b_2) \wedge \mathbf{r}_z)^*
\]

\[
= \sigma_2 (b_1 \wedge b_2 \wedge \mathbf{r}_z)^* + \sigma_1 (a_1 \wedge a_2 \wedge \mathbf{r}_z)^*
\]

\[
= \sigma_2 \cdot a_1 \wedge a_2 + \sigma_1 \cdot b_1 \wedge b_2 = \mathbf{\hat{z}}
\]

since \( \mathbf{r}_z = (\mathbf{z} \wedge \mathbf{z})^*/\|z \wedge \mathbf{z}\| \)

\[
(6.49)
\]

**Theorem 6.5.2.** (Closed-Form Formulae of the main Components) The imaginary parts \( \sigma_i \) and their respective orthonormal eigenvectors \( a_i, b_i, i = 1, 2 \) of a 2-vector \( \mathbf{z} \in \bigwedge^2(\mathbb{R}^5) \) satisfy the following formulae.

1) \( \sigma_2 = \frac{\sqrt{\|\mathbf{z}\|^2 + \|\mathbf{z} \wedge \mathbf{z}\| + \sqrt{\|\mathbf{z}\|^2 - \|\mathbf{z} \wedge \mathbf{z}\|}}}{2} \)

\[
\sigma_1 = \frac{\sqrt{\|\mathbf{z}\|^2 + \|\mathbf{z} \wedge \mathbf{z}\|} - \sqrt{\|\mathbf{z}\|^2 - \|\mathbf{z} \wedge \mathbf{z}\|}}{2}
\]

2) \( b_1 \wedge b_2 = \frac{1}{2} \left( \frac{\mathbf{z} + (\mathbf{z} \wedge \mathbf{r}_z)^*}{\sqrt{\|\mathbf{z}\|^2 + \|\mathbf{z} \wedge \mathbf{z}\|}} + \frac{\mathbf{z} - (\mathbf{z} \wedge \mathbf{r}_z)^*}{\sqrt{\|\mathbf{z}\|^2 - \|\mathbf{z} \wedge \mathbf{z}\|}} \right) \)

\[
a_1 \wedge a_2 = \frac{1}{2} \left( \frac{\mathbf{z} + (\mathbf{z} \wedge \mathbf{r}_z)^*}{\sqrt{\|\mathbf{z}\|^2 + \|\mathbf{z} \wedge \mathbf{z}\|}} - \frac{\mathbf{z} - (\mathbf{z} \wedge \mathbf{r}_z)^*}{\sqrt{\|\mathbf{z}\|^2 - \|\mathbf{z} \wedge \mathbf{z}\|}} \right)
\]

**(Proof.)** Let \( \mathbf{z} = \sigma_1 \cdot a_1 \wedge a_2 + \sigma_2 \cdot b_1 \wedge b_2, \sigma_2 > \sigma_1 > 0 \) the prime decomposition of \( \mathbf{z} \in \bigwedge^2(\mathbb{R}^5) \). Then

1) As we have seen \( \sigma_1^2 + \sigma_2^2 = \|\mathbf{z}\|^2, \|\mathbf{z} \wedge \mathbf{z}\| = 2\sigma_1\sigma_2 \). Therefore,

\[
\frac{\sqrt{\|\mathbf{z}\|^2 + \|\mathbf{z} \wedge \mathbf{z}\|} + \sqrt{\|\mathbf{z}\|^2 - \|\mathbf{z} \wedge \mathbf{z}\|}}{2} = \frac{|\sigma_1 + \sigma_2| + |\sigma_1 - \sigma_2|}{2} = \sigma_2
\]

since \( \sigma_2 > \sigma_1 > 0 \). Similarly,

\[
\frac{\sqrt{\|\mathbf{z}\|^2 + \|\mathbf{z} \wedge \mathbf{z}\|} - \sqrt{\|\mathbf{z}\|^2 - \|\mathbf{z} \wedge \mathbf{z}\|}}{2} = \frac{|\sigma_1 + \sigma_2| - |\sigma_1 - \sigma_2|}{2} = \sigma_1
\]
2) In Proposition 6.5.2 we saw that

\[(z \wedge r_z)^* = \bar{z} = \sigma_2 \cdot a_1 \wedge a_2 + \sigma_1 \cdot \bar{b}_1 \wedge \bar{b}_2\]

Thus,

\[
\frac{1}{2} \left( \frac{\bar{z} + (z \wedge r_z)^*}{\sqrt{\|z\|^2 + \|z \wedge \bar{z}\|}} + \frac{\bar{z} - (z \wedge r_z)^*}{\sqrt{\|z\|^2 - \|z \wedge \bar{z}\|}} \right) = \frac{\sigma_1 \cdot a_1 \wedge a_2 + \sigma_2 \cdot \bar{b}_1 \wedge \bar{b}_2 + \sigma_2 \cdot a_1 \wedge a_2 + \sigma_1 \cdot \bar{b}_1 \wedge \bar{b}_2}{2\sigma_2 + 2\sigma_1} + \frac{\sigma_1 \cdot a_1 \wedge a_2 + \sigma_2 \cdot \bar{b}_1 \wedge \bar{b}_2 - \sigma_2 \cdot a_1 \wedge a_2 - \sigma_1 \cdot \bar{b}_1 \wedge \bar{b}_2}{2\sigma_2 - 2\sigma_1} = \frac{\bar{b}_1 \wedge \bar{b}_2}{2} + \frac{\bar{b}_1 \wedge \bar{b}_2}{2} = \bar{b}_1 \wedge \bar{b}_2
\]

Similarly, we obtain that

\[
\frac{1}{2} \left( \frac{\bar{z} + (z \wedge r_z)^*}{\sqrt{\|z\|^2 + \|z \wedge \bar{z}\|}} + \frac{\bar{z} - (z \wedge r_z)^*}{\sqrt{\|z\|^2 - \|z \wedge \bar{z}\|}} \right) = a_1 \wedge a_2
\]

Clearly, the previous result does not only provide the polar decomposition of a 2-vector, but also implies its prime decomposition as well as the respective conjugacy forms, in terms of its coordinates only without any SVD-like numerical applications. We verify this with the following general example.

**Example 6.5.2.** Let \(z = (2, -8, 1, 5, 0, 11, -3, 7, -1, 6)^t \in \wedge^2(\mathbb{R}^5) \cong \mathbb{R}^{10}\) as in Example 6.5.1. Then

\[\|z\|^2 = 310, \quad \|z \wedge z\| = \|2 \cdot (QPR_1, QPR_2, QPR_3, QPR_4, QPR_5)\| = 104\sqrt{6}\]

Therefore,

\[
\frac{\sqrt{\|z\|^2 + \|z \wedge z\|} + \sqrt{\|z\|^2 - \|z \wedge z\|}}{2} = 15.5988 = \sigma_2
\]

and

\[
\frac{\sqrt{\|z\|^2 + \|z \wedge z\|} - \sqrt{\|z\|^2 - \|z \wedge z\|}}{2} = 8.1658 = \sigma_1
\]

Furthermore, if \(\bar{z} = (z_1, z_2, ..., z_{10})\) then

\[(z \wedge r_z)^* = \frac{2}{\|z \wedge \bar{z}\|} \left( \left( \sum_{1 \leq i < j \leq 5} a_{ij} \cdot e_i \wedge e_j \right) \wedge \left( \sum_{1 \leq i < j \leq 5} QPR_i \cdot e_i \right) \right) \]
\[
\frac{2}{\|\hat{z} \wedge \hat{z}\|} \cdot (z_8 QPR_1 + z_{10} QPR_3 + z_9 QPR_2, -(z_6 QPR_1 - z_{10} QPR_4 + z_7 QPR_2), \\
z_5 QPR_1 - z_9 QPR_4 - z_7 QPR_3, -(z_5 QPR_2 - z_8 QPR_4 - z_6 QPR_3), \\
z_3 QPR_1 + z_{10} QPR_3 + z_4 QPR_2, -(z_2 QPR_1 + z_9 QPR_5 - z_4 QPR_3), \\
- z_2 QPR_2 + z_8 QPR_5 - z_3 QPR_3, z_1 QPR_1 + z_7 QPR_5 - z_4 QPR_4, \\
- (z_1 QPR_2 + z_6 QPR_5 + z_3 QPR_4), z_1 QPR_3 + z_5 QPR_5 + z_2 QPR_4)
\]

Hence

\[
(\hat{z} \wedge \hat{r}_z)^* = (9.10708, -9.98638, 1.55448, 5.38574, -0.690882, \\
9.07567, -2.73212, 1.36606, 0.549565, 1.85282)
\]

Thus,

\[
\frac{1}{2} \left( \frac{\hat{z} + (\hat{z} \wedge \hat{r}_z)^*}{\sqrt{\|\hat{z}\|^2 + \|\hat{z} \wedge \hat{z}\|}} + \frac{\hat{z} - (\hat{z} \wedge \hat{r}_z)^*}{\sqrt{\|\hat{z}\|^2 - \|\hat{z} \wedge \hat{z}\|}} \right) = (-0.244369, -0.244816, 0.0164484, 0.192568, \\
0.0319364, 0.55183, -0.138622, 0.55499, -0.113709, 0.444184) = \hat{b}_1 \wedge \hat{b}_2
\]

Hence,

\[
\sigma_2 \hat{b}_1 \wedge \hat{b}_2 = (-3.81187, -3.81885, 0.256576, 3.00383, 0.49817, \\
8.6079, -2.16234, 8.65719, -1.77373, 6.92875)
\]

which is the best decomposable approximation of \( \hat{z} \). Also

\[
\frac{1}{2} \left( \frac{\hat{z} + (\hat{z} \wedge \hat{r}_z)^*}{\sqrt{\|\hat{z}\|^2 + \|\hat{z} \wedge \hat{z}\|}} - \frac{\hat{z} - (\hat{z} \wedge \hat{r}_z)^*}{\sqrt{\|\hat{z}\|^2 - \|\hat{z} \wedge \hat{z}\|}} \right) = (0.711752, -0.512046, 0.0910436, 0.244461, \\
-0.0610085, 0.292949, -0.102584, -0.202948, 0.094755, -0.11374) = \hat{a}_1 \wedge \hat{a}_2
\]

Hence, \( \sigma_1 \hat{a}_1 \wedge \hat{a}_2 + \sigma_1 \hat{b}_1 \wedge \hat{b}_2 = (2, -8, 1, 5, 0, 11, -3, 7, -1, 6) = \hat{z} \) and due to Theorem 6.4.4 (\( \sin \theta = \sigma_1/\|\hat{z}\| \), \( \cos \theta = \sigma_2/\|\hat{z}\| \)), the polar form of \( \hat{z} \) is easily verified.

Finally, \( \hat{z} = (9.62374, 0.362305, -0.486848, 1.00766, 0.99634, \\
6.2158, -1.32468, 10.3144, -2.54746, 7.8575) \) and \( \hat{z} = (9.10708, -9.98638, 1.55448, 5.38574, \\
-0.690882, 9.07567, -2.73212, 1.36606, 0.549565, 1.85282) \).

### 6.6 Gap Sensitivity

Next we examine the sensitivity properties of the various distances we calculated in the previous sections. The sensitivity will be calculated in terms of perturbation of \( \hat{z} \) of differentials of related functions. Throughout this section, \( \sigma_1, \sigma_2 \) will be functions of the multi-vector \( \hat{z} \) as these were proved in Proposition 6.5.2.
Theorem 6.6.1. Let $\tilde{z} = \sigma_1 \cdot a_1 \wedge a_2 + \sigma_2 \cdot b_1 \wedge b_2$, $\sigma_2 > \sigma_1 > 0$. Then

$$\nabla \sigma_2 = b_1 \wedge b_2, \ \nabla \sigma_1 = a_1 \wedge a_2 \quad (6.51)$$

Proof. From the prime decomposition, we easily obtain

$$\|\tilde{z}\|^2 = \sigma_2^2 + \sigma_1^2 \Rightarrow <\tilde{z}, d\tilde{z}> = \sigma_2 d\sigma_2 + \sigma_1 d\sigma_1$$

and since $\tilde{z} = \sigma_1 \cdot a_1 \wedge a_2 + \sigma_2 \cdot b_1 \wedge b_2$ we have that

$$\sigma_2 < b_1 \wedge b_2, d\tilde{z}> + \sigma_1 < a_1 \wedge a_2, d\tilde{z}> = \sigma_2 d\sigma_2 + \sigma_1 d\sigma_1 \quad (6.52)$$

Hence,

$$\|\tilde{z} \wedge \tilde{z}\| = 2\sigma_1 \sigma_2 \Rightarrow d\|\tilde{z} \wedge \tilde{z}\| = 2(\sigma_2 d\sigma_2 + \sigma_1 d\sigma_1) \Rightarrow$$

$$\Rightarrow \frac{d <\tilde{z} \wedge \tilde{z}, \tilde{z} \wedge \tilde{z}>}{2\|\tilde{z} \wedge \tilde{z}\|} = 2(\sigma_2 d\sigma_2 + \sigma_1 d\sigma_1) \Rightarrow$$

$$\Rightarrow \frac{<\tilde{z} \wedge \tilde{z}, \tilde{z} \wedge d\tilde{z}>}{\|\tilde{z} \wedge \tilde{z}\|} = \sigma_1 d\sigma_2 + \sigma_2 d\sigma_1 \Rightarrow$$

$$\Rightarrow \left\langle \frac{(\tilde{z} \wedge \tilde{z})^* \wedge \tilde{z}^*}{\|\tilde{z} \wedge \tilde{z}\|}, d\tilde{z} \right\rangle = \sigma_1 d\sigma_2 + \sigma_2 d\sigma_1 \quad (6.53)$$

and again from the prime decomposition we get

$$\sigma_1 < b_1 \wedge b_2, d\tilde{z}> + \sigma_2 < a_1 \wedge a_2, d\tilde{z}> = \sigma_1 d\sigma_2 + \sigma_2 d\sigma_1 \quad (6.54)$$

Hence,

$$\nabla \sigma_2 = b_1 \wedge b_2, \ \nabla \sigma_1 = a_1 \wedge a_2 \quad (6.55)$$

Corollary 6.6.1. For every 2-vector $\tilde{z} \in \bigwedge^2(\mathbb{R}^5)$, $\|\tilde{z}\|^2 \neq \|\tilde{z} \wedge \tilde{z}\|$, we have that

$$\tilde{z} = \sigma_1 \nabla \sigma_2 + \sigma_2 \nabla \sigma_1 \quad (6.56)$$

Now we calculate, in terms of differentials, the sensitivity of the gap $g(\tilde{z}, G_2(\mathbb{R}^5)) = \sigma_1/\|\tilde{z}\|$ in terms of perturbations of $\tilde{z}$.

Theorem 6.6.2. Let $g(\tilde{z}) = \sigma_1/\|\tilde{z}\|$ the gap of a 2-vector $\tilde{z} = \sigma_1 \cdot a_1 \wedge a_2 + \sigma_2 \cdot b_1 \wedge b_2$ from $G_2(\mathbb{R}^5)$ and $\text{sp}\{\tilde{z}\} \in \mathbb{P}^3(\mathbb{R})$ where $\|\tilde{z}\| = 1$. If we consider a perturbation of $\tilde{z}$ such that

$$d\|\tilde{z}\| = 0$$

then

$$dg(\tilde{z}) = <a_1 \wedge a_2, d\tilde{z}>$$

(6.57)
Proof. We have that 
\[ dg(z) = d \frac{\sigma_1}{\|z\|} = \frac{\|d\sigma_1 - \sigma_1 d\|z\|}{\|z\|^2} = d\sigma_1 = \langle a_1 \wedge a_2, d\hat{z} \rangle \]
due to Theorem 6.6.1 and the fact that \( d\|\hat{z}\| = 0 \), since \( \|\hat{z}\| = 1 \).

Theorem 6.6.3.
\[ d(\|z\|^2 - \|\hat{z} \wedge \hat{z}\|) = 2 < \hat{z} - (\hat{z} \wedge r_{\hat{z}})^*, d\hat{z} > \]
and
\[ d(\|z\|^2 + \|\hat{z} \wedge \hat{z}\|) = 2 < \hat{z} + (\hat{z} \wedge r_{\hat{z}})^*, d\hat{z} > \]

Proof.
\[ d(\|z\|^2 - \|\hat{z} \wedge \hat{z}\|) = 2 < \hat{z}, d\hat{z} > - \frac{d < \hat{z} \wedge \hat{z}, \hat{z} \wedge \hat{z} >}{2\|\hat{z} \wedge \hat{z}\|} = 2 < \hat{z}, d\hat{z} > - \frac{4 < \hat{z} \wedge \hat{z}, \hat{z} \wedge d\hat{z} >}{2\|\hat{z} \wedge \hat{z}\|} = 2 < \hat{z}, d\hat{z} > - \frac{2 < (\hat{z} \wedge \hat{z})^*, \hat{z} \wedge d\hat{z} >}{\|\hat{z} \wedge \hat{z}\|} = 2 < \hat{z} - (\hat{z} \wedge r_{\hat{z}})^*, d\hat{z} > \]

Similarly we obtain
\[ d(\|z\|^2 + \|\hat{z} \wedge \hat{z}\|) = 2 < \hat{z} + (\hat{z} \wedge r_{\hat{z}})^*, d\hat{z} > \]

6.7 Conclusions

The main purpose of this chapter was to study the best decomposable approximation problem, i.e., approximate solutions for the multilinear subproblem of DAP, in the case where the uniqueness of the prime decomposition fails. As we have seen, the prime decomposition is unique if the imaginary parts \( \sigma_i \) are distinct and equivalently the best decomposable approximation implied by the prime decomposition is also unique and the critical points of the related distance-minimization problem are \( \binom{m}{r} \), for \( n = 2m \) or \( n = 2m + 1 \) and \( 2r \leq n \), for an \( n \times n \) skew-symmetric matrix.

On the other hand, if we have repeated eigenvalues (degenerate eigenvalues) it is easy to verify that the prime decomposition is not unique. Then the approximation problem may be addressed via the extremal variety \( V_1 \) approach, i.e., the
variety with the maximum distance from $G_2(\mathbb{R}^n)$ that contains those 2-vectors $z$ whose imaginary parts $\sigma_i$ are all equal. For the special case $n = 5$ we proved a new result regarding the geometry of the Grassmann variety, that $G_2(\mathbb{R}^5)$ and its corresponding extremal variety $V_1$ are complementary sets.

These results have helped us calculate via conjugacy and Hodge-duality properties the Lagrange multipliers of the best decomposable approximation problem in a closed form formula, which is a new result for manifold-constrained optimization problems. This analysis has led to the most significant result of this chapter and one of the most important results of the thesis, that the prime decomposition of a 2-vector $z$, and similar decompositions such as the polar decomposition, are written as functions of the components of $z$. Thus, given any 2-vector in $\bigwedge^2(\mathbb{R}^5)$ one can calculate its best decomposable approximation, its worst decomposable approximation (degeneracy case) or its polar decomposition via a simple calculation of the formulae in Theorem 6.5.2. We summarize the most important new results in the following table.

<table>
<thead>
<tr>
<th>-</th>
<th>Variety $G_2(\mathbb{R}^5)$</th>
<th>Variety $V_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decomposition of $z$</td>
<td>$\sigma_1 \cdot a_1 \wedge a_2 + \sigma_2 \cdot b_1 \wedge b_2$</td>
<td>$\sigma_2 \cdot b_1 \wedge b_2 - \sigma_1 \cdot a_1 \wedge a_2$</td>
</tr>
<tr>
<td>Equation defying variety</td>
<td>$|z \wedge z|^2 = 0$ if $\sigma_1 = 0$</td>
<td>$|z|^2 - |z \wedge z|^2 = 0$ if $\sigma_1 = \sigma_2$</td>
</tr>
<tr>
<td>Distance from variety</td>
<td>$\sigma_2$</td>
<td>$\sigma_2 \cdot b_1 \wedge b_2$</td>
</tr>
<tr>
<td>Closest vector to $z$ from variety</td>
<td>$\sigma_2 \cdot b_1 \wedge b_2$</td>
<td>$\sigma_2 \cdot (a_1 \wedge a_2 + b_1 \wedge b_2)$</td>
</tr>
<tr>
<td>Gap of $z$ from variety</td>
<td>$\frac{\sigma_1}{|z|^2}$</td>
<td>$\frac{\sigma_2 - \sigma_1}{|z|^2 \sqrt{2}}$</td>
</tr>
<tr>
<td>SOS</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Extremal variety</td>
<td>$V_1$</td>
<td>$G_2(\mathbb{R}^5)$</td>
</tr>
<tr>
<td>Definition of the conjugate space</td>
<td>$\mathbb{P}^9(\mathbb{R}) \setminus V_1$</td>
<td>$\mathbb{P}^9(\mathbb{R}) \setminus G_2(\mathbb{R}^5)$</td>
</tr>
<tr>
<td>Conjugate of $z$</td>
<td>$\sigma_2 \cdot b_1 \wedge b_2 - \sigma_1 \cdot a_1 \wedge a_2$</td>
<td>$\sigma_1 \cdot b_1 \wedge b_2 + \sigma_2 \cdot a_1 \wedge a_2$</td>
</tr>
</tbody>
</table>

The examination of the uniqueness or the non-uniqueness of the prime decomposition presented in this chapter is necessary for the complete investigation of the approximate DAP, since the case $\sigma_1 = \cdots = \sigma_k$ implies that the approximate solution of DAP is not unique and for some Grassmann varieties as $G_2(\mathbb{R}^5)$, the representation of all solutions may be found. Moreover, the approach presented here has an independent mathematical importance on its own, since it provides a new technique for decomposability (and low rank problems in general) with degenerate eigenvalues. In the next chapter we will continue this investigation by generalizing the best decomposability problem between a 2-vector and the Grassmann variety we saw in the previous chapter and the spectral degeneracy case examined in this chapter, by constructing a wider linear spectral set containing the Grassmann variety $G_2(\mathbb{R}^n)$ as well as $V_1$, that covers all possible aspects in
approximate decomposability problems. This will help us provide not only the most complete presentation for best decomposable approximation problems, but also deal with the approximate solutions of DAP under any singularities that may arise.
Chapter 7

General Approximate Decomposability Problems

7.1 Introduction

We have seen in the previous chapters how the approximate DAP is formed as an optimization problem between the Grassmann variety and a linear variety described by a parameterized multivector of the form $\hat{z}(x)$, where $\hat{z}$ is a multivector whose coordinates are functions of $x$, i.e., the free parameters implied by the linear subproblem of DAP. We have solved this optimization problem by considering $\hat{z}$ as a stable/non-parameterized 2-vector at first and we examined the case where the corresponding matrix of $z$ has equal eigenvalues, something that has yielded the worst solution of the minimization problem between the 2-vector and the Grassmann variety. Before expanding $\hat{z}$ into $\hat{z}(x)$ and calculating the stability properties of the new approximate polynomial implied by the approximate solution - which in turn will give the complete solution of the approximate DAP in the $\wedge^2(\mathbb{R}^n)$ case - we will show in this chapter that the problem of approximating a bivector by one on the Grassmann variety as well as the approximation by a 2-vector on $\mathcal{V}_1$, i.e., the worst approximation for DAP, are special cases of two wider approximation problems on sets that satisfy certain decomposability conditions, which we denote as $G^\lambda_2(\mathbb{R}^n)$ and $G_{\lambda_1,\ldots,\lambda_k}$. The former is obtained via the generalization of $\hat{z} \wedge \hat{z} = 0$, that describes the Grassmann variety $G_2(\mathbb{R}^n)$, into the $\lambda$-times wedge product $\hat{z} \wedge \cdots \wedge \hat{z} = 0$, for a 2-vector $\hat{z}$, while the second concerns the case of degenerate eigenvalues, where $\sigma_i$ are required to have a special analogy, a situation often met in manifold optimization problems. By examining these cases, we provide a complete investigation for the approximate DAP for all cases, even when the 2-vector is subject to conditions which imply several pathologies to the approximate solution.

The calculation of the distance of a point from a general set $\mathcal{W}$ has been examined...
in [Tho. 1], [Gold. 1] for surface smoothing and curve-surface selection problems, in the case where \( W \) is a manifold as well as in [Bro. 1] and [Tur., etc. 1] for the calculation of the “closest” example to a query in a database. In general, the formulation of the problem involves the solution of

\[
\min \text{dist}(z, W) \tag{7.1}
\]

where “dist” is an appropriate distance function. In our case “dist” is the gap function \( g \) of the projective space we introduced in Chapter 5. The significance of the approach we introduce here lies in the fact that if \( W \) has the structure of \( G_2^\lambda(\mathbb{R}^n) \) and \( G_{\lambda_1,\ldots,\lambda_k} \) then problem (7.1) is directly solved in closed-form formulae - whereas in most cases this manifold optimization problem is approached algorithmically, within the algorithmic framework that has been constructed for optimization involving sets of multivectors, manifolds, varieties, etc., [Cox. 1] - and thus a number of approximate decomposability problems are easily solved, such as approximate multivectors with repeated eigenvalues. Note that, if \( W \) is a Grassmann variety then (7.1) is also usually addressed algorithmically in two ways:

(i) either as a minimization problem of a cost function over the Grassmann manifold with the use of special metrics, geodesics and combinations of them to count distances, [Sav. & Li.1], [Abs., etc. 2], [Edel., etc. 1], or

(ii) as a special case of the Higher Order SVD, [Kol. & Bad. 3], [Sav. & Li.1] in the concept of determining a tensor by another one of lower-rank, i.e., for a 2-vector \( a, a \wedge a = 0 \) corresponds to a decomposable vector (equivalently a rank-2 approximation for the respective matrix, [Kol. & Bad. 3]), \( a \wedge a \wedge a = 0 \) to a sum of 2 decomposable vectors (rank-4 approximation), \( a \wedge a \wedge a \wedge a = 0 \) to a sum of 3 decomposable vectors (rank 6 approximation), etc.

However, the \( m = 2 \) case is studied by most authors separately, because it reduces the problem to lower-rank approximation for matrices, providing great simplifications as far as the solutions and the understanding of the nature of the problem are concerned, and also provides a number of expansions with useful applications; in [Gol. & Van. 2] a first generalization along with some applications have been discussed, where a best-low rank matrix approximation was achieved for a matrix whose specified columns remained fixed. A generalization for low matrix-rank approximation was used in [Lu-S., etc. 1] for the design of two dimensional digital filters, whereas several low-rank approximation generalizations were discussed in [Fri. & Tor. 1] and [Kol. 2].

In this chapter we present a new approach for this kind of problems by introducing the generalized sets \( G_2^\lambda(\mathbb{R}^n) \) and \( G_{\lambda_1,\ldots,\lambda_k} \) that not only provide a thorough investigation of the approximate DAP in all cases (degenerate eigenvalues,
approximations in cases of special rank) but also provides a number of closed-form solutions for problem (7.1) which covers a class of equivalent low-rank and approximation problems for skew-symmetric matrices, [Jia. 1], [Tre. 1] and approximation on sets with spectral degeneracies, such as the set of critical points in [O’Neil. 1].

The mathematical background of these generalizations lies in the expansion of the standard Exterior (Grassmann) Algebra and its properties, which were discussed in Chapter 3, mostly in three ways: (i) the generalized Grassmann algebras that use the so-called Generalized Grassmann numbers instead of the standard Grassmann numbers, [Ohn. & Kam. 1], (ii) generalized Grassmann-like algebras equipped with multi-linear structures instead of bilinear ones, [Kwa. 1] and (iii) generalizations of the basic notions related to the Grassmannian, such as the Plücker embedding, [Rav., etc. 1].

Following the 2-vector approach introduced in [Lev., etc. 9] and [Lev., etc. 9] and with the use of Von Neumann’s trace Inequality, i.e., trace(AB) ≤ σ₁s₁ + ⋯ + σₙsₙ, where σᵢ, sᵢ are the singular values (in increasing order) of any n × n matrices A and B, [Mir. 1] which we interpret in a 2-vector form, we examine and provide closed-form solutions to the problems

$$\text{dist}(\tilde{z}, G_2^A(\mathbb{R}^n)), \text{dist}(\tilde{z}, G_{\lambda_1, \ldots, \lambda_k})$$ (7.2)

where \( \tilde{z} \in \wedge^2(\mathbb{R}^n) \), \( G_2^A(\mathbb{R}^n) \) is the Generalized Grassmann variety containing the Grassmann variety \( G_2(\mathbb{R}^n) \) and \( G_{\lambda_1, \ldots, \lambda_k} \) a general set with eigenvalue multiplicities. Furthermore, the generalization we propose in the second problem may be also used as a new tool for the study of isotropic matrices, where matrices whose eigenvalues are all equal are studied for applications to robotics, [Sal. & Cr. 1].

We should note that these forms of Grassmann generalizations are new and constitute a natural expansion of the standard exterior algebra/tensor theory concept, [Hod. & Ped. 1], [Mar. 1] and the generalization from bi-linearity to \( k \)-linearity which is usually met in category (ii) we mentioned before. The approach proposed to these distance problems has not been examined before in such general form and it may cover all optimization problems that concern optimization over \( G_2(\mathbb{R}^n) \) as well as the low-rank approximation problems for skew-symmetric matrices in [Jia. 1] and [Tre. 1] and the set of critical points in [O’Neil. 1].

The chapter is organized as follows. In Section 7.2 we present some background results regarding the generalizations of the standard Grassmann algebra, i.e., the Exterior Algebra we showed in Chapter 3, since we need a wider framework to establish our expansions. We briefly present in three subsections, the main theory of all three categories we mentioned above, which are mostly used to set up the mathematical foundations of the expansions that follow.
In Section 7.3 we present a very important result of this thesis, the new Cauchy-Schwartz Type Inequality in $\bigwedge^2(\mathbb{R}^n)$. We implement this inequality to solve two general distance problems; in 7.4.1 we examine the minimum distance problem between a 2-vector and the varieties $G^2_{\lambda}(\mathbb{R}^n)$ where the best decomposable approximate solution for the approximate DAP may now be derived directly as a special case. In Section 7.4.2 we study the same problem between a 2-vector and the set $G_{\lambda_1,...,\lambda_k}$. Finally, several examples are given to point out the significance of these general varieties.

7.2 Basic Grassmann-Generalizations

Our generalizations of the standard Grassmann variety are based on the primary definitions of the Grassmann varieties and decomposability as these were introduced in [Hod. & Ped. 1], [Mar. 1]. Similarly to the standard Grassmann varieties, which were introduced and developed via the Exterior Algebra (Grassmann Algebra) rules and properties in Chapter 3, the concept behind these generalizations follows the principles of the so-called Generalized Grassmann Algebra. Next we briefly present the main properties of that algebra, as well as the structure of the most general form of these kind of algebras, the so-called Generalized Grassmann-like Algebras, from which the former may be obtained. At the end of the section we briefly present a generalization of the Plücker embedding, which is usually met in dynamical systems applications. First we recall the basic notions of a generalized Grassmann algebra as introduced in [Ohn. & Kam. 1].

7.2.1 The Generalized Grassmann Algebra

The (ordinary) Grassmann algebra is the exterior algebra we saw in Chapter 3 of a vector space which is spanned by its generators. The $n$ numbers $x_1,...,x_n$ in the Grassmann algebra are said to be (ordinary) Grassmann numbers if they anti-commute with each other, i.e., $x_ix_j = -x_jx_i$ but they commute ordinary any other real number $a$, i.e., $x_ia = ax_i$.

Remark 7.2.1. It can be shown that the Grassmann numbers may be also represented by a special form of matrices, [Ohn. & Kam. 1], which are interpreted as the linear operators corresponding to the exterior multiplication on the Grassmann algebra itself.

Definition 7.2.1. [Ohn. & Kam. 1] The generalized Grassmann numbers are defined as the numbers $x_i$, $i = 1,...,n$ that satisfy the conditions

$$x_ix_j = \eta_{ij}x_jx_i,$$

(7.3)
where
\[ \eta_{ij} = \begin{cases} -1, & i = j \\ +1, & i \neq j \end{cases} \] (7.4)

The algebra of the generalized Grassmann numbers is called generalized Grassmann algebra and it is denoted as \( \mathcal{G}_{GA} \).

**Remark 7.2.2.** A different generalization has been attempted in [Det. 1], where a similar generalized Grassmann algebra was derived as a special case of the Clifford algebras of polynomials.

Similarly to the standard exterior algebra, which is characterized by determinants and skew-symmetric tensors, the generalized Grassmann algebra is studied via the so-called generalized Grassmann matrices and tensors and the generalized Grassmann determinant.

**Definition 7.2.2.** [Ohn. & Kam. 1] Let \( M_{ij} \) denote the \( ij \) element of a matrix \( M \) and let a Grassmann number \( x_m \) with \( i \leq m \leq j \).

i) If \( M_{ij}x_m = \eta_{im}\eta_{jm}x_mM_{ij} \) and \( M_{ij}M'_{m\ell}x_m = \eta_{im}\eta_{i\ell}\eta_{jm}\eta_{j\ell}x_mM'_{m\ell}M_{ij} \) then \( M \) is called a General Grassmann 2-tensor and the quantity \( M_{ij} \) has the same commutation property as that of \( x_i x_j \) when commuted with other quantities.

ii) Any quantities \( T_{i_1i_2...} \) which have the same commutation property as that of \( x_{i_1} x_{i_2} ... x_{j_1} x_{j_2} ... \) when commuted with other quantities will be referred to as generalized Grassmann \( k \)-tensors, for \( k > 2 \).

iii) The generalized Grassmann determinant of \( M \) is defined as
\[ (M_{1j_1}x_{j_1})(M_{2j_2}x_{j_2}) \cdots (M_{nj_n}x_{j_n}) \equiv \det M \cdot x_1 x_2 \cdots x_n \] (7.5)

The above definition is a natural expansion of the exterior algebra obtained by the tensor product in Chapter 3. The advantage of this generalization is that matrix \( M \) may be replaced by a polynomial matrix \( M(s) \) whose elements are all differentiable with respect to a real parameter \( s \). Then it can be proved that
\[ \frac{d}{ds} M(s) = \sum_{i=1}^{n} \det \left( 1 - \delta_{im}M(s)_{ij} + \delta_{im} \frac{d}{ds} M(s)_{ij} \right), \quad i \leq m \leq j \] (7.6)

This approach provides many applications to systems theory, such as the so-called Fermi systems, whose state space may be considered as the generalized Grassmann algebra \( \mathcal{G}_{GA} \).
7.2.2 Generalized Grassmann-like Algebras

A second well-known expansion method is also based on the notion of the Grassmann algebra.

**Definition 7.2.3.** [Kwa. 1] Let $\mathcal{D}_{n,p}$ be the group generated by its $\omega, \gamma_1, \ldots, \gamma_n$ elements satisfying

$$\omega \gamma_i = \gamma_i \omega, \quad \omega^p = \gamma_i^p = 1, \quad \gamma_i \gamma_j = \omega \gamma_j \gamma_i, \quad p \geq 1$$

for $i < j$ and $i, j = 1, \ldots, n$. Then we define an algebra $\mathcal{A}$ as $\mathcal{A} = \mathbb{Z}_p \oplus \mathbb{Z}_p \oplus \cdots \oplus \mathbb{Z}_p$, where $\mathbb{Z}_p$ is a subgroup of the center of $\mathcal{D}_{n,p}$, i.e., the set of all elements of $\mathcal{D}_{n,p}$ that commute with all other elements.

In the case of $\mathcal{A}$ admitting a $\mathcal{A}_0$ subgroup of index 2, i.e., half of the elements of $\mathcal{A}$ lie in $\mathcal{A}_0$, one comes up with the following definition.

**Definition 7.2.4.** [Kwa. 1] Let $\mathcal{A} = \mathcal{A}_0 \cup \mathcal{A}_1$. Then $\epsilon_0 : \mathcal{A} \times \mathcal{A} \to \mathbb{C}^*$ is said to be the Grassmann commutation factor if

$$
\epsilon_0(a, b) = \begin{cases} 
-1, & a, b \in \mathcal{A}_1 \\
1, & \text{otherwise}
\end{cases} \quad (7.8)
$$

Similarly to the exterior algebra, one may define a $\delta$-symmetric algebra $\mathcal{S}_\delta$ of a vector space $\mathcal{V}$, such that $\mathcal{S}_\delta := \mathcal{T}/\mathcal{I}_\delta$, where $\mathcal{T}$ is the tensor algebra of $\mathcal{V}$ and $\mathcal{I}_\delta$ is an ideal of $\mathcal{T}$ generated by the elements $x_i \otimes y_j - y_j \otimes x_i \delta(a, b)$ for $(x_i), y_j \in \mathcal{V} \times \mathcal{V}$, where $\delta : \mathcal{A} \times \mathcal{A} \to \mathbb{C}^*$, $\delta(a, a) = 1, a \in \mathcal{A}$.

**Definition 7.2.5.** [Kwa. 1] Let $p$ be an epimorphism of the $\mathcal{A}$-graded associative algebras, i.e., vector spaces with an increasing sequence of subsets $\mathcal{F}_i$ which are written as the direct sum $\oplus_\mathbb{N} (\mathcal{F}_n/\mathcal{F}_{n-1})$. Then $\mathcal{S}_\delta/\ker p$ is called a generalized Grassmann-like algebra.

Definition 7.2.5 clearly constitutes a generalization of the ordinary Exterior Algebra. If $\mathcal{A} = \mathbb{Z}_2 \oplus \mathbb{Z}_2 \oplus \cdots \oplus \mathbb{Z}_2$, (i.e., $\mathcal{A}$ is the subgroup of the well-known group of Dirac $\gamma$ matrices for Euclidean spaces, which was the first group within the context of Lie algebra that was studied for generalization, [Morr. 1]), then for $\mathcal{A} = \{(1, 1, 0), (1, 0, 1), (0, 1, 1), (0, 0, 0)\} \cup \{(1, 0, 0), (0, 1, 0), (0, 0, 1), (1, 1, 1)\}$ and $\delta \equiv 1$, $\mathcal{S}_{e_o}$ is the usual Grassmann (Exterior) algebra.

7.2.3 The Generalized Plücker Embedding

A different category of generalizations, involves the generalization of the closely related notions to a Grassmannian, as in [Rav., etc. 1], where the standard Plücker embedding, [Mar. 1] was expanded into the so called Generalized Plücker embedding. The authors defined the standard Grassmann variety $G_m(\mathbb{R}^n)$ as $G_m(\mathbb{R}^n) = \mathcal{K}^0_{m,n-m}$ and generalized afterwards to $\mathcal{K}^q_{m,n-m}$, where $q$ was the McMillan degree of all $m$-input, $(n-m)$-output transfer functions.
Definition 7.2.6. [Rav., etc. 1] Let \( \mathcal{X} \) denote the space whose each element can be considered as an equivalence class of matrices \( M = (M_{ij}(s,t))_{1 \leq i \leq m, 1 \leq j \leq n} \) where each \( M_{ij}(s,t) \) is a homogeneous polynomial of degree \( q_i \) with \( \sum q_i = q \). The image of the map assigning the \( m \times m \) minors of each matrix \( M \in \mathcal{X} \) to a projective space of the form \( \mathbb{P} = \mathbb{P} (\wedge^m V \otimes H^0(\mathbb{P}^1)) \), where \( H^0 \) is the corresponding Sobolev space of the projective line \( \mathbb{P}^1 \), is called the Generalized Plücker embedding, denoted as \( K^q_{m,n-m} \).

The authors tried to generalize the classical methods used to compute the degree of the Grassmannian, to compute the degree of \( K^q_{m,n-m} \) when space \( \mathcal{X} \) was considered as a compactification of the space of all \( m \)-input, \( (n-m) \)-output transfer functions of McMillan degree \( q \). Then the ordinary Grassmann variety \( G_m(\mathbb{R}^n) \) is naturally defined as \( G_m(\mathbb{R}^n) := K^0_{m,n-m} \) and with the use of the cell-decomposition of an intermediate space \( A^q_{m,n-m} \), i.e., disjoint unions of spaces homeomorphic to an \( n \)-sphere, [Rav., etc. 1], the expansion to \( K^q_{m,n-m} \) was achieved.

Theorem 7.2.1. [Rav., etc. 1] The degree of \( K^q_{m,n-m} \) is equal to the number of maximal totally ordered subsets of \( \mathcal{I}_{(n-m+1, n-m+2, \ldots, n, q)} \), where \( \mathcal{I}_{(a,q)} \) is the set of vectors \( a = (a_1, \ldots, a_m) \) such that \( 1 \leq a_1 < \cdots < a_m, a_m - a_1 < n \).

The result of the above theorem implies that the degree of \( K^q_{m,n-m} \) is also equal to the degree of the pole placement map in the critical dimension, i.e., the dimensionality of a space at which the nature of the states of a system change, offering a great deal of applications to systems theory, [Wan. & Ros. 2] and mathematical physics, [Vaf. 1].

Note that the expansions described in these three sections, actually try to give a wider range of the properties related to the Grassmann variety and its mathematical framework, rather than the variety itself. Our approach will be based on the expansion of the condition \( \mathcal{z} \wedge \overline{\mathcal{z}} = 0 \) that describes the QPR of \( G_2(\mathbb{R}^n) \) into \( \mathcal{z} \wedge \mathcal{z} \wedge \cdots \wedge \mathcal{z} = 0 \).

### 7.3 Spectral Inequalities

In this section we show how a specific spectral inequality may be used to solve optimization problems where the constraints satisfy the Grassmann generalizations presented in the previous sections.

#### 7.3.1 Background Matrix and Eigenvalue Inequalities

The use or the derivation of inequalities has always been a key problem for many researchers that deal with constrained optimization techniques. One of the
first spectral inequalities examined, was the Wielandt inequality

$$|x^t Ay| \leq \sqrt{(x^t Ax)(y^t Ay)}$$  \hspace{1cm} (7.9)

that was regarded as a version of the Cauchy-Schwarz inequality for matrices asserting that $A$ is a positive definite matrix and $x$, $y$ any real vectors. In [Has. 1], several generalizations of (7.9) were presented, with regard to the eigenvalues of $A$. The second most well known spectral inequality is Von Neumann’s trace inequality

$$\text{trace}(AB) \leq \sigma_1 s_1 + \cdots + \sigma_n s_n$$  \hspace{1cm} (7.10)

where $\sigma_i$, $s_i$ are the singular values (in increasing order) of any $n \times n$ matrices $A$ and $B$, [Mir. 1]. Since then a number of generalizations or special forms have been discovered such as the following in the case orthogonal vectors.

**Proposition 7.3.1.** [Has. 1] Let $A \in \mathbb{R}^{n \times n}$ be a positive definite matrix and let $x$ and $y$ in $\mathbb{R}^{n \times 1}$ be two vectors such that $\|x\| = \|y\|$ and $x^t y = 0$. Assume that the eigenvalues of $A$, in increasing order, are $\lambda_1 \leq \cdots \leq \lambda_n$. Then

$$|x^t Ay| \leq \frac{\lambda_n - \lambda_1}{2(\lambda_n - \lambda_1)} (x^t Ax + y^t Ay)$$  \hspace{1cm} (7.11)

Furthermore, if $A$ is symmetric then

$$\min_{i,j=1}^{\ell} \left\{ \frac{|\lambda_i - \lambda_j|}{2} \right\} \leq |x^t Ay| \leq \frac{\lambda_n - \lambda_1}{2}$$  \hspace{1cm} (7.12)

In [And. 1], one may find more different expressions of inequalities (7.11), (7.12), such as the first inequality connecting the eigenvalues $\lambda_i$ of a general matrix $A$ in $\mathbb{C}^{n \times n}$ with its singular values $\sigma_i$, i.e.,

$$2 \sum_{i=1}^\ell \left\{ \sigma_i^2(\text{Re}(A)) - |\text{Re}(\lambda_i(A))|^2 \right\} \geq \sum_{i=1}^\ell \left\{ \sigma_{n-i+1}^2(A) - |\lambda_i(A)|^2 \right\}, \ell = 1, \ldots, n$$  \hspace{1cm} (7.13)

that may be implemented in a series of control theory problems, most of which concern linear cases, [Boy., etc. 1].

A very important result for further investigation of this kind of inequalities and their applications was presented in [Thom. 1], where the most well known matrix spectral inequalities as above, were connected with algebraic topology techniques, i.e., Schubert calculus and minimax problems on Grassmann manifolds. The results of this approach were expanded in [Rid. 1], where the inverse eigenvalue problem of defining the set of linear inequalities that describe the possible spectrum of a matrix $A_1 + \cdots + A_r$, where $A_i$ are Hermitian was examined. The
problem was successfully connected with the maximum number of the linear sub-
spaces of $\mathbb{C}^n$, i.e., the complex Grassmann manifold.

However, a large number of inverse eigenvalue problems (such as DAP) have not
yet been examined via matrix-eigenvalue inequalities, but they are still almost im-
licitly studied via numerical analysis procedures, [Abs., etc. 2], [Bas., etc. 1],
[Edel., etc. 1], [Smi. 1]. The main reason is that the majority of such inequal-
ities, as explained in [Mar. & Min. 2], involves matrices that belong to convex
sets, whereas the Grassmannian, as we saw in the previous chapter, is a non-
convex set, on which several convexity properties may be recognised, but just for
the affine case [Bus. 1], [Good. & Pol. 1], something that worked for the eigen-
value problem in [Rid. 1].

In the next section, we provide a 2-vector form of Von Neumann’s trace in-
equality, $\text{trace}(AB) \leq \sigma_1 s_1 + \cdots + \sigma_n s_n$, [Mir. 1], which can solve a number of
approximate decomposability problems which are viewed as distance problems
form sets described by general decomposability and other conditions that follow
the expansion properties we discussed at the previous section.

### 7.3.2 The bivector form of Von Neumann’s trace inequality

It is not difficult to imply a 2-vector form (since the generalized sets in our
case involve vector descriptions) of Von Neumann’s trace inequality since

$$
2 \langle \tilde{z}_1, \tilde{z}_2 \rangle \wedge^2(\mathbb{R}^n) = \text{trace}(T_{\tilde{z}_1}^t T_{\tilde{z}_2})
$$

However, an alternative and independent proof may be given in the 2-vector case,
that takes into consideration the skew-symmetry of $\wedge^2(\mathbb{R}^n)$ as follows.

**Lemma 7.3.1.** Let $\tilde{z}_1, \tilde{z}_2 \in \wedge^2(\mathbb{R}^2)$ and $k = [n/2]$. If

$$
\tilde{z}_1 = \sum_{i=1}^{k} \sigma_i \tilde{x}_{2i-1} \wedge \tilde{x}_{2i} \text{ and } \tilde{z}_2 = \sum_{i=1}^{k} s_i \tilde{y}_{2i-1} \wedge \tilde{y}_{2i}
$$

(7.14)

are two prime decompositions of $\tilde{z}_1, \tilde{z}_2$ respectively, where $\sigma_k \geq \sigma_{k-1} \geq \cdots \geq \sigma_1 \geq 0, s_k \geq s_{k-1} \geq \cdots \geq s_1 \geq 0$ are the imaginary parts of the eigenvalues of

$T_{\tilde{z}_1}, T_{\tilde{z}_2}$ and $\tilde{x}_i, \tilde{y}_i$ their respective orthonormal eigenvectors, then

$$
\langle \tilde{z}_1, \tilde{z}_2 \rangle \leq \sum_{i=1}^{k} \sigma_i s_i
$$

(7.15)
Proof. We assume first that \( n \) is even, i.e. \( n = 2k \). Without loss of generality we may assume that \( y_i = e_i = (0, 0, 0, \ldots, 1, 0, \ldots, 0) \) in the \( i \)-th entry. We also set the matrix

\[
Z := [x_1, x_2, \ldots, x_n]
\]

which is an orthonormal matrix, i.e., \( Z^t \cdot Z = Z \cdot Z^t = I_n \). Then

\[
<z_1, z_2> = \sum_{i=1}^{k} \sum_{j=1}^{k} \sigma_i s_j <x_{2i-1} \wedge x_{2i}, e_{2i-1} \wedge e_{2i}>
\]

where

\[
X_{ij} = \begin{vmatrix}
 x_{2j-1,2i-1} & x_{2j-1,2i} \\
 x_{2j,2i-1} & x_{2j,2i}
\end{vmatrix}
\]

Then

\[
X_{ij} = \begin{vmatrix}
 x_{2j-1,2i-1} & x_{2j-1,2i} \\
 x_{2j,2i-1} & x_{2j,2i}
\end{vmatrix} \leq \frac{x_{2j-1,2i-1}^2 + x_{2j-1,2i}^2 + x_{2j,2i-1}^2 + x_{2j,2i}^2}{2} := K_{ij}
\]

Thus,

\[
<\tilde{z}_1, \tilde{z}_2> \leq \sum_{i=1}^{k} \sum_{j=1}^{k} \sigma_i s_j K_{ij}
\]

Furthermore, since \( Z \) is an orthonormal matrix we have that \( \sum_i x_{i,j}^2 = \sum_j y_{i,j}^2 = 1 \) which proves that \( \sum_{i} K_{ij} = \sum_{j} K_{ij} = 1 \). Hence, \( K = (K_{ij}) \in D_s \) where \( D_s \) is the set of doubly stochastic matrices. Therefore, we have to solve the following Linear Programming Maximization Problem

\[
\max_{K \in D_s} F(K) \text{ where } F(K) = \sum_{i=1}^{k} \sum_{j=1}^{k} \sigma_i s_j K_{ij}
\]

The solution of the problem must contain at least one of the vertices of the polytope of the doubly stochastic matrices, [Mars., etc. 1]. The vertices of the polytope are the matrix representations of all permutations which we denote by \( K_\pi \). We have therefore to calculate \( F(K_\pi) \) and find the one that attains the maximal value. Note, however, that

\[
F(K_\pi) = \sum_{i=1}^{k} \sigma_i s_{\pi(i)}
\]
which is less or equal to \( \sigma_1 s_1 + \sigma_2 s_2 + \cdots + \sigma_k s_k \), due to the rearrangement inequality, [Mars., etc. 1]:

\[
a_{\sigma(1)} b_1 + a_{\sigma(2)} b_2 + \cdots + a_{\sigma(n)} b_n \leq a_1 b_1 + a_2 b_2 + \cdots + a_n b_n
\]

where \( \sigma \) is any permutation and \( 0 \leq a_1 \leq a_2 \leq \cdots \leq a_n, 0 \leq b_1 \leq b_2 \leq \cdots \leq b_n \).

Therefore

\[
< z_1, z_2 > \leq \max_{K \in \overline{D}_s} \sum_{i=1}^{k} \sum_{j=1}^{k} \sigma_i s_j K_{ij} \leq \sum_{i=1}^{k} \sigma_i s_i
\]  

(7.23)

If \( n = 2k + 1 \), the proof follows exactly the same steps, with the difference that the matrix \( Z \) is now \( Z = [x_1, x_2, \ldots, x_{2k}] \) with \( Z^t Z = I_{2k} \). The optimization problem (7.21) in this case becomes

\[
\max_{K \in \overline{D}_s} F(K) \text{ where } F(K) = \sum_{i=1}^{k} \sum_{j=1}^{k} \sigma_i s_j K_{ij}
\]  

(7.24)

where \( \overline{D}_s \) is the set of all matrices that satisfy the properties

\[
\sum_{i} K_{ij} \leq 1, \sum_{j} K_{ij} \leq 1
\]  

(7.25)

We may follow the same procedures to solve problem (7.24) as we did for problem (7.21) where we get \( K \in \overline{D}_s \).

Eqn. (7.15) directly implies

\[
< z_1, z_2 > \leq \sum_{i=1}^{k} \sigma_i s_i \leq \left( \sum_{i=1}^{k} \sigma_i^2 \right)^{1/2} \cdot \left( \sum_{i=1}^{k} s_i^2 \right)^{1/2}
\]  

(7.26)

Inequality (7.26) is a refinement of the Cauchy-Schwartz inequality. These kind of inequalities share the same interest between many researchers, i.e., [And. 1], [Horn. & Joh. 1], [Hor. & Mat. 2], [Mar. & Min. 2], [Wey. 1] among many others. As we will show next, (7.26) may be directly applied to a wide category of best-approximation problems, which are interpreted as distance problems from special sets and varieties.

**Remark 7.3.1.** The main difficulty in the derivation of inequalities concerning skew-symmetric matrices only - contrary to the symmetric matrices case - is based on the multi-linear nature and the properties of \( \Lambda^2 (\mathbb{R}^n) \). The most well known results with regard to skew-symmetric matrices inequalities may be found in [Wey. 2], where it was shown that the eigenvalues \( \lambda_i \) of a skew-symmetric matrix \( A \) and the eigenvalues \( \kappa_i \) of \( \bar{A}^t A \), where \( \bar{A}^t \) is the conjugate Hermitian of \( A \), satisfy the inequalities

\[
\lambda_1^2 \leq \kappa_1, \lambda_1^2 \lambda_2^2 \leq \kappa_1 \kappa_2, \ldots, \lambda_1^2 \cdots \lambda_n^2 \leq \kappa_1 \cdots \kappa_n
\]
7.4 Applications to General Distance Problems

In this section we apply the previous inequality, for the solution of the problems \( \text{dist}(\mathbf{z}, G_{\lambda_2}(\mathbb{R}^n)) \) and \( \text{dist}(\mathbf{z}, G_{\lambda_1,\ldots,\lambda_k}) \), where \( G_{\lambda_2}(\mathbb{R}^n) \) may be considered as a Generalized Grassmann variety and \( G_{\lambda_1,\ldots,\lambda_k} \) a general variety of degenerate eigenvalues. Note that this is the first time, that an inequality of this form is implemented to best decomposable/low-rank approximation problems in such general forms.

7.4.1 Minimum Distance from the \( G_{\lambda_2}(\mathbb{R}^n) \) varieties

We aim to calculate the distance of a given multivector \( \mathbf{z} \) from the varieties described by \( \mathbf{z} \wedge \mathbf{z} \wedge \mathbf{z} = 0 \), \( \mathbf{z} \wedge \mathbf{z} \wedge \mathbf{z} \wedge \mathbf{z} = 0 \) and in general the \( \lambda \)-times wedge product variety \( \mathbf{z}^\wedge\lambda = 0 \).

**Definition 7.4.1.** The varieties noted as \( G_{\lambda_2}(\mathbb{R}^n) \) where \( \lambda \in \{2, 3, \ldots, k\} \), are described by:
\[
G_{\lambda_2}(\mathbb{R}^n) = \{ \mathbf{x} \in \wedge^2(\mathbb{R}^2) : \mathbf{x}^\wedge\lambda = 0 \}
\] (7.27)

The above definition complies with the rules of expansion to \( \lambda \)-linearity we saw in Definition in Section 7.2.2 (for instance, the Generalized Grassmann 2-tensor in Definition 7.2.2 is written as the \( \lambda \)-times wedge product \( \mathbf{z}^\wedge\lambda \), in our case) and the standard properties of decomposability that a Grassmann variety should have, as we saw in Chapter 3. Furthermore, from Definition 7.4.1 we see that \( G_{\lambda_2}(\mathbb{R}^n) \in \text{Hilb}(n) \), where \( \text{Hilb}(n) \) is the set of Hilbert schemes on an \( n \)-projective space, i.e., a scheme (topological space along with the commutative rings of all its open sets, i.e., an “enlargement” of the notion of algebraic variety) that is the parameter space for the closed subschemes in the corresponding projective space \( \mathbb{P}(\mathbb{R}^2) \). Note that Grothendieck was the first to construct the Hilbert scheme as a subscheme of the Grassmann variety by the vanishing of various determinants. More details on the Grassmann varieties when they are viewed as Hilbert schemes may be found in [Nit. 1]. Thus, our definition agrees with the standard background definitions and results that should characterize a Grassmann variety.

**Theorem 7.4.1.** (Least Distance from the Generalized Grassmann Varieties) Let \( \mathbf{z} = \sigma_1 a_1 \wedge b_1 + \sigma_2 a_2 \wedge b_2 + \ldots + \sigma_k a_k \wedge b_k \) be the prime decomposition of a 2-vector \( \mathbf{z} \) and \( a_i, b_i \) be the respective orthonormal vectors obtained by the spectral analysis of \( T_{\mathbf{z}} \). Then,
\[
\min \text{dist}(\mathbf{z}, G_{\lambda_2}(\mathbb{R}^n)) = \sqrt{\sigma_2^2 + \sigma_3^2 + \ldots + \sigma_k^2}
\] (7.28)
which it is achieved at \( \mathbf{z}_0 = \sigma_{k-\lambda-1} a_{k-\lambda-1} \wedge b_{k-\lambda-1} + \ldots + \sigma_k a_k \wedge b_k \).
Proof. We have:

\[ \|\bar{z} - \bar{x}\|^2 = \|\bar{z}\|^2 + \|\bar{x}\|^2 - 2 <\bar{z}, \bar{x}> = \sum_{i=1}^{k} \sigma_i^2 + \sum_{i=k-\lambda+1}^{k} s_i^2 - 2 <\bar{z}, \bar{x}> \geq \]

\[ \geq \sum_{i=1}^{k} \sigma_i^2 + \sum_{i=k-\lambda+1}^{k} s_i^2 - 2(\sigma_k s_k + ... + \sigma_1 s_1) \text{ (due to Theorem 7.3.1)} \]

\[ = \sum_{i=k-\lambda+1}^{k} (\sigma_i - s_i)^2 + \sigma_{k-\lambda}^2 + ... + \sigma_1^2 \geq \sigma_{k-\lambda}^2 + ... + \sigma_1^2 \]

Thus \( \|\bar{z} - \bar{x}\|^2 \geq \sigma_{k-\lambda}^2 + ... + \sigma_1^2 \) for all \( \bar{x} \in G_2^\lambda(\mathbb{R}^n) \) and obviously the multivector \( \bar{x}_0 \in G_2^\lambda(\mathbb{R}^n) \) that realizes the least distance from \( G_2^\lambda(\mathbb{R}^n) \) is \( \bar{x}_0 = \sigma_{k-\lambda+2}e_{k-\lambda+2} \wedge \bar{b}_{k-\lambda+2} + ... + \sigma_k e_k \wedge \bar{b}_k \).

Remark 7.4.1. A different approach of generalization of the classical Grassmann variety \( G_m(\mathbb{R}^n) \) has been presented in [Kolh. 1], via the use of endomorphisms and a special Grassmann variety, the so-called Lagrangian Grassmannian, a smooth manifold of Lagrangian subspaces (subspaces which are equal to their orthogonal complements, \( V = V^\perp \), but not necessarily \( V \cap V^\perp = \emptyset \)) of a real symplectic vector space \( V \) (a vector space equipped with a bilinear form \( \varphi \) which is skew-symmetric, i.e., \( \varphi(x, y) = -\varphi(y, x) \), totally isotropic, i.e., \( \varphi(x, x) = 0 \), \( \forall x \in V \) and nondegenerate, i.e., if \( \varphi(x, y) = 0, \forall y \in V \) then \( x = 0 \).) Then with the help of this variety (the simplest case of which is the subspace spanned by the vectors \( x_1, ..., x_n \) for the \( \mathbb{R}^{2n} \) case, \( n \in \mathbb{N} \)) the Generalized Grassmann variety was defined as the set of all \( m \)-dimensional subspaces of \( \mathbb{R}^n \) that are preserved under any endomorphism from \( \mathbb{R}^n \) to \( \mathbb{R}^n \). However, this approach is only useful within the Lie algebra approach of the Grassmann varieties, which studies \( G_m(F^n) \) in relation with other algebraic objects, such as the Schur-S polynomials, rings, etc, and not for deriving best approximate solutions on hyper-sets that may include the Grassmann variety, such as \( G_2^\lambda(\mathbb{R}^n) \) in our case.

7.4.2 Least Distance from the Varieties \( G_{\lambda_1, ..., \lambda_k} \)

The case where the eigenvalues or the singular values of a matrix have a similar structure among them is a problem often met in matrix applications, from matrix decompositions, where uniqueness issues arise, to robotics and isotropic matrix theory, [Sal. & Cr. 1], for matrices whose eigenvalues are all equal. In this section we approximate a 2-vector by one whose imaginary parts \( \sigma_i \) of the corresponding eigenvectors satisfy the general degeneracy property \( \sigma_i = \rho \lambda_i \), for \( 0 \leq \lambda_1 \leq ... \leq \lambda_k \) and \( \rho > 0 \).

Definition 7.4.2. Let \( \bar{z} \in \wedge^2(\mathbb{R}^n) \) and let \( \bar{z} = \sum_{i=1}^{k} \sigma_i \bar{x}_i \) be its prime decomposition, \( \bar{x}_i := e_{2i} \wedge e_{2i-1} \), where \( e_i \) are obtained by the spectral analysis of \( T_{\bar{z}} \). If
\( \lambda_i, i = 1, \ldots, k \) are real numbers such that \( 0 \leq \lambda_1 \leq \cdots \leq \lambda_k \) and \( \rho > 0 \), then we define the set

\[
G_{\lambda_1, \ldots, \lambda_k} := \left\{ z \in \wedge^2(\mathbb{R}^n) : z = \sum_{i=1}^k \sigma_i x_i, \text{ such that } \sigma_i = \rho \lambda_i, \ i = 1, \ldots, k \right\}
\]

From Definition 7.4.2, we easily verify that the case of decomposable vectors \( D_{\wedge^2(\mathbb{R}^n)} \) is a special case of \( G_{\lambda_1, \ldots, \lambda_k} \), i.e., \( D_{\wedge^2(\mathbb{R}^n)} = G_{0, \ldots, 0, 1} \).

Remark 7.4.2. Since \( G_{\lambda_1, \ldots, \lambda_k} = G_{\mu_1, \ldots, \mu_k} \) if and only if \( (\lambda_1, \ldots, \lambda_k) = \rho (\mu_1, \ldots, \mu_k) \) for some \( \rho > 0 \), then without loss of generality we may assume that \( \| \lambda \| = 1 \) where \( \lambda = (\lambda_1, \ldots, \lambda_k) \).

Next theorem is very important for solving general minimization problems with respect to \( G_{\lambda_1, \ldots, \lambda_k} \).

Theorem 7.4.2. Let \( z \in \wedge^2(\mathbb{R}^n) \) and let \( z = \sum_{i=1}^k \sigma_i x_i \) be its prime decomposition. If \( 0 \leq \lambda_1 \leq \cdots \leq \lambda_k \) is an increasing sequence of real numbers with \( \| \lambda \| = 1 \), \( \lambda = (\lambda_1, \ldots, \lambda_k) \) then

\[
\min \text{ dist } (z, G_{\lambda_1, \ldots, \lambda_k}) = \left\{ \sum_{i=1}^k \sigma_i^2 - \left( \sum_{i=1}^k \sigma_i \lambda_i \right)^2 \right\}^{1/2}
\]

(7.30)

The closest vector from \( G_{\lambda_1, \ldots, \lambda_k} \) realizing this distance is given by

\[
x_0 = \left( \sum_{i=1}^k \sigma_i \lambda_i \right) \cdot \left( \sum_{i=1}^k \lambda_i x_i \right)
\]

(7.31)

where \( x_i = e_{2i} \land e_{2i-1} \) and \( e_i \) are obtained by the eigenvectors of \( T_z \).

Proof. Let \( x \in G_{\lambda_1, \ldots, \lambda_k} \). Then,

\[
\min_{x \in G_{\lambda_1, \ldots, \lambda_k}} \| x - z \| = \min_{x \in G_{\lambda_1, \ldots, \lambda_k}} \left\{ \| z \|^2 + \| x \|^2 - 2 \langle z, x \rangle \right\}
\]

(7.32)

Thus (7.32) is minimized at \( x_1 = \langle z, x \rangle / \| x \|^2 \) for some \( x \in G_{\lambda_1, \ldots, \lambda_k} \). Hence,

\[
\min_{x \in G_{\lambda_1, \ldots, \lambda_k}} \| x - z \|^2 = \min_{x \in G_{\lambda_1, \ldots, \lambda_k}, \| x \| = 1} \left\{ \| z \|^2 - \langle z, x \rangle^2 \right\} = \| z \|^2 - \max_{x \in G_{\lambda_1, \ldots, \lambda_k}, \| x \| = 1} \langle z, x \rangle^2
\]

However, from the Cauchy-Schwartz type equation (7.26), we have that

\[
\langle z, x \rangle^2 \leq \left( \sum_{i=1}^k \sigma_i \lambda_i \right)^2
\]

(7.33)
where the maximum is achieved when \( x = \sum_{i=1}^{k} \lambda_i x_i \). Hence, in our case

\[
\bar{x} = \frac{<\bar{z}, x>}{\|z\|^2} = \left( \sum_{i=1}^{k} \sigma_i \lambda_i \right) \cdot \left( \sum_{i=1}^{k} \lambda_i x_i \right)
\] (7.34)

which implies the minimum distance

\[
\text{dist} (\bar{z}, \lambda_1, \ldots, \lambda_k) = \left\{ \|z\|^2 - <\bar{z}, x>^2 \right\}^{1/2} = \left\{ \sum_{i=1}^{k} \sigma_i^2 - \left( \sum_{i=1}^{k} \sigma_i \lambda_i \right)^2 \right\}^{1/2}
\] (7.35)

We now present 3 characteristic examples.

**Example 7.4.1.** If \( \lambda_k = 1 \) and \( \lambda_i = 0 \) for \( i < k \), then we see that

\[
\text{dist} (\bar{z}, \lambda_1, \ldots, \lambda_k) = \left\{ \sum_{i=1}^{k} \sigma_i^2 - \sigma_k^2 \right\}^{1/2} = \text{dist} (\bar{z}, D_{\lambda^2(\mathbb{R}^n)})
\] (7.36)

which is the best decomposable approximation problem, i.e., \( D_{\lambda^2(\mathbb{R}^n)} \ni \bar{x}_{\text{min}} = \sigma_k e_{2k} \wedge e_{2k-1} \).

**Example 7.4.2.** Let \( \lambda_1 = \cdots = \lambda_k = 1/\sqrt{k} \). Then

\[
\text{dist} (\bar{z}, \lambda_1, \ldots, \lambda_k) = \left\{ \sum_{i=1}^{k} \sigma_i^2 - \frac{\left( \sum_{i=1}^{k} \sigma_i \right)^2}{k} \right\}^{1/2} = \sqrt{\frac{\sum_{i>j} (\sigma_i - \sigma_j)^2}{k}}
\]

where the least distance is achieved at \( G_{\lambda_1, \ldots, \lambda_k} \ni \bar{x}_{\text{min}} = (\sum_{i=1}^{k} \sigma_i) \sum_{i=1}^{k} x_i \) where \( x_i = e_{2i} \wedge e_{2i-1} \).

**Example 7.4.3.** Let \( \lambda_1 = \cdots = \lambda_{k-2} = 0, \ \lambda_{k-1} = \lambda_k = 1/\sqrt{2} \). Then

\[
\text{dist} (\bar{z}, \lambda_1, \ldots, \lambda_k) = \left\{ \sum_{i=1}^{k-2} \sigma_i^2 - \frac{(\sigma_k + \sigma_{k-1})^2}{2} \right\}^{1/2} = \sqrt{\sum_{i=1}^{k-2} \sigma_i^2 + \frac{(\sigma_k - \sigma_{k-1})^2}{2}}
\]

where the minimum is obtained at \( G_{\lambda_1, \ldots, \lambda_k} \ni \bar{x}_{\text{min}} = (\sigma_k + \sigma_{k-1})(e_{2k} \wedge e_{2k-1} + e_{2k-2} \wedge e_{2k-3}) \).
7.5 Conclusions

There is a wide variety of problems arising in system and control theory that can be reduced to a handful of standard convex or quasiconvex optimization problems, i.e., optimization of a real-valued objective function defined on an interval or on a convex space, such that the inverse image of any set of the form \( \{ x \in \mathbb{R} : x < a, \ a \in \mathbb{R} \} \) is a convex set. These problems, as explained in [Boy., etc. 1], involve matrix inequalities and vary from Lyapunov stability problems to eigenvalue problems, for the minimization of the maximum eigenvalue of a matrix that depends affinely on a variable, subject to an linear matrix inequality constraint. However, only a few inverse eigenvalue problems have been connected with the derivation of matrix or matrix spectral inequalities, such as the pole placement via state feedback, [Boy., etc. 1] and the problem of defining the set of linear inequalities that describe the possible spectrum of a matrix which is written as a sum of Hermitian matrices, [Rid. 1]. The latter problem was examined via the Schubert calculus methods we saw in Chapter 3.

In this chapter we tried to connect the Approximate DAP with some spectral inequalities and specifically with Von Neumann’s trace inequality, [Mir. 1] where we showed that its 2-vector form (7.26) is suitable not only for solving best approximation problems on Grassmann varieties, but it may solve any distance problem from the varieties described by \( \tilde{z} \land \cdots \land \tilde{z} = 0 \) which may be regarded as a Generalization of the standard Grassmann variety sets of 2-vectors with degenerate eigenvalues.

The generalization to these varieties has been established by the primary definitions of decomposability, [Hod. & Ped. 1], [Mar. 1] and the concept of generalizing the standard Exterior (Grassmann) Algebra to the so-called Generalized Grassmann Algebras, e.g., [Kwa. 1], [Ohn. & Kam. 1]. Note also that our generalization follows the definitions and laws of Grothendieck, who viewed the Grassmanian as a Hilbert scheme and constructed it by the vanishing of various determinants, [Nit. 1]. Hence, \( G_2^2(\mathbb{R}^n) \) may also be considered in \( \text{Hilb}(n) \) of \( \mathbb{P}^{(2)}(\mathbb{R}) \), i.e., a closed subscheme of the projective subspace.

This chapter completes the examination of DAP in all pathological cases that may arise during the process of approximation, such as matrices with equal or repeated eigenvalues or matrices of specific rank for the \( \Lambda^2(\mathbb{R}^n) \) case and we may now proceed to the expansion of \( \tilde{z} \) into \( \tilde{z}(x) \) that covers the whole linear variety \( \mathcal{K} \) of the linear subproblem of DAP we saw in Chapter 3 and expansion to higher dimensions, i.e., \( \Lambda^3(\mathbb{R}^n) \). It is also worth mentioning that the results presented here may be considered prototype, since this is the first time the solution of such general approximation problems covers optimization techniques for the
standard Grassmann variety $G_2(\mathbb{R}^n)$, the Generalized Grassmann varieties and general manifold constrained optimization problems and low-rank techniques.
Chapter 8

Solutions of the Approximate Determinantal Assignment Problem in $\bigwedge^2(\mathbb{R}^n)$

8.1 Introduction

As we have already seen, the multilinear nature of DAP has suggested an Exterior Algebra framework for its study. Specifically, DAP may be reduced to a linear problem of zero assignment of polynomial combinants, described by the solutions of the linear equations $h^t P = a^t$ where $P$ is the corresponding Plücker matrix and a standard problem of multi-linear algebra expressed by the decomposability of the multivector $h$. The solution of the linear sub-problem, defines a linear space in a projective space whereas decomposability is characterized by the set of Quadratic Plücker Relations (QPR), i.e., the set of quadratic equations defining the Grassmann variety of a related projective space. Thus, the solvability of DAP is reduced to a problem of finding real intersections between the linear variety and the Grassmann variety. This novel Exterior Algebra-Algebraic Geometry method, has provided, as we have seen a number of invariants, such as the Plücker Matrices and Grassmann vectors, suitable for the characterization of rational vector spaces and the solvability of control problems, in both generic and non-generic cases, and it is flexible as far as handling dynamic schemes, as well as structurally constrained compensation schemes, [Kar. & Gia. 5]. An additional advantage of this framework is that it provides a unifying computational framework for finding the solutions, when such solutions exist.

The above approach for the study of DAP in a projective, rather than an affine space setting provides a computational approach that relies on exterior algebra and on the explicit description of the Grassmann variety in terms of the QPR, which allows its formulation as a distance problem between varieties in the (real)
projective space. This may transform the problem of exact intersection to a problem of “approximate intersection”, i.e., small distance -via a suitable metric-between varieties, thus transform the exact DAP synthesis method to a DAP design methodology, where approximate solutions to the exact problem are sought. This enables the derivation of solutions, even for non-generic cases and handles problems of model uncertainty, as well as approximate solutions to the cases where generically there is no solution of the exact problem.

In this chapter we consider the distance problem

$$\text{argmin}_{h \in \mathbb{G}(\mathbb{R}^n)} \text{dist}(h, \mathcal{K})$$ (8.1)

where $\mathcal{K}$ is described by the solutions of a system of linear equations and $\mathbb{G}(\mathbb{R}^n)$ is the Grassmann variety described by the set of QPR, as a relaxation of the exact intersection problem, which is referred to as the approximate DAP. Note that in order for the problem to make sense, the polynomial implied by the approximate solution must satisfy certain conditions, such as stability and distance criteria from the original stable polynomial. This extension makes the investigation relevant to problems where there are no real intersections and thus approximate solutions are sought. Note that a solution to the approximate problem produces an approximate polynomial that will be assigned and this requires studying the stability properties of this perturbed polynomial, which are very important for the perturbed solutions to be acceptable.

We elaborate on the solution of problem (8.1) and the stability properties of the “approximate” polynomial $\hat{a}(s)$ that corresponds to an approximation $\hat{h}$. Our approach views the problem as a minimization problem between a solution $h \equiv \hat{z}(x)$ of a linear problem and the Grassmann variety $\mathbb{G}(\mathbb{R}^n)$, i.e.,

$$\min_{\hat{z}} g(\hat{z}, \mathbb{G}(\mathbb{R}^n))$$ (8.2)

where $g$ is the gap, between the parameterized multivector $\hat{z}(x)$ in the projective space and the Grassmann variety with $x$ being the vector of free parameters that describe the linear variety $\mathcal{K}$. It is shown that the solution of (8.2) is implied by the solution of $\min_{\hat{z}} g(\hat{z}, \mathbb{G}(\mathbb{R}^n))$, i.e., least distance of a fixed 2-vector from the Grassmann variety.

The methodology used for the computation of the above minimizers is based on the best decomposable approximation of multivectors, in the vicinity of a parametric multivector in the projective space. Specifically, in Section 8.2 we present the generalization of $\hat{z}$ to $\hat{z}(x)$, where $x$ is the vector whose coordinates are the free parameters of $\hat{z}^t \hat{P} = \hat{a}^t$. For the $n = 5$ case, we show that the minimization problem between the corresponding Grassmann variety and the linear variety is equivalent to the minimization of a fourth degree polynomial constrained to the
unit sphere.

In Section 8.3, stability results are examined with respect to the nominal polynomial \( a(s) \); In particular, in 8.3.1 we elaborate on the stability criteria which are usually used for similar stability criteria, such as the Hermite and the Hankel matrices, the Bézoutiants, Kharitonov’s theorem and stability results in terms of stability radius, whereas in 8.3.2 we implement the latter methodology for a new stability criterion for the approximate DAP that does not require the calculation of the poles.

Section 8.4 is the core of this chapter where some of the most important results of this thesis are exposed; in 8.4.2 and 8.4.1 it is shown that algorithms such as Newton’s method on the Grassmann manifold and the Macaulay 2 Algebraic Geometry toolbox may provide solutions for problem (8.1) only in special cases that act restricting for the approximate DAP. This leads us to build in 8.4.3 a new algorithm more appropriate for the approximate DAP.

Finally, in Section 8.5 we apply these results to a special form of DAP, the zero assignment by squaring down problem in order to view the special modifications.

### 8.2 Least Distance between the linear variety \( \mathcal{K} \) and \( G_2(\mathbb{R}^n) \)

In this section, \( \tilde{z} \) is obtained as a function \( \tilde{z}(\bar{x}) \) of the degrees of freedom \( \bar{x} \) that describe the linear variety \( \mathcal{K} \) of the linear system (4.31). Note that such linear varieties are functions of the coefficients of the polynomial that is to be assigned.

**Proposition 8.2.1.** Let \( \bar{x} = (x_1, ..., x_r), \ r \in \mathbb{N} \). The least distance between \( \mathcal{K} \) and \( G_2(\mathbb{R}^n) \) is given by

\[
\min_{\tilde{z}} \sqrt{\sigma_{k-1}^2(\bar{x}) + \sigma_{k-2}^2(\bar{x}) + \cdots + \sigma_1^2(\bar{x})} \quad \text{subject to} \quad \sum_{i=1}^k \sigma_i^2(\bar{x}) = 1 \quad (8.3)
\]

where \( k := \lfloor n/2 \rfloor \), \( \sigma_i(\bar{x}) \) is the real part of the \( i \)-th eigenvalue of \( T_{\tilde{z}} \), and \( \bar{z}(\bar{x}) \) represents the parametric form of the linear variety \( \mathcal{K} \).

**Proof.** Let the determinantal assignment problem \( \tilde{z}^t P = a^t \). Since the poles of the system remain the same under scalar multiplication, we are interested for the general solution of \( \tilde{z}^t P = \lambda a^t \), \( \lambda \in \mathbb{R} \). Therefore, if \( \tilde{z}_0^t \) is a particular solution of DAP then a general solution of the linear problem is given by

\[
\tilde{z}^t = \lambda \tilde{z}_0^t + \kappa^t V = [\lambda, \kappa^t] \begin{bmatrix} \tilde{h}_0^t \\ V \end{bmatrix} \quad (8.4)
\]
where $V \in \mathbb{R}^{(r-1) \times \binom{n}{2}}$ is the matrix representation of $N_\ell(P)$ and $\kappa^t \in \mathbb{R}^{r-1}$ for $r = \text{dim } \text{row-span}\left\{\begin{pmatrix} h_0^t \end{pmatrix} \right\}$. Hence, if $(v_1, v_2, \ldots, v_r)^t$ is an orthonormal basis of the row-span\left\{\begin{pmatrix} z_0^t \end{pmatrix} \right\}$, then the general solution of the linear problem is given by
\[ z = x_1 v_1 + x_2 v_2 + \cdots + x_r v_r \equiv z(x) \tag{8.5} \]
Thus, $\|z\| = \|x\| = 1$ and the result follows from Theorem 6.3.1.

Similarly to Theorem 6.3.1, eqn. (8.3) can be further simplified if specific Grassmann varieties are given. The following theorem is one of the main results of this article, which characterizes the way the distance between the linear variety $K$ and specific Grassmann varieties may be computed.

**Theorem 8.2.1.** The least distance problem between the linear variety $K$ and $G_2(\mathbb{R}^5)$ is equivalent to the minimization of a 4th order homogeneous polynomial $F(x)$, constrained to the unit sphere.

**Proof.** We saw that the case $n = 5$ has implied that the minimization of $g = \|z \wedge z\|/\|z\|^2$, which may be used instead of the minimization of the gap $g$. Hence, problem (8.3) can be transformed into
\[ \min_{z} \|z \wedge z\|^2 \text{ subject to } \|z\| = 1 \tag{8.6} \]
Therefore, due to eqn. (8.5) we obtain
\[ \|z \wedge z\|^2 = \left\| \left( \sum_{i=1}^{r} x_i v_i \right) \wedge \left( \sum_{i=1}^{r} x_i v_i \right) \right\|^2 = \left\| \sum_{i,j=1}^{r} x_i x_j v_i \wedge v_j \right\|^2 = \left\langle \sum_{i,j=1}^{r} x_i x_j v_i \wedge v_j, \sum_{\varrho,\mu=1}^{r} x_{\varrho} x_{\mu} v_{\varrho} \wedge v_{\mu} \right\rangle = \sum_{1 \leq i,j,\varrho,\mu \leq r} x_i x_j x_{\varrho} x_{\mu} (v_i \wedge v_j, v_{\varrho} \wedge v_{\mu}) \tag{8.7} \]
Eqn. (8.7) is a 4th order homogeneous polynomial $F(x)$ in terms of $x_i, x_j, x_{\varrho}, x_{\mu}$. Thus (8.3) is written as
\[ \min_{z} F(x) \text{ subject to } \|x\| = 1 \tag{8.8} \]
If $\tilde{z} = \tilde{z}(x)$ implied by the solution of (8.3) or (8.8) is decomposable, then DAP is solved precisely. If $\tilde{z}$ is not decomposable, its prime decomposition is implemented in order to obtain the best decomposable approximation $\hat{z}$.
8.3 Stability Methodologies

As we have already seen, the asymptotic stability of the continuous time system (4.19), requires that all the eigenvalues lie in open left half-plane. As stated in [Hin. & Pri. 1], these spectral stability criteria were already known in the 19th century, but in the absence of systematic solution procedures for algebraic equations of order $n \geq 5$ and without computers for their approximate solution, these criteria could only be verified for lower dimensional systems. It was therefore a problem of fundamental importance, both for mathematical stability theory and its applications, to express the spectral stability criteria by verifiable conditions on the coefficients of the characteristic polynomial. In [Hin. & Pri. 1] it is also mentioned how many leading mathematicians have contributed to this field and developed methods for determining the number of roots of a polynomial in certain locations of the complex plane (e.g., the real axis, the upper half-plane). In this section we present some of the most important methods and results which have been obtained in this field, such as the notions of the Routh-Hurwitz stability criterion, Hermite matrices, Hankel matrices, the Bézoutiants, Kharitonov’s theorem and the notion of stability radius. For the purposes of our work we will use the last methodology. The results discussed here play an important role, not only in stability analysis, but also in other areas of systems theory such as realization theory and model reduction.

8.3.1 Stability of Real and Complex Polynomials

The following definition is considered well-known.

**Definition 8.3.1.** A polynomial is said to be a Hurwitz polynomial or Hurwitz stable if all of its roots lie in the open left half complex plane, noted as $C_-$. 

One of the most well-known mathematical tests used for the determination of a Hurwitz polynomial is the Routh-Hurwitz stability criterion which began from Routh’s recursive algorithm for the determination of the roots of the characteristic polynomial of a linear system and whether they have negative real parts or not and it was given in an equivalent matrix form by Hurwitz who showed that a polynomial is stable if and only if the sequence of determinants of the principal submatrices of the matrix formed by the coefficients of the polynomial are positive.

**Theorem 8.3.1.** (The Routh-Hurwitz stability criterion) [Hin. & Pri. 1] Let an $n$-degree polynomial $p(s) = a_0 + a_1s^{n-1} + \cdots + a_n$ and its corresponding $n \times n$
Then \( p(s) \) is Hurwitz iff all the leading principal minors of \( H \) are positive, i.e.,

\[
a_1 > 0, \ a_2a_1 - a_0a_3 > 0, \ a_3a_2a_1 - a_0a_3^2 > 0, \cdots
\]

Thus, the approximate solution of DAP will involve the solution of a constrained minimization problem where the constraints should satisfy the QPR of the Grassmann variety as well as the above inequalities, which in our case are parametrized by the free parameters \( x \) defining the linear variety \( K \). Optimization problems of this form are usually addressed algorithmically via semi-definite programming methods, since the Hurwitz inequalities form a semi-algebraic variety. However, the fact that the approximate DAP deals with parametrized multivectors and thus the coefficients of the approximate polynomial will depend on \( x \), these algorithms can not provide solutions since they are built for numerical and not symbolic data. In the next section we will present a suitable algorithm for these kind of problems whereas stability will be examined with the help of the stability radius, which is significantly easier than the semi-algebraic sets stability approach when algorithmic computations are involved. In the rest of this section we present some other methods which are used for polynomial stability testing and we thoroughly examine the stability radius formulae which we will use.

The following proposition associates every arc in \( C^* := \mathbb{C} \setminus \{0\} \), i.e., every segment of a differential curve, with the so-called (continuous) argument function (recall that every \( z \in C^* \) has a polar representation \( z = |z|e^{i\theta} \) where \( \theta \) is an argument of \( z \), denoted as \( \theta := \arg(z) \)).

**Proposition 8.3.1.** [Bur. 1] Given an arbitrary interval \( \mathcal{I} \subset \mathbb{R} \) and a continuous function (curve) \( \gamma : \mathcal{I} \rightarrow C^* \), there exists a continuous function \( \theta : \mathcal{I} \rightarrow \mathbb{R} \) such that

\[
\gamma(t) = |\gamma(t)|e^{i\theta(t)}, \ t \in \mathcal{I}
\]
Since the exponential function is a homomorphism of the additive group \( \mathbb{C} \) onto the multiplicative group \( \mathbb{C}^* \), the continuous function \( \theta \) is uniquely determined by (8.10) up to an additive constant \( 2\pi \lambda, \lambda \in \mathbb{Z} \).

**Definition 8.3.2.** [Hin. & Pri. 1] Given an arbitrary interval \( I \subset \mathbb{R} \) and a continuous function \( \gamma : I \to \mathbb{C}^* \), any continuous function \( \theta : I \to \mathbb{R} \) satisfying (8.10), is called an argument function which is denoted as \( \theta(\cdot) := \arg(\gamma(\cdot)) \). If \( I = [a, b] \), then the net change of the argument of \( \gamma(t) \) as \( t \) moves from \( a \) to \( b \) is given by

\[
\Delta^b_a \gamma(t) := \theta(b) - \theta(a)
\]  

(8.11)

**Proposition 8.3.2.** (Complex Polynomial Stability) [Hin. & Pri. 1] Let a polynomial \( a(s) \in \mathbb{C}[s] \) of \( n \) degree without zeros on the imaginary axis. Then \( a(s) \) is Hurwitz stable if and only if

\[
\lim_{k \to \infty} \Delta^k_0 \arg(a(i\omega)) = n\pi
\]  

(8.12)

where \( i\omega \in \mathbb{C} \setminus \mathbb{R} \).

In the DAP case we are interested in real polynomials. If \( a(s) \in \mathbb{R}[s] \) then \( a(-i\omega) = a(i\omega) \) and the previous stability criterion may take the following form.

**Proposition 8.3.3.** (Real Polynomial Stability) Let \( a(s) \in \mathbb{R}[s] \). Then \( a(s) \) is Hurwitz stable if and only if

\[
\lim_{k \to \infty} \Delta^k_0 \arg(a(i\omega)) = n\pi/2
\]  

(8.13)

**Remark 8.3.1.** Some additional stability criteria may be shown which only hold for real polynomials. One of the simplest and most useful is the necessary (but not sufficient) criterion which implies the Hurwitz stability of a real polynomial if all of its coefficients are non-zero and of the same sign. In particular, if \( a(s) \) is a monic real Hurwitz polynomial all its coefficients must be positive.

Despite these important results, the use of the net change \( \Delta \) is not very useful for practical calculations. In practice the stability of a polynomial is mostly examined via the properties of specific matrices or by expressing the polynomial into equivalent polynomial formulae. These methodologies usually involve: (i) Hermite forms, (ii) Bézoutiants, (iii) Hankel matrices, (iv) Kharitonov’s theorem and (v) stability radius formulae. For the DAP case we will work in the next section via the last category, i.e., stability radius. We briefly present the main results of the rest of the categories mentioned above, since as we will see, they are all related. A more thorough presentation may be found in [Hin. & Pri. 1].
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Theorem 8.3.2. (Hermite) Let the n-degree complex polynomial \( a(s) = s^n + a_{n-1}s^{n-1} + \cdots + a_1s + a_0 \) where \( a_i \in \mathbb{C} \). Then \( a(s) \) is Hurwitz stable if and only if the Hermite matrix

\[
H(a) := h_{ij} = \sum_{m=1}^{\min\{i, n+1-j\}} (-1)^{m-1} (\alpha_{i-m}a_{j+m-1} - (-1)^{i+j-1}\alpha_{i-m}\alpha_{j+m-1})
\]

for \( i, j \in \{1, \ldots, n\} \), is positive definite.

Theorem 8.3.3. (Bézoutiant) Let a complex polynomial \( a(s) \) of n-degree be written as \( a(s) = a_r(s) + ia_\ell(s) \), where \( a_r(s) = s^n + \lambda_{n-1}s^{n-1} + \cdots + \lambda_1s + \lambda_0 \) and \( a_\ell(s) = s^n + \kappa_{n-1}s^{n-1} + \cdots + \kappa_1s + \kappa_0 \), where \( \lambda_i, \kappa_i \in \mathbb{R} \). Then \( a(s) \) is Hurwitz stable if and only if the Bézoutiant (or Bézout matrix)

\[
B_n(a_r, a_\ell) := b_{ij} = \sum_{m=1}^{\min\{i, n+1-j\}} (-1)^{m-1} \kappa_{i-m}\lambda_{j+m-1} - \lambda_{i-m}\kappa_{j+m-1}, \quad i, j \in \{1, \ldots, n\}
\]

is positive definite.

Remark 8.3.2. It can be proved, \cite{Hin. & Pri. 1}, that the Hermite matrix \( H(a) \) and the Bézoutiant \( B_n(a_r, a_\ell) \) are conjugate matrices in the sense that \( H(a) = 2DB_n(a_r, a_\ell)D^t \), where \( D = \text{diag}(1, i, \ldots, i^{n-1}) \).

Theorem 8.3.4. (Hankel Matrices) Let \( a(s) \) be an n-degree complex polynomial written as \( a(s) = a_r(s) + ia_\ell(s) \). Then \( a(s) \) is Hurwitz stable if and only if the Hankel matrix

\[
Hk_n(f(a)) := \begin{bmatrix}
    f(a) & f(a) & \cdots & f(a) \\
    f(a) & f(a) & \cdots & f(a) \\
    \vdots & \vdots & \ddots & \vdots \\
    f(a) & f(a) & \cdots & f(a)
\end{bmatrix}
\]

where

\[
f(a(s)) := \begin{cases} 
    a_r(s)/a_\ell(s), & \text{deg } a_r \leq \text{deg } a_\ell \\
    -a_\ell(s)/a_r(s), & \text{deg } a_\ell < \text{deg } a_r
\end{cases}
\]

is positive definite.

In \cite{Hin. & Pri. 1} more results connecting the Hankel matrices to Hermite and Bézout matrices may be found as well as their applications to systems stability and simplified results for the real polynomial case. In particular, a real n degree polynomial \( a(s) \) written as a sum of two polynomials \( u(s) \) and \( v(s) \) such that \( a(s) = u(s^2) + s \cdot v(s^2) \) is Hurwitz stable if and only if the matrix \( Hk_n(u/v) \) is positive definite and all the coefficients of \( a(s) \) have the same sign.
On the other hand, Kharitonov’s theorem deals with the following problem: If for a real monic polynomial all it is known is that its coefficients lie within certain bounds, how can one decide whether it is Hurwitz stable. In order to answer this question Kharitonov found necessary and sufficient conditions for the stability of the whole set of monic polynomials whose coefficients belong to prescribed intervals. Such sets are known as interval polynomials.

**Theorem 8.3.5.** (Kharitonov) Let \( a(s) = s^n + \sum_{i=1}^{n} \alpha_i s^{n-i} \) be an \( n \)-degree real monic polynomial with \( 0 < \beta_i \leq \alpha_i \leq \gamma_i \), where \( \beta_i \) and \( \gamma_i \) are known real scalars which is written in terms of its even and odd parts as \( a(s) = u(s^2) + s \cdot v(s^2) \). Let also the 4 polynomials \( k_1(s) = u_1(s^2) + s \cdot v_1(s^2) \), \( k_2(s) = u_2(s^2) + s \cdot v_2(s^2) \), \( k_3(s) = u_1(s^2) + s \cdot v_2(s^2) \) and \( k_4(s) = u_2(s^2) + s \cdot v_1(s^2) \), where \( u_1(s^2) = \beta_n + \gamma_{n-2}s^2 + \beta_{n-4}s^4 + \cdots \), \( u_2(s^2) = \gamma_n + \beta_{n-2}s^2 + \gamma_{n-4}s^4 + \cdots \), \( v_1(s) = \beta_{n-1} + \gamma_{n-3}s^2 + \beta_{n-5}s^4 + \cdots \), \( v_2(s) = \gamma_{n-1} + \beta_{n-3}s^2 + \gamma_{n-5}s^4 + \cdots \). Then \( a(s) \) is Hurwitz stable if and only if \( k_i \), \( i = 1, \ldots, 4 \) are Hurwitz stable.

Kharitonov’s theorem is considered one of the corner-stone results of polynomial stability for system and control theory. More details as well as applications of this theorem may be found in [Das. 1] and [Hin. & Pri. 1].

**Example 8.3.1.** Let the transfer function

\[
G(s) = \frac{a_0 + a_1s}{a_2s^2 + a_3s^3 + a_4s^4}
\]

with \( a_0 \in [x_0, y_0], a_1 \in [x_1, y_1], a_2 \in [x_2, y_2], a_3 \in [x_3, y_3], a_4 \in [x_4, y_4] \). The characteristic polynomial is then

\[
a(s) = a_0 + a_1s + a_2s^2 + a_3s^3 + a_4s^4
\]

Thus, \( \kappa_{\text{even}}(s) = x_0 + y_2s^2 + x_4s^4 \), \( \kappa_{\text{odd}}(s) = y_0 + x_2s^2 + y_4s^4 \), \( \kappa_{\text{min}}(s) = x_1s + y_3s^3 \), \( \kappa_{\text{max}}(s) = y_1s^2 + x_3s^3 \). Hence, the Kharitonov polynomials are \( k_1(s) = x_0 + x_1s + y_2s^2 + y_3s^3 + x_4s^4 \), \( k_2(s) = x_0 + y_1s + y_2s^2 + x_3s^3 + x_4s^4 \), \( k_3(s) = x_0 + x_1s + x_2s^2 + y_3s^3 + y_4s^4 \) and \( k_4(s) = y_0 + y_1s + x_2s^2 + x_3s^3 + y_4s^4 \). Then \( a(s) \) is Hurwitz if \( k_1(s) \) are Hurwitz, i.e., if the coefficients are positive (otherwise multiply by \(-1\)) and

\[
x_1y_2y_3 > x_1^2x_4 + y_2^2x_0, \quad y_1y_2x_3 > y_1^2x_4 + x_3^2x_0
\]

\[
x_1x_2y_3 > x_1^2y_4 + y_2^2y_0, \quad y_1x_2x_3 > y_1^2y_4 + x_3^2y_0
\]

which are implied by the Routh-Hurwitz stability criterion we saw at the beginning of this section.

Hence, in our case if we want to solve \( \det(H \cdot M(s)) = a(s) \) when \( a(s) \) is stable, we just have to restrict ourselves only to the four Kharitonov’s polynomials \( k_i \), and not on the entire domain of stable polynomials, created by the semi-algebraic variety of the Routh-Hurwitz criterion. In other words, DAP may be reduced to a
linear subproblem described by the linear variety $K$, the multilinear subproblem described by the QPRs of the related Grassmann variety and the semi-algebraic variety implied by the four polynomials $k_i$ whose stability is described by the non-linear inequalities that the coefficients of $a(s)$ must satisfy. Even though this approach provides significant simplifications to the approximate solutions under assumed stability, the corresponding optimization problem still remains difficult due to complexity of the constraints that now do not just satisfy the QPRs, but also the non-linear inequalities of Kharitonov’s stability sub-domain which as we have mentioned before are parametrized by the free parameters $\mathbf{x}$ of the linear variety $K$. The optimization problem from the Grassmann variety when $a(s)$ is stable may be further simplified with the use of the stability radius.

The stability radius method tests which variations of the coefficient vector of $a(s)$ can be tolerated without destroying the property that all its roots are in a prescribed region of the complex plane, i.e., $\mathbb{C}_-$. The method originates from Kharitonov’s theorem we saw in Theorem 8.3.5, since it is also based on separating the even and the odd parts of $a(s)$ and it is the appropriate tool for the approximate solution of DAP and the stability of its “approximate” polynomial.

**Definition 8.3.3.** (Stability Radius)[Hin. & Pri. 2] Let $a(s) = s^n + \alpha_{n-1}s^{n-1} + \cdots + \alpha_1 s + \alpha_0$ be an $n$-degree monic polynomial with its coefficient vector $\alpha = (\alpha_0, \ldots, \alpha_{n-1}) \in \mathbb{R}^n (\mathbb{C}^n)$. Let also a perturbation of the coefficients of the form

$$\alpha_{j-1}(d) = \alpha_{j-1} - \sum_{i=1}^{\ell} d_i c_{ij}, \ j \in \{1, \ldots, n\}$$

(8.18)

where $\overline{d} = (d_1, \ldots, d_{\ell}) \in \mathbb{R}^\ell (\mathbb{C}^\ell)$ is an unknown disturbance vector and $C = (c_{ij}) \in \mathbb{F}^{\ell \times n}$ is a given matrix. The stability radius for $a(s, \overline{\alpha})$ is given by

$$r_F(\overline{\alpha}, C, C \setminus \mathbb{C}_-) = \inf \{ \|d\|; d \in \mathbb{F}^\ell, \ \exists \lambda \in \mathbb{C} \setminus \mathbb{C}_- : a(\lambda, \alpha(d)) = 0 \}$$

(8.19)

**Remark 8.3.3.** A different formulation of the above stability radius definition is given in [Gr. & Lan. 1] where the polynomial problem is reformulated as a matrix problem, using companion matrix theory and the polynomial pseudozero set introduced in [Mos. 1].

Next we elaborate on Definition 8.3.3 to implement it to an approximate DAP algorithm.

### 8.3.2 New Stability Criteria for the Approximate DAP

In this section we assume that the solution $\hat{z}(\overline{\mathbf{z}})$ is not a decomposable multivector, i.e., the gap between $\hat{z}(\overline{\mathbf{z}})$ and the Grassmann variety in not zero. Then a perturbed polynomial $\hat{a}(s)$ is derived such that $\hat{z}^TP = \hat{a}^t$, with respect to the
initial problem. We examine the stability properties of the resulting polynomial \( \hat{a}(s) \) and its distance from the nominal polynomial \( a(s, \alpha) \), which we intended to assign. We need a more explicit form for the real stability radius. We follow the stability radius methodology proposed in [Hin. & Pri. 2].

We suppose that \( F = \mathbb{R}, \ C \in \mathbb{R}^{\ell \times n} \) is a given matrix and \( a(s, \alpha) \) is a real polynomial having all its roots in \( \mathbb{C}^- \), with \( \alpha \in \mathbb{R}^n \). To characterize the real stability radius we denote by \( d(y, \mathbb{R}_v) \) the distance of a point \( y \in \mathbb{R}^\ell \) from the linear space \( \mathbb{R}_v \) spanned by \( v \in \mathbb{R}^n \). Then

\[
d^2(y, \mathbb{R}_v) = \begin{cases} 
\|y\|^2 - \frac{\langle y, v \rangle}{\|v\|^2}, & v \neq 0 \\
\|y\|^2, & v = 0
\end{cases}
\]  
(8.20)

Then the following result may be established.

**Proposition 8.3.4.** [Hin. & Pri. 2] Let \((\alpha, C) \in \mathbb{R}^{1 \times n} \times \mathbb{R}^{\ell \times n}\) and suppose that all the roots of \( a(s, \alpha) \) lie in \( \mathbb{C}^- \). Then

\[
r_{\mathbb{R}}(\alpha, C; \mathbb{C} \setminus \mathbb{C}^-) = \max_{s \in \partial(\mathbb{C} \setminus \mathbb{C}^-)} d\left( G_R(s), \mathbb{R}_{G_L(s)} \right)^{-1}
\]  
(8.21)

where \( \partial(\mathbb{C} \setminus \mathbb{C}^-) \) is the border of \( \mathbb{C} \setminus \mathbb{C}^- \) and \( G_R(s), G_L(s) \in \mathbb{R}^{\ell \times 1} \) such that

\[
G_R(s) + iG_L(s) = \frac{1}{a(s, \alpha)} \left( \sum_{j=1}^{n} c_{1j} s^{j-1}, \sum_{j=1}^{n} c_{2j} s^{j-1}, \ldots, \sum_{j=1}^{n} c_{\ell j} s^{j-1} \right)^t
\]  
(8.22)

From the previous proposition the following formula may be derived which is more convenient for numerical computations.

**Proposition 8.3.5.** [Hin. & Pri. 2] If

\[
a(\alpha, s) = s^n + \alpha_{n-1}s^{n-1} + \cdots + \alpha_1 s + \alpha_0, \ \alpha = (1, \alpha_{n-1}, \ldots, \alpha_0)
\]  
(8.23)

is a Hurwitz polynomial written as, \( a(\alpha, s) = a_1(-s^2) + sa_2(-s^2) \) where \( a_j(-s^2), j = 1, 2, \) are real polynomials in \(-s^2\), then the real stability radius is given by

\[
r_{\mathbb{R}}(\alpha, C; \mathbb{C} \setminus \mathbb{C}^-) = \min \left\{ \alpha_0, \left( \max_{\omega^2 \in \mathbb{R}^+} f(\omega^2) \right)^{-1/2} \right\}
\]  
(8.24)

where

\[
f(\omega^2) = \frac{1 + \omega^4 + \cdots + \omega^{2n-4}}{a_1^2(\omega^2) + a_2^2(\omega^2)}, \quad \text{if } n = 2k
\]
or

\[
f(\omega^2) = \frac{(1 + \omega^4 + \cdots + \omega^{2n-6})(1 + \omega^4 + \cdots + \omega^{2n-2})}{a_1^2(\omega^2)(1 + \omega^4 + \cdots + \omega^{2n-6}) + a_2^2(\omega^2)(1 + \omega^4 + \cdots + \omega^{2n-2})}, \quad \text{if } n = 2k+1
\]
From (8.24), we easily verify the following result.

**Lemma 8.3.1.** Let \( \| \cdot \| \) be the Euclidean norm in \( \mathbb{R}^n \) where \( n \) is the degree of a stable polynomial \( a(s) \). If \( \hat{a}(s) \) is the perturbed polynomial with respect to the coefficients \( a \) of \( a \) and \( \| a - \hat{a} \| \leq r_a \), where \( a, \hat{a} \) their coefficient-vectors respectively, then \( \hat{a}(s) \) is also stable.

The following criterion is now obtained, linking the decomposability of DAP to its stability.

**Theorem 8.3.6.** Let \( \hat{z} \in \wedge^2(\mathbb{R}^n) \) be a 2-vector and \( \hat{\hat{z}} \) be its best decomposable approximation. If \( a, \hat{a} \) are the coefficient-vectors of \( a(s) \), \( \hat{a}(s) \) respectively, and \( \| \hat{z} - \hat{\hat{z}} \| \leq r_a/\sigma_P \), where \( \sigma_P \) is the largest singular value of the Plücker matrix \( P \) and \( a(s) \) is a stable polynomial, then \( \hat{a}(s) \) is also stable.

**Proof.** Let the spectral norm \( \| A \|_2 = \max \{ \lambda : \lambda \in \sigma(A^tA) \} \). From (8.24), the stability radius \( r_a \) is computable and due to the forms of the initial and the approximate system, we immediately imply:

\[
\| a - \hat{a} \| = \| (\hat{z} - \hat{\hat{z}})P \| \leq \| P \|_2 \frac{r_a}{\sigma_P} = r_a
\]

The result now follows from Lemma 8.3.1. \( \square \)

Theorem 8.3.6 does not only provide the means to test whether the perturbed solutions are at an acceptable distance from the original stable polynomial we had to assign, but also constitutes a criterion for the stability of the perturbed polynomial, *without* the calculation of its roots or their properties.

### 8.4 Optimization Algorithms

In this section we present a new algorithm for the best approximate solution of DAP, based on the minimization of \( g_\lambda \). At first we use the Algebraic Geometry toolbox Macaulay 2 and then we present the generalization of Newton’s algorithm for the minimization of the Rayleigh quotient on the Grassmann manifold, as this was presented in [Abs., etc. 1], [Abs., etc. 2], [Edel., etc. 1] and [Smi. 1]. We show that these two methodologies even though they may provide a number of useful results with regard to optimization over manifolds, they are not completely applicable for DAP. The former is useful only when \( \hat{z} \) is constant (not parametrized) since the program in the case of \( \hat{z}(x) \) provides a large number of complicated solutions that are not easy to be verified, whereas Newton’s algorithm may be used for the approximate DAP under several alternations and restrictions. Therefore, the determinatal assignment problem requires in general a different approach which is not met in these algorithms. At the last part of this section we present a new algorithm which is exclusively constructed for the approximate DAP, thus no special assumptions have to be made.
8.4.1 Decomposable Approximations via Macaulay 2

In this section we compare the results of the previous analysis with the ones that may be obtained by the Numerical Algebraic Geometry Toolbox Macaulay 2, [Eis., etc. 1] for the minimization problem

\[
\min_{\bar{x}} \|\bar{z} - \bar{x}\|
\]

(8.25)

when \(\bar{z} \in \Lambda^2 (\mathbb{R}^n)\) and \(\bar{x}\) is decomposable. The package originated by the need for numeric calculations within the context of invariant theory where the explicit description of polynomial functions, which remained invariant under the transformations of a given linear group, was examined [Sturm. 2]. Soon the program expanded for numerical applications to other fields, that used techniques from this area or related ones, such as optimal control, manifold optimization, etc., giving the opportunity to researchers to have an arithmetic point of view of their problems, to experiment with their ideas and to verify their results. In our case, the Macaulay 2 Toolbox is helpful for optimization over the Grassmann variety, since it helps overcome the high complexity of the constraints, that constitute the problem impossible to solve numerically, via other toolboxes (a simple numerical substitution to problem (8.25) for the \(n=5\) case in Matlab or Mathematica for instance, can verify this assertion).

In general, the system uses high level algebra objects, such as Galois fields, number fields, polynomial rings, exterior algebras, Weyl algebras, quotient rings, ideals, modules, homomorphisms of rings and modules, graded modules, maps between graded modules, chain complexes, maps between chain complexes, free resolutions, algebraic varieties, coherent sheaves and the Gröbner basis algorithm.

The programming environment is similar to the one in Mathematica or Maple: the user enters mathematical expressions at the keyboard, and the program computes the value of the expression and displays the answer. The first input prompt offered to the user is of the form

\[i1: \]

In response to the prompt, the user may enter, for example, a simple arithmetic expression, i.e.,

\[i1: 3/5 + 7/11\]
\[o1 = 68/55\]
\[o1 : QQ\]

The answer itself is displayed to the right of the output label

\[o1 = \]
and its type (or class) is displayed to the right of the following label.

\[ o1 : \]

The symbol QQ appearing in this example denotes the class of all rational numbers, and is meant to be reminiscent of the notation Q.

In order to explain the Macaulay code for the $G_2(\mathbb{R}^5)$ case, we present the case of a plane curve

\[ \ell = \{(x, y) \in \mathbb{R}^2 : f(x, y) = 0 \} \quad (8.26) \]

where $f$ is a polynomial of degree $d$. We are given a point $(u, v) \in \mathbb{R}^2$ and we seek to minimize the distance from $(u, v)$ to $\ell$. For random $f$, this problem has $d^2$ complex critical points due to Bezout’s theorem, i.e., the number of intersection points of $n$ projective hyper-surfaces in a projective space of dimension $n$ over an algebraic closed field, which are defined by $n$ homogeneous polynomials in $n + 1$ variables, of degrees $d_1, \ldots, d_n$ is infinite, or the number of intersection points, counted with multiplicity, is equal to the product $d_1 \cdots d_n$, [Ful. 1]. The method of Lagrange multipliers says the gradient of $(u - x)^2 + (v - y)^2$ must be linearly dependent with the gradient of the constraint $f(x, y)$. Hence our equations to solve in this case are

\[ f(x, y) = 0, \quad (u - x) \cdot \frac{\partial f}{\partial y} = (v - y) \cdot \frac{\partial f}{\partial x} \]

where it is expected to have $d^2$ complex solutions, by Bezout’s theorem. For the $G_2(\mathbb{R}^5)$ case, we present the following algorithm.

### A Macaulay 2 Algorithm for the Approximate DAP

- $R = \text{QQ}[p_{12}, p_{13}, p_{23}, p_{14}, p_{24}, p_{34}, p_{15}, p_{25}, p_{35}, p_{45}]$;
- $\mathcal{J} = \text{Grassmannian}(1, 4, R)$.
- $T = (\text{transpose matrix apply(gens R, p- > p-random(-100,100)))} - (\text{jacobian(\mathcal{J})})$
- $\mathcal{J} = \mathcal{J}+\text{minors}(4,T)$;
- $\mathcal{J} = \mathcal{J} : \text{ideal}(p_{12}p_{13}p_{23}p_{14}p_{24}p_{34}p_{15}p_{25}p_{35}p_{45})$;

### Example 8.4.1.

Let $R = \text{QQ}[x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_8, x_9, x_{10}]$ and $\mathcal{J} = \text{Grassmannian}(1, 4, R)$. These two functions generate the ideal of the Grassmannian defined by

\[ x_1x_8 - x_2x_6 + x_3x_5 = 0, x_1x_9 - x_2x_7 + x_4x_5 = 0, x_1x_{10} - x_3x_7 + x_4x_6 = 0, \]
\[ x_2x_{10} - x_3x_9 + x_4x_8 = 0, \quad x_5x_{10} - x_6x_9 + x_7x_8 = 0 \]

for \( x_1 := p_{12}, \ x_2 := p_{13}, \ldots, \ x_{10} = p_{45} \) since we will use lexicographical order. The third line builds the following \( 10 \times 6 \) matrix

\[
\begin{pmatrix}
(-1/p_{12} + 13) & 0 & 0 & p_{45} & p_{35} & p_{44} \\
(-1/p_{13} - 96) & 0 & p_{45} & 0 & -p_{25} & -p_{24} \\
(-1/p_{23} - 13) & p_{45} & 0 & 0 & p_{15} & p_{14} \\
(-1/p_{14} + 12) & 0 & -p_{35} & -p_{25} & 0 & p_{23} \\
(-1/p_{24} + 1) & -p_{35} & 0 & p_{15} & 0 & -p_{13} \\
(-1/p_{34} - 77) & p_{25} & p_{15} & 0 & 0 & p_{12} \\
(-1/p_{15} - 94) & 0 & p_{34} & p_{24} & p_{23} & 0 \\
(-1/p_{25} - 87) & p_{34} & 0 & -p_{14} & -p_{13} & 0 \\
(-1/p_{35} - 78) & -p_{24} & -p_{14} & 0 & p_{12} & 0 \\
(-1/p_{45} - 8) & p_{23} & p_{13} & p_{12} & 0 & 0
\end{pmatrix}
\]

(8.27)

The first column is the gradient of our objective function which is the squared distance from some random point in \( \mathbb{R}^{10} \) and the last five columns are the Jacobian of the five constraints. Note that this \( 10 \times 5 \) matrix has rank 3 on the Grassmannian, as it should, since 3 is the so-called codimension of \( G_2(\mathbb{R}^5) \), i.e., \( \text{codim} G_2(\mathbb{R}^5) = \dim \mathbb{R}^5 - \dim \mathbb{R}^2 \). Also, the forth command adds all the \( 4 \times 4 \) minors of the \( 6 \times 10 \) matrix to the ideal. This forces the matrix to have rank 3, so the first column is in the span of the last five. That ideal would have 63 complex solutions, counting multiplicities. However, we must remove extraneous solutions that have zero Plücker coordinates. This happens in line 5. The resulting ideal now has only one solution, resulting to 8.16558, which coincides with the solution of Example 5.3.1 when \( z \) was constant.

In this code, the coordinates of the random point \( z \) in \( \mathbb{R}^{10} \) were taken arbitrarily from -100 to 100. If one is interested in symbolic computations for \( z_1, \ldots, z_{10} \) the algorithm provides a large number of equations which are difficult to be verified. This is the main reason that the approximate solution of DAP will be sought via a different procedure that takes into account the parameters of the linear variety \( K \).

### 8.4.2 Newton’s method on the Grassmann Manifold

Newton’s method is the simplest iterative method for computing a solution \( x_* \) of an equation of the form \( f(x) = 0 \), starting at an initial point \( x_0 \) where the iterations follow the formula

\[
x_{m+1} = x_m - \frac{f(x_m)}{f'(x_m)}
\]

(8.28)

Graphically, \( x_{m+1} \) corresponds to the intersection of the tangent to the graph of \( f \) at \( x_m \) with the horizontal axis. Newton’s method can be easily generalized to
functions \( f : \mathbb{R}^n \rightarrow \mathbb{R}^n \). Eqn. (8.28) takes the form
\[
f(x_m) + Df(x_m)[x_{m+1} - x_m] = 0	ag{8.29}
\]
where \( Df(x)[y] \) denotes the directional derivative of \( f \) along \( y \), i.e.,
\[
Df(x)[y] = \lim_{h \to 0} \frac{f(x + hy) - f(x)}{h}	ag{8.30}
\]
In other words, Newton’s method simply updates a vector by subtracting the gradient vector premultiplied by the inverse of the Hessian. Now, if \( f = \text{grad}(f) \equiv \nabla f \), Newton’s method becomes the problem of finding a critical point of a cost function on \( \mathbb{R}^n \). In order to generalize this approach to manifolds and in particular to Grassmann manifolds, we must find geometric analogs to the various components of this formula. Tangent vectors on manifolds generalize the notion of a directional derivative.

**Definition 8.4.1.** The set of all tangent vectors of \( G_m(\mathbb{R}^n) \) at a point \( x \) is called the tangent space of the Grassmann manifold \( G_m(\mathbb{R}^n) \) at \( x \) and is denoted by \( T_xG \).

Now, the tangent space is easily computed by viewing the Grassmann manifold as a quotient space and its elements as matrices.

**Definition 8.4.2.** [Edel., etc. 1] Let \( O_n \) be the orthogonal group consisting of \( n \times n \) orthogonal matrices.

i) The Stiefel manifold denoted as \( V_{n,m} \), consisting of \( n \times m \) orthonormal matrices is given by
\[
V_{n,m} = O_n/O_{n-m}	ag{8.31}
\]
where a point is the equivalence class
\[
[Q] = \left\{ Q \begin{pmatrix} I_m & O \\ 0 & Q_{n-m} \end{pmatrix} : Q_{n-m} \in O_{n-m} \right\}	ag{8.32}
\]

ii) The Grassmann manifold denoted as \( G_{n,m} \), consisting those matrices of \( V_{n,m} \) whose columns span the same subspace is given by
\[
G_{n,m} = O_n/(O_n \times O_{n-m})	ag{8.33}
\]
where a point is the equivalence class
\[
[Q] = \left\{ Q \begin{pmatrix} Q_m & O \\ 0 & Q_{n-m} \end{pmatrix} : Q_m \in O_m, Q_{n-m} \in O_{n-m} \right\}	ag{8.34}
\]
Hence, $G_{n,m} = V_{n,m}/O_{m}$ and if we consider $Y \in V_{n,m}$ then tangent vectors take the form $X = YA + Y_\perp B$ where $A$ is an $m \times m$ skew-symmetric matrix, $B$ is $(n-m) \times m$ and $Y_\perp$ is any $n \times (n-m)$ matrix such that $Y, Y_\perp$ are orthogonal. But since $[Y] = \{YQ_m : Q_m \in O_m\}$, the vertical space at $Y$ is the set of vectors of the form $YA$, therefore the horizontal space at $Y$ is the set of vectors of the form

$$X = Y_\perp B \quad (8.35)$$

Because the horizontal space is equivalent to the tangent space of the quotient, [Edel., etc. 1], the tangent space of the Grassmann manifold at $[Y]$ is given by all $n \times m$ matrices $A$ of the form in (8.35). Hence, the gradient of a function $f$ from the Grassmann manifold to $\mathbb{R}$ at $[Y]$ is defined to be the tangent vector $\nabla f$ such that

$$\text{tr} f'_Y X = \text{tr}(\nabla f)^t X \quad (8.36)$$

for all tangent vectors $X$ at $Y$, where

$$(f_Y)_{ij} = \frac{\partial f}{\partial Y_{ij}} \quad (8.37)$$

**Remark 8.4.1.** A different way to define the gradient of $f$ in general at a point $x$, without the use of the Grassmann manifold via matrix representation, is presented in [Abs., etc. 1], where the gradient of $f$ is considered as the unique element of $T_x G$ that satisfies

$$< \text{grad} f(x), y >_x = Df(x)[y], \forall y \in T_x G \quad (8.38)$$

where $<,>_x$ is the endowed inner product of $T_x G$. If $e_i$ denotes the $i$-th coordinate of a vector field, i.e., a smooth function from $G_m(\mathbb{R}^n)$ that assigns to each point $x$ a tangent vector $y \in T_x G$ then

$$\text{grad} f(x) = G_x \begin{bmatrix} \partial_1 f(x) \\ \vdots \\ \partial_d f(x) \end{bmatrix} \quad (8.39)$$

where $G_x := < (e_i, e_j >_x$ is the matrix whose $ij$ element is $< (e_i, e_j >_x$ at $x$.

Furthermore, the roots of grad $f$ are still the critical points of $f$. The difference $x_{m+1} - x_m$, which is no longer defined since the iterates $x_{m+1}$ and $x_m$ belong to the Grassmann manifold, may be replaced either by

i) a tangent vector $\eta_{x_m}$ in the tangent space at $x_m$, [Abs., etc. 1], [Abs., etc. 2] where the new iterate $x_{m+1}$ is obtained from $\eta_{x_m}$ as $x_{m+1} = R_{x_m}(\eta_{x_m})$, for a retraction $R$, i.e., a mapping from $T_{x_m} G$ to $G_m(\mathbb{R}^n)$ with a local rigidity condition that preserves gradients at a point $x$ (in other words, a mapping that turns elements of $T_x G$ into points of the manifold and transforms the cost functions defined in a neighborhood of $x$ into cost functions defined on the vector space $T_x G$) or
ii) by a suitable geodesic path, i.e.,

\[ Y(t) = Y(0) \exp \begin{bmatrix} 0 & -B^t \\ B & 0 \end{bmatrix}, \forall B \in \mathbb{R}^{(n-m) \times m} \]  

which it may be computed via the following theorem.

**Theorem 8.4.1.** [Edel., etc. 1] Let the Grassmannian geodesic

\[ Y(t) = Y(0) \exp \begin{bmatrix} 0 & -B^t \\ B & 0 \end{bmatrix}, \forall B \in \mathbb{R}^{(n-m) \times m} \]  

with \( Y(0) = Y \) and \( \dot{Y}(0) = H \). Then

\[ Q(t) = [YVU] \begin{bmatrix} \cos St \\ \sin St \end{bmatrix} V^t \]  

where \( USV^t \) is the compact singular value decomposition of \( H \), i.e., \( U \in \mathbb{R}^{n \times m} \) and both \( S \) and \( V \) are \( m \times m \).

Finally, the Hessian is obtained by twice differentiating the function along a geodesic, i.e.,

\[ \text{Hess}_f(X, X) = \frac{d^2}{dt^2} \bigg|_{t=0} f(Y(t)) \]  

or

\[ \text{Hess}_f(X_1, X_2) = f_{YY}(X_1, X_2) - \text{tr}(X_1^t X_2 Y^t f_Y), \ X_1 \neq X_2 \]  

where \( Y(t) \) is a geodesic with tangent \( X = \dot{Y}(0) \) and

\[ (f_{YY})_{ij,kl} = \frac{\partial^2 f}{\partial Y_{ij} \partial Y_{kl}} \]  

For Newton’s method, one must determine \( X = -\text{Hess}^{-1}(\nabla f) \), which for the Grassmann manifold is expressed as the linear problem

\[ f_{YY}(X) - X(Y^t f_Y) = -\nabla f \]  

with \( Y^t X = 0 \). For the algorithm one needs a smooth function \( f(Y) \) with \( Y \in \mathbb{R}^{n \times m} \) and \( Y^t Y = I_m \) on the Grassmann manifold, i.e., \( f(Y) = f(YQ) \) for all orthogonal matrices \( Q \in \mathbb{R}^{m \times m} \). Then, the algorithm is as follows, [Edel., etc. 1].
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- Given $Y$ such that $Y^tY = I_m$, compute $G = f_Y - YY^t f_Y$ and $X = -\text{Hess}^{-1} G$ such that $Y^tX = 0$ and $f_{YY}(X) - X(Y^t f_Y) = -G$.

- Move from $Y$ in direction $X$ to $Y(1)$ using the geodesic formula

$$Y(t) = YV \cos(St)V^t + U \sin(St)V^t$$

where $USV^t$ is the compact SVD of $X$.

- Repeat.

Clearly, Newton’s method is constructed for functions defined on the Grassmann manifold, whereas DAP is looking for the gap between a “point” in the projective space and the Grassmann variety. However, from the analysis of the approximate DAP via the gap $g$ and $g_\wedge$ in the previous sections, we see that Newton’s method is ideal for approximate decomposable solutions when the following conditions hold all together:

(i) $Y = T_z$

(ii) the gap $g$ (or the gap $g_\wedge$ for the Grassmann variety $G_2(\mathbb{R}^5)$ ) can be written as a Rayleigh quotient or trace-style function, e.g., $\text{tr}(Y^tAY)$, for a symmetric matrix $A$, something that is feasible by using the formulae in Remark 5.4.6.

(iii) the dimensions $\text{dim} \mathcal{V} = n > m$ of the Grassmann variety $G_m(\mathcal{V})$ satisfy the condition $m = n - 1$ or $\mathcal{V} \cong \mathcal{V}^*$, where $\mathcal{V}^*$ is the dual space of $\mathcal{V}$ or when the Grassmann variety is almost the entire projective space, i.e., its biggest subset that covers most of its area.

In [Mah. 1] there is an analytical approach to all cases that involve optimization on the projective space, where it becomes even more clear that for the approximate DAP we need a more suitable algorithm that calculates gaps between multivectors in the projective space and the Grassmann variety. In Section 8.4.3 we will build such an algorithm for the computation of the gap as this was proved in Theorem 6.3.1.

8.4.3 An Approximate DAP algorithm

As we have seen in the previous two sections, the algorithms concerning optimization on the Grassmann manifold may be applied for DAP only for special cases, whereas the numerical computations on Macaulay 2 provide solid solutions
for numerical data. Now we will present an algorithm which is explicitly con-
stucted for the approximate DAP that covers all related frequency assignment
problems, i.e., solve the system \( \det (H \cdot M(s)) = a(s) \) in terms of \( H \) when \( a(s) \) is
Hurwitz and if this is not possible, derive the best possible approximate solution.

Let \( s_1, s_2, \ldots, s_n, \ n > 6 \) be the roots of \( a(s) \). If \( z := C_m(H) \) and \( V \) is the
matrix representation of \( N_t(P) \), then DAP is transformed into \( z^t = \lambda h^t_0 + \kappa V =
[\lambda, \kappa^t] \begin{bmatrix} h^t_0 \\ V \end{bmatrix} \). If this is not possible, one has to find \( z \) such that the gap between
\( z \) and \( G_m(\mathbb{R}^n) \) the least possible. Therefore, we have:

<table>
<thead>
<tr>
<th>An Algorithm for the Approximate DAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Select a polynomial ( a(s) ) whose roots ( s_i ) satisfy the property ( \text{Re}(s_i) &lt; 0 ).</td>
</tr>
<tr>
<td>• Calculate an orthonormal matrix-basis ( [v_1, \ldots, v_r]^t ) for the linear problem ( h^t P = a^t ). Then the linear variety ( \mathcal{K} ) is described by ( h = [v_1, \ldots, v_r] \cdot x \equiv z(x) ), where ( x \in \mathbb{R}^{r \times 1} ) is a free vector.</td>
</tr>
</tbody>
</table>
| • Solve in terms of \( x \) the optimization problem \( \min_{x} g ([v_1, \ldots, v_r] \cdot x, G_m(\mathbb{R}^n)) \) s.t. \( \|x\| = 1 \) and let \( z_0 = [v_1, \ldots, v_r] \cdot x_0 \) be its minimizer, i.e., the vector of the linear
variety closest to \( G_m(\mathbb{R}^n) \). |
| • If \( z_0 \) is decomposable then obtain \( H \) by \( z_0 := C_2(H) \). Then DAP has an exact
solution. Else, decompose \( z_0 \) via the prime decomposition. A candidate solution is
the decomposable vector \( \sigma_k \cdot e_{2k} \wedge e_{2k-1} \). |

Example 8.4.2. Let

\[
M(s) = \begin{pmatrix}
(1 + s)^4 & 0 \\
-2 + s^2 & s^3 \\
1 + s^3 & s^2 \\
2s & -2 + s \\
1 & 1
\end{pmatrix}
\]

We select the stable polynomial \( a(s) = 9.80179 + 50.0464s + 109.122s^2 + 131.717s^3 +
95.06s^4 + 41.02s^5 + 9.8s^6 + s^7 \) whose roots are

\[
s_1 = -1.7, s_2 = -1.6, s_3 = -1.5, s_4 = -1.4, s_5 = -1.3, s_6 = -1.2, s_7 = -1.1
\]

If \( P \) is the Plücker matrix, then the matrix representation of an orthonormal basis
of $h^i P = a^i$ is

$$
\begin{bmatrix}
0.0212483 & 0.0031971 & 0.0198759 \\
0.14123 & 0.0008332 & 0.107242 \\
0.179195 & 0.108632 & 0.267088 \\
0.686415 & 0.311853 & 0.54408 \\
0.017989 & -0.0177103 & -0.00803 \\
0.058825 & 0.247088 & -0.202414 \\
-0.480937 & 0.505633 & 0.293198 \\
0.142346 & 0.268904 & -0.308593 \\
-0.127068 & 0.700893 & -0.219786 \\
-0.452585 & -0.101711 & 0.591784
\end{bmatrix}
$$

The substitution of $z(x_1, x_2, x_3) := [v_1, v_2, v_3] [\begin{bmatrix} x_1 \\ x_2 \\ x_3 \end{bmatrix}]$ to the gap $g$ implies the 4th order homogeneous polynomial

$$
F(x_1, x_2, x_3) = 0.0276749 x_1^4 - 0.0445024 x_1^3 x_2 + 0.050691 x_1^2 x_2^2 + 0.0127932 x_1 x_2^3 + 0.0018031 x_2^4 - 0.034223 x_2^3 x_3 - 0.0986078 x_2 x_3^2 - 0.0735073 x_1 x_2^2 x_3 + 0.013395 x_2^3 x_3 + 0.0052206 x_1 x_3^2 + 0.0119637 x_1 x_2 x_3^2 + 0.041775 x_2^2 x_3^2 - 0.0414718 x_3^3 + 0.0414718 x_2 x_3^3 + 0.054624 x_3^4
$$

Hence, we have

$$
\min F(x_1, x_2, x_3) \text{ subject to } x_1^2 + x_2^2 + x_3^2 = 1
$$

The least gap is achieved at

$$
(x_1 = -0.711111, x_2 = -0.348945, x_3 = 0.610376)
$$

where we get

$$
\bar{z}_0 = (-0.0283575, -0.166179, -0.328359, -0.92903, -0.00117062, -0.00450339, -0.013399, -0.00669876, -0.0200615, -0.00388111)
$$

Vector $\bar{z}_0$ is not decomposable since

$$
(\bar{z}_0 \wedge \bar{z}_0)/2 = (-0.000174025, -0.000570197, -0.00010584, 0.000280932, 0) \neq 0
$$

Therefore, we proceed to the calculation of its best decomposable approximation.

The spectral analysis of

$$
T_{\bar{z}_0} = \begin{pmatrix}
0 & -0.0283575 & -0.166179 & -0.328359 & -0.92903 \\
0.0283575 & 0 & -0.00117062 & -0.00450339 & -0.013399 \\
0.166179 & 0.00117062 & 0 & -0.00669876 & -0.0200615 \\
0.328359 & 0.00450339 & 0.00669876 & 0 & -0.00388111 \\
0.92903 & 0.013399 & 0.0200615 & 0.00388111 & 0
\end{pmatrix}
$$
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implies
\[ \tilde{z}_0 = \tilde{z}_1 + \tilde{z}_2 \]

where
\[ \tilde{z}_1 = \sigma_2 e_2 \wedge e_3 = (-0.0283592, -0.166177, -0.328363, -0.929028, -0.00177318, \\
- 0.00460241, -0.0133529, -0.00643763, -0.0201559, -0.00383742) \]

and
\[ \tilde{z}_2 = \sigma_1 e_4 \wedge e_5 = (1.86224 \cdot 10^{-6}, -2.04133 \cdot 10^{-6}, 4.24203 \cdot 10^{-6}, -1.19104 \cdot 10^{-6}, \\
- 0.0000669825, 0.0000990208, -0.0000436849) \]

Hence, the closest decomposable vector to \( \tilde{z}_0 \) is \( \tilde{z}_1 \), which can be re-written by division by the first coordinate as:
\[ v = (1, 5.85971, 11.5787, 32.7594, 0.0625258, \\
0.16229, 0.470849, 0.227004, 0.710735, 0.135315) \]

This corresponds to the 2 × 5 matrix \( \hat{H} \)
\[ \hat{H} = \begin{pmatrix} 1 & 0 & -0.0625258 & -0.16229 & -0.470849 \\ 0 & 1 & 5.85971 & 11.5787 & 32.7594 \end{pmatrix} \]

The approximate matrix \( \hat{H} \) implies the perturbed polynomial
\[ \hat{a}(s) = \det(\hat{H} \cdot M(s)) = -9.83676 - 28.2452s - 22.4508s^2 + \\
+ 13.8753s^3 + 35.4504s^4 + 24.9495s^5 + 7.99053s^6 + s^7 \]

whose roots are
\[ (s_1, s_2, s_3, s_4, s_5, s_6, s_7) = (-2.27804 - 0.576901i, -2.27804 + 0.576901i, -1.34073 - \\
- 0.809347i, -1.34073 + 0.809347i, -0.903325, -0.82816 - \\
- 0.343749i, -0.82816 + 0.343749i) \]

Hence, \( \hat{a}(s) \) is stable. Furthermore,
\[ P = \begin{pmatrix} 0 & 0 & 0 & 1 & 4 & 6 & 4 & 1 \\ 0 & 0 & 1 & 4 & 6 & 4 & 1 & 0 \\ -2 & -7 & -8 & -2 & 2 & 1 & 0 & 0 \\ 1 & 4 & 6 & 4 & 1 & 0 & 0 & 0 \\ 0 & 0 & -2 & -1 & 1 & 0 & -1 & 0 \\ 4 & -2 & -2 & 1 & -2 & 0 & 0 & 0 \\ -2 & 0 & 1 & -1 & 0 & 0 & 0 & 0 \\ -2 & 1 & 0 & -4 & 1 & 0 & 0 & 0 \\ 1 & 0 & -1 & 1 & 0 & 0 & 0 & 0 \\ 2 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix} \]
and $\sigma_P = 14.0414$. The stability radius for $a(s) = (s + 1.7)(s + 1.6)(s + 1.5)(s + 1.4)(s + 1.3)(s + 1.2)(s + 1.1)$ from (8.24) is $r_\Delta = 7.3246$. Therefore,

$$\|\hat{z} - \hat{\hat{z}}\| = 0.000673828 < 0.522663 = \frac{r_\alpha}{\sigma_P}$$

Hence the approximate polynomial $\hat{a}(s)$ is stable, which verifies Theorem 8.3.6.

### 8.5 A Zero Assignment by “Squaring Down” Application

The problem of zero assignment by “squaring down” has been presented in the second chapter as a special case of the Determinantal Assignment Problem (DAP). In this section we present an example to show how the above approximate DAP analysis may be implemented to the zero assignment by “squaring down” problem.

**Example 8.5.1.** Let

$$N(s) = \begin{bmatrix} s - 1 & 0 & 0 & -1 & -2 \\ 0 & s - 2 & 0 & 0 & -1 \\ 0 & 0 & s - 3 & 0 & -1 \end{bmatrix}$$

We will find a matrix $K \in \mathbb{R}^{2 \times 3}$ such that, $\det(K \cdot N(s)) = a(s) = s^3 + 6s^2 + 11s + 6$ where the zeros of $a(s)$ are -1, -2, -3. Moreover,

$$a(s) = s^3 + 6s^2 + 11s + 6 = [1, s, s^2, s^3] \begin{bmatrix} 6 \\ 11 \\ 6 \\ 1 \end{bmatrix} \equiv c_3(s) \cdot \alpha$$

For the calculation of the Plücker matrix $P$ we have that

$$C_3(N(s)) = [-6 + 11s - 6s^2 + s^3, 0, 2 - 3s + s^2, 0, -3 + 4s - s^2, 0, 6 - 5s + s^2, 12 - 10s + 2s^2, 2 - s, s - 3] =$$

$$= [1, s, s^2, s^3] \begin{bmatrix} -6 & 0 & 2 & 0 & -3 & 0 & 6 & 12 & 2 & -3 \\ 11 & 0 & -3 & 0 & 4 & 0 & -5 & -10 & -1 & 1 \\ -6 & 0 & 1 & 0 & -1 & 0 & 1 & 2 & 0 & 0 \\ 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}$$

Hence

$$P = \begin{bmatrix} -6 & 0 & 2 & 0 & -3 & 0 & 6 & 12 & 2 & -3 \\ 11 & 0 & -3 & 0 & 4 & 0 & -5 & -10 & -1 & 1 \\ -6 & 0 & 1 & 0 & -1 & 0 & 1 & 2 & 0 & 0 \\ 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}$$
Then, the linear system \( Pz = \alpha \) has the solution \( z(x) = (1, x_2, x_3, x_4, x_5, x_6, 12 + x_5 - x_3 - 2x_8, x_8, -120 + 2x_3, -60 + x_5) \). The QPRs for \( G_3(\mathbb{R}^5) \) are given by the set

\[
\begin{align*}
x_4x_8 - x_5x_7 + x_1x_{10} &= 0 \\
x_4x_9 - x_6x_7 + x_2x_{10} &= 0 \\
x_5x_9 - x_6x_8 + x_3x_{10} &= 0
\end{align*}
\]

The substitution of these equations to the minimization of \( \sum \text{QPR}^2/\|z\|^2 \) s.t. \( \|x\| = 1 \) implies the zero solution, i.e., \( z \) is decomposable. Hence, if \( \tilde{z} = C_3(H) \) for \( H \in \mathbb{R}^{5 \times 3} \), then as proved in [Gia. 1]

\[
H = \begin{bmatrix}
x_1 & 0 & 0 \\
0 & x_1 & 0 \\
0 & 0 & x_1 \\
x_7 & -x_4 & x_2 \\
x_8 & -x_5 & x_3
\end{bmatrix}
\]

and the requested matrix \( K \) is given by the last \( k (= 2) \) lines of \( H \), i.e.,

\[
K = \begin{bmatrix}
x_7 & -x_4 & x_2 \\
x_8 & -x_5 & x_3
\end{bmatrix}
\]

The substitution of \( z(x) \) to the QPRs implies \( x_2 = (30x_4 + x_6)/20 \), \( x_3 = 30 \), \( x_5 = 20 \) and \( x_8 = 0 \). Hence,

\[
K = \begin{bmatrix}
2 & -x_4 & (30x_4 + x_6)/20 \\
0 & -20 & 30
\end{bmatrix}, \; x_4, x_6 \in \mathbb{R}
\]

### 8.6 Conclusions

In this chapter, we have seen how the approximate determinantal assignment problem may be solved as a distance problem between the Grassmann variety and a linear variety defined by the properties of a desirable polynomial. The study of the problem was split to three basic problems: (i) The distance problem of a point of the projective space from the Grassmann variety; (ii) The extension of the above to the case where we have the distance of a linear variety from the Grassmann variety; (iii) The characterization of acceptability of the optimal distance solutions as far as the nature of the resulting assigned polynomial. The key minimization problem implied by the second problem (formulation of the (8.2) type), was addressed and a closed form solution was derived, which is similar in nature to the first optimization problem for a constant point in \( \wedge^2(\mathbb{R}^n) \). The results of this approach have been demonstrated via a new approximate DAP algorithm, since the existing methodologies such as Newton’s method on the
Grassmann manifold provide results for special cases of DAP. The results were specialized to different types of frequency assignment, such as the state feedback and the design of an asymptotic observer. Furthermore, the polynomials corresponding to the approximate solutions are at some distance from the nominal polynomial and for solutions to be acceptable we need the resulting polynomials to be stable. We have used the stability radius results [Hin. & Pri. 2] to derive a condition that can be used to check stability without root calculations.

The above results are based on the prime decomposition (5.26) of 2-vectors which has implied significant simplifications, such as the formulation of DAP into a 4th order polynomial minimization problem, constrained to the unit sphere for the $G_2(\mathbb{R}^5)$ case. This approach, which is usually met in tensor decomposition problems, [Yok. 1] or expansions of the standard matrix SVD, [Dela., etc. 1] has not been used before for general frequency assignment problems and it may be implemented as a new pole placement method, that uses no generic or exact solvability conditions.

The results obtained in this chapter, along with the degenerate cases studied in the previous chapter, now clearly provide the complete solution of the Approximate DAP in the 2-dimensional case and constitute the core of the thesis. In the next chapter, we examine the generalization into $G_3(\mathbb{R}^n)$. The difficulty in $m$-decompositions, $m \geq 3$, lies in the fact that the matrices which in our case provide the representation of the points of the projective space, become $m$-tensors, thus the approximate DAP should be naturally studied via tensor decomposition algorithms.
Chapter 9

Decomposable Approximations via 3-Tensor Decompositions

9.1 Introduction

As we have already seen, the difficulty in solving the approximate DAP is the solution of problem (8.2). For the $G_2(\mathbb{R}^n)$ case, the problem has been thoroughly examined in the previous chapters. In this chapter we will refer to the $G_3(\mathbb{R}^n)$ case, that may be solved numerically by the so called Higher-Order Singular Value Decompositions. These methods aim to the approximation a 3-tensor $A \in \mathbb{R}^{n \times m \times k}$ by a second tensor $B$ of equal dimensions but of lower rank, i.e.,

$$\min_B \|A - B\|$$  \hspace{1cm} (9.1)

In our case, $A \equiv T_z$, i.e., $A$ is a skew-symmetric tensor and $B$ a skew-symmetric tensor of lower rank.

Problem (9.1) has a similar nature as the approximation problem we examined in the previous chapters; if a tensor can not be written as a tensor product of the form $A = a_1 \otimes \cdots \otimes a_n$, then try to decompose $A$ as a sum $A = \sum_{i=1}^{r} A_i$ where $A_i$ are rank one tensors for the least possible $r$, which is referred to as the rank of the tensor. The most well-known non-algorithmic result is Segre’s Theorem, who showed that a general $2 \times 2 \times 2$ tensor has a unique decomposition as a sum of 2 decomposable tensors/multivectors. Segre’s theorem as well as expansions to other cases, e.g., $3 \times 2 \times 2$ are examined in [Land. 1]. All other results concern the study of the problem via numerical techniques, where it was shown [Kol. 1], [Kol. 2] that low-rank approximation for tensors via Higher-Order SVD methods do not guarantee an optimal approximation but at least one low-rank approximate solution (or one approximate decomposable 3-tensor in our case). The same result stands for the case examined in [Zha. & Gil. 1], where the decomposition satisfied some special orthogonal properties. The core of the problem is traced to
the non-uniqueness of the rank of a tensor; while the rank of an ordinary matrix is unique, the rank of a tensor may vary. Hence, the application of higher-order tensor decompositions to the approximate DAP may not imply the optimal best decomposable approximation, as in the 2-dimensional case, but at least one best approximation.

Higher Order Tensor decompositions originated with Hitchcock in 1927, [Hit. 1] and the work of Cattell in [Cat. 1]. These concepts started receiving more attention during the 1960s with the work of Tucker in [Tuc. 1] and Carroll and Chang [Car. & Cha. 1]. The latter two, derived one of the most popular numerical tensor decompositions, the so called CANDECOMP (canonical decomposition) until Harshman [Hars. 1] in the 1970s came up with an upgraded version called the CANDECOMP/PARAFAC decomposition (parallel factors), which has given better approximate results.

In this chapter we present for the first time a symbolic tensor decomposition based on the CANDECOMP/PARAFAC decomposition, where the entries of the initial tensor which is to be approximated depend on some free parameters, for the \( \Lambda^3(\mathbb{R}^6) \) case. This is essential for the approximate DAP, since the linear sub-problem yields a number of free parameters \( x_1, x_2, \ldots \) as we have seen in the previous chapter, whereas the higher-order SVD algorithms are designed for numerical data, rather than symbolic.

This chapter is organized as follows: In Section 9.3 we introduce some basic definitions and results with regards to tensors when these are considered as multi-dimensional arrays, and not as multi-vectors as we saw in Chapter 3. This numerical analysis aspect of tensors is critical for the understanding of the approximate DAP in higher dimensions, as well as its solution.

In Section 9.4 we introduce the notions of symmetry and skew-symmetry for tensors as the natural generalizations of symmetric and skew-symmetric matrices. Furthermore, we present a new algorithm for the construction of a 3-rd order skew-symmetric tensor, since in the respective literature, one may find algorithms only for the symmetric case. Furthermore, in 9.5 we explain the matricization techniques and procedures of a tensor. Since we aim to approximate a tensor by another one of lower rank, we must follow a similar method as we did with matrices. We present the main ways which are mostly used to “transform” a tensor into a matrix.

In Section 9.6 we introduce the different ways that two tensors may be multiplied; in 9.6.1 we explain the \( p \)-mode product which is based on the idea of multiplying a tensor by a matrix (or a vector) (in mode \( p \)) and in 9.6.2 we define the Kronecker, Khatri-Rao, and Hadamard products for the matrices obtained
by the matricization of a tensor. Moreover, in 9.7, we study the notions of the rank and rank-1 of a tensor and the problem of its uniqueness (contrary to the case of matrices, the rank of a tensor is not uniquely defined) and we explain the various ways several researchers have managed to calculate the rank of a tensor - for special dimensions.

In Section 9.8, we discuss the CANDECOMP/PARAFAC (CP) decomposition of a tensor, the most common approximation technique for tensor problems. We also briefly refer to the second most useful method, the so-called Tucker decomposition and a few others, which may be considered as variations of these two. Specifically, in 9.8.1 we elaborate on the mathematical framework of the CP decomposition and in 9.8.2 we present the algorithm. Finally, in Section 9.9 we present the main result of this chapter and one of the most significant results of this thesis; we built a new algorithm, based on the CP decomposition, for a symbolic tensor for DAP applications. Our algorithm works theoretically for any number of parameters in the entries of the tensor. We present an example with one free parameter \( x \) to test the results.

9.2 Tensor Basics

**Definition 9.2.1.** [Gal. 1] A tensor product of \( k \geq 2 \) vector spaces \( V_1, V_2, \ldots, V_k \) is a vector space \( T \), together with a \( k \)-linear map \( \varphi : V^k \to T \), such that, for every vector space \( W \) and for every \( k \)-linear map \( f : V^k \to W \) there is a unique linear map \( f \otimes : T \to W \) with \( f(\bar{x}_1, \bar{x}_2, \ldots, \bar{x}_k) = f(\varphi(\bar{x}_1, \bar{x}_2, \ldots, \bar{x}_k)) \) (9.2)

**Proposition 9.2.1.** [Gal. 1] Any two tensor products \((T_1, \varphi_1), (T_2, \varphi_2)\) are isomorphic, i.e., there is an isomorphism \( h : T_1 \to T_2 \) such that

\[
\varphi_2 = h \circ \varphi_1
\]

(9.3)

Since tensor products are unique up to isomorphism, we can obtain a construction that produces one. If we denote \( \varphi(\bar{x}_1, \bar{x}_2, \ldots, \bar{x}_k) \) as \( \bar{x}_1 \otimes \bar{x}_2 \otimes \cdots \otimes \bar{x}_k \) then we can construct the tensor product \((V_1 \otimes V_2 \otimes \cdots \otimes V_k, \varphi) \equiv V^\otimes \) which is generated by \( \bar{x}_1 \otimes \bar{x}_2 \otimes \cdots \otimes \bar{x}_k \). Furthermore, for every multilinear map \( f : V^k \to W \), the unique linear map \( f^\otimes : V^\otimes \to W \) is defined by

\[
f^\otimes(\bar{x}_1 \otimes \bar{x}_2 \otimes \cdots \otimes \bar{x}_k) = f(\bar{x}_1, \bar{x}_2, \ldots, \bar{x}_k)
\]

(9.4)

This construction does not only provide the derivation of a tensor product, but produces a tensor product with the universal mapping property with respect to multilinear maps, i.e.,

\[
\text{Hom}(V^\otimes, W) \cong \text{Hom}(V_1, \ldots, V_k; W)
\]

(9.5)
In other words, we constructed the new vector space \( V^\otimes k \) such that the multi-linear map \( f : V^k \to W \) is turned into a linear map \( f^\otimes : V^\otimes k \to W \), which is equivalent to \( f \) in the strong sense of isomorphism.

However, the vectors \( x_1 \otimes x_2 \otimes \cdots \otimes x_k \) that generate \( V^\otimes k \) are not selected to be linearly independent. Thus, we need a basis for \( V^\otimes k \). Next example, demonstrates this important procedure as well as the notation which will be used for tensors in the rest of the thesis.

**Example 9.2.1.** Let three vector spaces with \( \dim X_1 = n_1 \), \( \dim X_2 = n_2 \), \( \dim X_3 = n_3 \) and

\[
\vec{x}_1 = (x_{1,1}^1, \ldots, x_{1,n_1}^1) \in X_1, \quad \vec{x}_2 = (x_{2,1}^1, \ldots, x_{2,n_2}^1) \in X_2, \quad \vec{x}_3 = (x_{3,1}^1, \ldots, x_{3,n_3}^1) \in X_3
\]

If \( \{e_{1,i_1}^1\}, \{e_{2,i_2}^2\}, \{e_{3,i_3}^3\} \) are their respective bases with \( 1 \leq i_1 \leq n_1 \), \( 1 \leq i_2 \leq n_2 \), \( 1 \leq i_3 \leq n_3 \), then

\[
\vec{x}_1 = (e_{1,1}^1, \ldots, e_{1,n_1}^1) \begin{pmatrix} x_{1,1}^1 \\ \vdots \\ x_{1,n_1}^1 \end{pmatrix}, \quad \vec{x}_2 = (e_{2,1}^2, \ldots, e_{2,n_2}^2) \begin{pmatrix} x_{2,1}^1 \\ \vdots \\ x_{2,n_2}^1 \end{pmatrix}, \quad \vec{x}_3 = (e_{3,1}^3, \ldots, e_{3,n_3}^3) \begin{pmatrix} x_{3,1}^1 \\ \vdots \\ x_{3,n_3}^1 \end{pmatrix}
\]

Then it is obvious that

\[
\{e_{1,i_1}^1 \otimes e_{2,i_2}^2 \otimes e_{3,i_3}^3\}
\]

for \( 1 \leq i \leq n_1 \), \( 1 \leq j \leq n_2 \), \( 1 \leq p \leq n_3 \) is a basis of \( X^\otimes 3 \) and any vector in \( X^\otimes 3 \) is written as

\[
T = \sum_{1 \leq i_1 \leq n_1, 1 \leq i_2 \leq n_2, 1 \leq i_3 \leq n_3} x_{1,i_1}^i x_{2,i_2}^j x_{3,i_3}^k e_{1,i_1}^1 \otimes e_{2,i_2}^2 \otimes e_{3,i_3}^3 \equiv t^{ijk} e_{1,i_1}^1 \otimes e_{2,i_2}^2 \otimes e_{3,i_3}^3 \quad (9.6)
\]

where \( t^{ijk} \equiv x_{1,i_1}^i x_{2,i_2}^j x_{3,i_3}^k \) and the summation symbol \( \sum \) along with its ranges can be assumed by the superindices and subindices with the same letter and their positions (Einstein’s summation convention).

It is evident now, that \( T \) in (9.6) is a tensor and in this example specifically, a 3rd order tensor.

For the generalization in random-order tensors, one more notice has to be taken with respect to dual basis and the indices in (9.6); in many cases, tensors are easier to compute with respect to their dual basis. Therefore, the upper indices, called contravariant coordinates (where their main property is that under a change of basis, the components of the vectors \( \vec{x}_i, i = 1, 2, 3 \), transform with the inverse of the respective transformation matrix) and the lower indices, called covariant coordinates (similarly, components transform via the same matrix),
should somehow indicate whether a basis is dual or not. Hence, if we had the
tensor product $X_1 \otimes X_2^* \otimes X_3$ in the previous example, where $X_2^*$ is the dual of $X_2$, then we have to express this duality by writing

$$T = x_1^{i_1} x_2^{* i_2} x_3^{k i_3} \otimes e_2^{i_2} \otimes e_3^{k i_3} \equiv t_{i_1}^{i_2} t_{i_2}^{k i_3} \otimes e_2^{i_2} \otimes e_3^{k i_3} (9.7)$$

where $(o)$ denotes the dual position from the contravariant and the covariant perspective, respectively.

**Proposition 9.2.2.** [Tol. & Cast. 1] Given $k \geq 2$ vector spaces $V_1, \ldots, V_k$ with $\dim V_i = n_i$, $i = 1, \ldots, k$ and $\{e_i^j\}_{i \in F_j}$, $F_j = \{1, 2, \ldots, j\}$ there respective bases for $1 \leq j \leq k$, then the family of vectors

$$\{e_{i_1, i_1} \otimes e_{i_2, i_2} \otimes \cdots \otimes e_{i_k, i_k}\}_{(i_1, \ldots, i_k) \in F_1 \times F_2 \times \cdots \times F_k} (9.8)$$

is a basis of the tensor product $V^\otimes k$. Thus, every tensor $T \in V^\otimes k$ is written as

$$T = t_{i_1}^{i_2} \cdots t_{i_k}^{i_k} e_{i_1, i_1} \otimes e_{i_2, i_2} \otimes \cdots \otimes e_{i_k, i_k} (9.9)$$

Moreover, if some linear spaces are given with respect to their dual basis instead of the fundamental initial bases then

$$T = t_{i_1}^{i_2} \cdots t_{i_k}^{i_k} e_{i_1, i_1} \otimes e_{i_2, i_2} \otimes \cdots \otimes e_{i_k, i_k} (9.10)$$

Elements of the form (9.9) or (9.10), are called (homogeneous) tensors. If a tensor is written as $x_1 \otimes x_2 \otimes \cdots \otimes x_k$ then it is called indecomposable and the tensors that are not indecomposable are called compound tensors. If it is easy to distinguish the respective basis and the dual-position, we can omit the numbers $1, 2, \ldots, k$ from the lower indices and the symbol $(o)$ and we can gather the contravariant coordinates in the first $r$ arguments and the covariant coordinates in the last $s$ arguments. Then we have

$$T = a_{i_1}^{i_2} \cdots i_k e_{i_1} \otimes \cdots \otimes e_{i_r} \otimes e_{* j_1} \otimes \cdots \otimes e_{* j_s} (9.11)$$

In this case, tensors are considered as the multidimensional arrays of the coefficients

$$\left(a_{i_1}^{i_2} \cdots i_k \right) (9.12)$$

The following definitions will help us obtain the respective vector space, i.e., algebra of homogeneous tensors, which will be very helpful for the next section when we will define a special group of tensors, the skew-symmetric tensors.

**Definition 9.2.2.** [Gal. 1] Let

$$V_m^\otimes := \underbrace{V \otimes \cdots \otimes V}_{m \text{ times}} (9.13)$$
The vector space
\[ T(\mathcal{V}) := \bigoplus_{m \geq 0} \mathcal{V}_m^\otimes, \quad \mathcal{V}_0^\otimes \equiv \mathcal{F}, \quad \mathcal{V}_1^\otimes \equiv \mathcal{V} \]  
(9.14)

is a tensor algebra.

The tensor space \( T_{r,s}(\mathcal{V}) \) is called a tensor product of type \((r, s)\) if
\[ T_{r,s}(\mathcal{V}) = \mathcal{V}_r^\otimes \otimes (\mathcal{V}^*)_s^\otimes \]  
(9.15)

Tensors in \( T_{r,s}(\mathcal{V}) \) are usually called homogeneous of degree \((r, s)\) and it is easily proved that
\[ T^\bullet(\mathcal{V}) := \bigoplus_{r,s \geq 0} T_{r,s}^\otimes \]  
(9.16)

is also a tensor algebra. It is also shown, [Gal. 1], that all tensors in \( T_{r,s}(\mathcal{V}) \) may take the form (9.11) or very similar ones. Thus, the study of tensors in most cases reduces to the study of homogeneous tensors. All tensors in this thesis will be considered homogeneous, unless stated otherwise.

### 9.3 Preliminary Framework

As we saw in the previous section, a tensor may be considered as the multidimensional array or the multidimensional matrix representation of a multivector, as in Figure 9.1, which is usually referred to as an \( n \)-way or an \( n \)-order tensor and it is an element of the tensor product of \( n \) vector spaces, each of which has its own coordinate system. In this chapter, the \( i \)-th entry of a vector \( \mathbf{z} \) will be denoted by \( z_i \), the \( ij \) entry of a matrix \( A \) by denoted by \( a_{ij} \), and the \( ijk \) element of a third-order tensor \( \mathbf{X} \) will be denoted by \( x_{ijk} \). Indices typically range from 1 to their respective final capital index, e.g., \( i = 1, 2, \ldots, i_F \), where \( i_F \) denotes the final index. The \( i \)-th element in a sequence is denoted by a superscript in parentheses, e.g., \( A^{(i)} \) denotes the \( i \)-th matrix in a sequence.
Subarrays, [Kol. & Bad. 3], are formed when a subset of the indices is fixed, i.e., the $j$-th column of a matrix $A$ is denoted by $a_{j}$ and the $i$-th row of a matrix $A$ is denoted by $a_{i}$.

Fibers, [Kol. & Bad. 3], are the higher order analogue of matrix rows and columns. A fiber is defined by fixing every index but one. A matrix column is a mode-1 fiber and a matrix row is a mode-2 fiber. Third-order tensors have column, row, and tube fibers which we denote by $x_{jk}$, $x_{i:k}$, $x_{ij:}$, respectively, as in Figure 9.3. Note that when extracted from the tensor, fibers are always assumed to be oriented as column vectors.

Slices, [Kol. & Bad. 3], are two-dimensional sections of a tensor, defined by fixing
all but two indices. The figure above shows the horizontal, lateral, and frontal slides of a third-order tensor $X$, denoted by $X_{i::}$, $X_{j::}$, $X_{k::}$, respectively. Alternatively, the $k$-th frontal slice of a third-order tensor may be denoted as $X_k$.

The inner product of two same-sized tensors $A, B \in \mathbb{R}^{i_1 \times i_2 \times \cdots \times i_n}$, is the sum of the products of their entries, i.e.,

$$< A, B > = \sum_{i_1=1}^{i_1} \sum_{i_2=1}^{i_2} \cdots \sum_{i_n=1}^{i_n} a_{i_1 i_2 \cdots i_n} b_{i_1 i_2 \cdots i_n}$$  \hspace{1cm} (9.17)

and the norm of a tensor $A \in \mathbb{R}^{i_1 \times i_2 \times \cdots \times i_n}$ is the square root of the sum of the squares of all its components, i.e.,

$$\|A\| = \left( \sum_{i_1=1}^{i_1} \sum_{i_2=1}^{i_2} \cdots \sum_{i_n=1}^{i_n} a_{i_1 i_2 \cdots i_n}^2 \right)^{1/2}$$  \hspace{1cm} (9.18)

It readily follows that $< A, A > = \|A\|^2$.

### 9.4 Symmetry of Tensors

In order to talk about symmetry and tensors, we must assume that every mode is of the same size, i.e., $A \in \mathbb{R}^{i_F \times i_F \times \cdots \times i_F}$.

**Definition 9.4.1.** [Kol. & Bad. 3]

i) A tensor is called cubical if every mode has the same size.

ii) A cubical tensor is called symmetric (or supersymmetric) if its elements remain constant under any permutation of the indices, i.e.,

$$x_{ijk\cdots} = x_{ikj\cdots} = x_{jik\cdots} = x_{kij\cdots} = \cdots, \forall i, j, k = 1, \ldots, i_F.$$  \hspace{1cm} (9.19)

iii) A cubical tensor is called skew-symmetric (or antisymmetric) if it alternates sign when any two indices are interchanged, i.e.,

$$x_{ijk\cdots} = -x_{ikj\cdots} = -x_{jik\cdots} = -x_{kij\cdots} = \cdots, \forall i, j, k = 1, \ldots, i_F.$$  \hspace{1cm} (9.20)

Furthermore, tensors can be *partially symmetric*, [Kol. & Bad. 3] in two or more modes as well. For example, a three-way tensor $A \in \mathbb{R}^{i_F \times i_F \times \kappa_F}$ is symmetric in modes one and two if all its frontal slices are symmetric, i.e.,

$$X_k = X_k^t, \forall k = 1, \ldots, \kappa_F$$  \hspace{1cm} (9.21)

On the other hand, if a skew-symmetric tensor changes sign under *any* pair of its indices then the tensor is called *totally skew-symmetric*. 
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Remark 9.4.1. Immediately from Chapter 3, one may imply that a completely skew-symmetric contravariant tensor is actually a $k$-vector (multivector), whereas a completely skew-symmetric covariant tensor is a $k$-form.

In the respective literature, one may find many examples and algorithms on how to construct symmetric tensors, e.g., [Dela., etc. 1], [Kol. & Bad. 3], [Sav. & Li.1]. Since, there is no specific algorithm for the construction of a skew-symmetric tensor, which is necessary for our problem, we present for the first time a Matlab algorithm for the 3-tensor case that yields the 3-rd order skew-symmetric tensor $T_z \in G_3(\mathbb{R}^6)$ as in Figure 9.4.
A 3-Skew-Symmetric Tensor Matlab Algorithm

- \text{axis([-1, 1.1, -1, 1.1, -1, 1.1]);}
- Define custom matrix: \text{A=zeros(n,n,n);}
- Set: \text{q = [1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20];}
- \text{iq = 1;}
- for \text{i = 1 : n}
  - for \text{j = 1 : i - 1}
    - for \text{k = 1 : j - 1}
      - \text{x = input([Give element ( num2str(i) , num2str(j) , num2str(k) ): ]);}
      - \text{x = q(iq);}
      - \text{iq = iq + 1;}
      - \text{a(i, j, k) = x;}
      - \text{a(i, k, j) = -x;}
      - \text{a(j, i, k) = -x;}
      - \text{a(k, j, i) = -x;}
      - \text{a(j, k, i) = +x;}
      - \text{a(k, i, j) = +x;}
    - end
  - end
- end

\text{hold on; for i = 1 : n}
- for \text{j = 1 : n}
  - for \text{k = 1 : n}
    - \text{pr = num2str(a(i, j, k));}
    - if \text{j < i, k < j}
      - \text{color = black;}
      - \text{text((i-1)/(n-1), (j-1)/(n-1), (k-1)/(n-1), ... pr, Color, color, FontWeight, bold, FontSize, 9);}
    - else
      - \text{color = red;}
      - \text{text((i-1)/(n-1), (j-1)/(n-1), (k-1)/(n-1), ... pr, Color, color, FontSize, 8);}
    - end
  - end
- end
- \text{Draw planes:}
  - \text{tfill = [(i-1)/(n-1), 0, 0; (i-1)/(n-1), 1, 0; (i-1)/(n-1), 1, 1; (i-1)/(n-1), 0, 1];}
  - \text{fill3(tfill(:,1), tfill(:,2), tfill(:,3), blue, FaceAlpha, .2, EdgeColor, none);}
- end

\text{hold off}
Figure 9.4: A 6 × 6 × 6 Skew-Symmetric Tensor

9.5 Matricization Techniques of a Tensor

The process of reordering the elements of an n-way array into a matrix is known as matricization (or unfolding or flattening) of the n-tensor. For example a 3 × 6 × 8 tensor can be rearranged as a 18 × 8 or as a 6 × 24 matrix, and so on. This n-mode unfolding may be achieved in different ways, e.g., [Dela., etc. 1], [Kol. & Bad. 3]. Here we follow the methodology proposed in [Kol. & Bad. 3], where the mode- n matricization of a tensor $A \in \mathbb{R}^{i_1 \times i_2 \times \cdots \times i_n}$ is denoted by $A_{(n)}$ and arranges the mode-n fibers to be the columns of the resulting matrix. Strictly speaking, the authors mapped the $(i_1, i_2, ..., i_n)$ element of the tensor to
the matrix element \((i_n, j)\) where
\[
j = 1 + \sum_{m=1}^{n} \left[ (i_m - 1) \prod_{\ell=1}^{m-1} I_\ell \right]
\]

(9.22)

**Example 9.5.1.** Let
\[
A_1 = \begin{bmatrix}
    a & d & g & j \\
    b & e & h & k \\
    c & f & i & l
\end{bmatrix}, \quad A_2 = \begin{bmatrix}
    m & p & s & v \\
    n & q & t & w \\
    o & r & u & x
\end{bmatrix}
\]

be the frontal slices of a \(3 \times 4 \times 2\) tensor \(A\). Then, the three matricizations are
\[
A_{(1)} = \begin{bmatrix}
    a & d & g & j & m & p & s & v \\
    b & e & h & k & n & q & t & w \\
    c & f & i & l & o & r & u & x
\end{bmatrix},
\]
\[
A_{(2)} = \begin{bmatrix}
    a & b & c & d & e & f & g & h & i & j & k & l \\
    m & n & o & p & q & r & s & t & u & v & w & x
\end{bmatrix},
\]
\[
A_{(3)} = [A_1^t | A_2^t]
\]

**Remark 9.5.1.** Note that it is possible not only to “matricize” a tensor, but to “vectorize” it also. For the previous example, that vector would be:
\[
\text{vec}(A) = (a, b, ..., w, x)^t
\]

(9.23)

### 9.6 Tensor Multiplication

There is a number of different ways to calculate the product between to tensors. In this section we study the \(p\)-mode product, i.e., multiplying a tensor by a matrix (or a vector) in mode \(p\) and the matrix Kronecker, Khatri-Rao, and Hadamard products as these were adopted in [Kol. & Bad. 3]. A detailed treatment of tensor multiplication may be found in [Bad. & Kol. 1].

**9.6.1 The \(p\)-mode tensor product method**

The \(p\)-mode matrix product of a tensor \(A \in \mathbb{R}^{i_1 \times \cdots \times i_n}\) with a matrix \(B \in \mathbb{R}^{j \times i_p}\), \(p = 1, ..., n\) is the multiplication of each mode-\(p\) fiber by the matrix \(B\), i.e.,
\[
A \times_p B \in \mathbb{R}^{i_1 \times \cdots \times i_{p-1} \times j \times i_{p+1} \times \cdots \times i_n}
\]

(9.24)

or equivalently in element form
\[
A \times_p B = \sum_{i_p=1}^{i_p} a_{i_1i_2...i_n} b_{jip}
\]

(9.25)
For distinct modes in a series of multiplications, the order of the multiplication is irrelevant, i.e.,

$$A \times_p B \times_m C = A \times_m C \times_n B$$

and when the modes are the same, then

$$A \times_p B \times_n C = A \times_p (CB)$$

**Example 9.6.1.** Let

$$A_1 = \begin{bmatrix}
1 & 4 & 7 & 10 \\
2 & 5 & 8 & 11 \\
3 & 6 & 9 & 12
\end{bmatrix}, \quad A_2 = \begin{bmatrix}
13 & 16 & 19 & 22 \\
14 & 17 & 20 & 23 \\
15 & 18 & 21 & 24
\end{bmatrix}$$

be the frontal slices of a $3 \times 4 \times 2$ tensor $A$ and let

$$B = \begin{bmatrix}
1 & 3 & 5 \\
2 & 4 & 6
\end{bmatrix}$$

Then the $Y = A \times_1 B$ product is given by

$$Y_1 = \begin{bmatrix}
22 & 49 & 76 & 103 \\
28 & 64 & 100 & 136
\end{bmatrix}, \quad Y_2 = \begin{bmatrix}
130 & 157 & 184 & 211 \\
172 & 208 & 244 & 280
\end{bmatrix}.$$  

**Remark 9.6.1.** It is easy to see that this kind of multiplication, is similar to a change of basis in the case when a tensor defines a multilinear operator, as we have seen in Chapter 3.

Similarly, the $p$-mode vector product of a tensor $A \in \mathbb{R}^{i_1 \times \cdots \times i_n}$ with a vector $b \in \mathbb{R}^{r_p}$ rises as the idea to compute the inner product of each mode-$p$ fiber with the vector, i.e.,

$$A \times_p b = \sum_{i_p=1}^{i_n} a_{i_1 i_2 \cdots i_n} b_{i_p}$$

**Example 9.6.2.** If $A$ is given as in the previous example and $b = (1, 2, 3, 4)^t$ then

$$A \times_2 b = \begin{bmatrix}
70 & 190 \\
80 & 200 \\
90 & 210
\end{bmatrix}$$

When it comes to mode-$n$ vector multiplication, precedence matters because the order of the intermediate results change, i.e.,

$$A \times_p b \times_m c = (A \times_p b) \times_{m-1} c = (A \times_m c) \times_p b$$
9.6.2 The matrix Kronecker, Khatri-Rao, and Hadamard products

In this section we present the matrix-products we will use for the approximation of a symbolic skew-symmetric 3-tensor by another one of lower rank.

Definition 9.6.1. [Kol. & Bad. 3](The Kronecker product of matrices) Let \( A \in \mathbb{R}^{n \times m}, B \in \mathbb{R}^{k \times \ell} \). The Kronecker product denoted by \( A \otimes B \) is given by

\[
A \otimes B = \begin{bmatrix}
a_{11}B & a_{12}B & \cdots & a_{1m}B \\
a_{21}B & a_{22}B & \cdots & a_{2m}B \\
\vdots & \vdots & \ddots & \vdots \\
a_{n1}B & a_{n2}B & \cdots & a_{nm}B \\
\end{bmatrix} = [a_1 \otimes b_1, a_1 \otimes b_2, \ldots, a_m \otimes b_{\ell-1}, a_m \otimes b_{\ell}] \tag{9.30}
\]

where \( a_i \otimes b_j \) is the tensor product defined in Chapter 3.

The Hadamard product is the element-wise matrix product.

Definition 9.6.2. [Tol. & Cast. 1] (The Hadamard product of matrices) Let \( A, B \in \mathbb{R}^{n \times m} \). The Hadamard product denoted by \( A \ast B \) is given by

\[
A \ast B = \begin{bmatrix}
a_{11}b_{11} & a_{12}b_{12} & \cdots & a_{1m}b_{1m} \\
a_{21}b_{21} & a_{22}b_{22} & \cdots & a_{2m}b_{2m} \\
\vdots & \vdots & \ddots & \vdots \\
a_{n1}b_{n1} & a_{n2}b_{n2} & \cdots & a_{nm}b_{nm} \\
\end{bmatrix} \tag{9.31}
\]

The Khatri-Rao product is considered as the “matching column-wise” Kronecker product.

Definition 9.6.3. [Smil., etc. 1](The Khatri-Rao matrix product) Let \( A \in \mathbb{R}^{n \times k}, B \in \mathbb{R}^{m \times k} \). The Khatri-Rao matrix denoted by \( A \odot B \) is given by

\[
A \odot B = [a_1 \otimes b_1, a_1 \otimes b_2, \ldots, a_k \otimes b_k] \tag{9.32}
\]

Next theorem provides some useful properties of these matrices that we will use in our algorithm. \( A^\dagger \) denotes the pseudoinverse matrix (Moore-Penrose matrix) of \( A \).

Theorem 9.6.1. [Smil., etc. 1](Properties of the matrix products)

i) \( (A \otimes B)(C \otimes D) = AC \otimes BD \).

ii) \( (A \otimes B)^\dagger = A^\dagger \otimes B^\dagger \).

iii) \( A \odot B \odot C = (A \odot B) \odot C = A \odot (B \odot C) \).
\[ iv) (A \odot B)^t(A \odot B) = A^t A \ast B^t B. \]
\[ v) (A \odot B)^\dagger = ((A^t A) \ast (B^t B))^\dagger(A \odot B)^t \]

Some very interesting examples regarding these matrix products and their properties may be found in [Kol. 2].

9.7 Tensor Rank

The rank of a tensor may be defined as the generalization of the rank of a matrix, if the latter is viewed in the following way: since, the rank of any real matrix \( A \) is the minimum number of column vectors needed to span the range of the matrix, we may say that \( A \) has rank one if there exist vectors \( a, b \) such that

\[ A = a \times b^t \]  

(9.33)

Then, the rank of \( A \) is the length of the smallest decomposition of a matrix \( A \) into a sum of such rank-1 outer products:

\[ A = a_1 \times b^t_1 + \cdots + a_n \times b^t_n \]  

(9.34)

The definition of the rank of a tensor in the form (9.11) now readily follows.

**Definition 9.7.1.** A tensor \( A \) has rank one, if there exist vectors \( x_1, x_2, \ldots, x_n \) in a vector space \( V \) such that

\[ A = x_1 \otimes x_2 \otimes \cdots \otimes x_n \]  

(9.35)

Then the rank of \( A \) is defined to be the minimum number of rank one tensors with which \( A \) is expressed as a sum.

The above definition of tensor rank was first proposed by Hitchcock, [Hit. 1] in 1927, and Kruskal [Kru. 1] did so independently 50 years later. But even though the definition of tensor rank is an exact analogue to the definition of matrix rank, the properties of matrix and tensor ranks are quite different. One difference is that the rank of a real-valued tensor may actually be different over \( \mathbb{R} \) and \( \mathbb{C} \). In [Kru. 1], Kruskal gave an example to verify his allegement; if

\[ A_1 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, A_2 = \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix} \]  

(9.36)

are the frontal slices of a tensor \( A \), then \( A \) is written as a sum of the matrices:

\[ X = \begin{bmatrix} 1 & 0 & 1 \\ 0 & 1 & -1 \end{bmatrix}, Y = \begin{bmatrix} 1 & 0 & 1 \\ 0 & 1 & 1 \end{bmatrix}, Z = \begin{bmatrix} 1 & 1 & 0 \\ -1 & 1 & 1 \end{bmatrix} \]  

(9.37)
whereas over $\mathbb{C}$ these matrices are:

$$
X = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 1 \\ -i & i \end{bmatrix},
Y = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 1 \\ i & -i \end{bmatrix},
Z = \begin{bmatrix} 1 & 1 \\ i & -i \end{bmatrix}
$$

Another major difference between matrix and tensor rank is that (except in special cases such as the example above), there is no straightforward algorithm to determine the rank of a specific given tensor. In fact, in [Kru. 1] a specific example was cited of a particular $9 \times 9 \times 9$ tensor whose rank can not be computed, except its boundaries, that were calculated between 18 and 23. This has led to the definition of the maximum and typical rank of a tensor. The maximum rank is defined as the largest attainable rank, whereas the typical rank is any rank that occurs with probability greater than zero (i.e., on a set with positive Lebesgue measure). For the collection of $n \times m$ matrices, the maximum and typical ranks are identical and equal to $\min\{n, m\}$. For tensors, the two ranks may be different. Furthermore, over $\mathbb{R}$, there may be more than one typical ranks, whereas over $\mathbb{C}$, as shown in [Kol. & Bad. 3] there is always only one typical rank. In fact, Monte Carlo experiments (which randomly draw each entry of the tensor from a normal distribution with mean zero and standard deviation one) reveal that the set of $2 \times 2 \times 2$ tensors of rank two fills about 0.79 of the space while those of rank three fill 0.21. Rank-one tensors are possible but occur with zero probability.

For a general third-order tensor $A \in \mathbb{R}^{i_1 \times i_2 \times i_3}$, only the following weak upper bound on its maximum rank is known, [Kru. 1]

$$
\text{rank} A \leq \min\{t_1 t_2, t_2 t_3, t_3 t_1\}
$$

In [Kol. & Bad. 3] there may be found more results on maximum and typical ranks for tensors but only of specific sizes.

### 9.8 Tensor Algorithmic Decompositions

The difficulty in defining and therefore calculating the rank of a tensor in a specific framework has led to a number of different algorithms that decompose a random tensor into a sum of tensors of lower rank. In this section we will refer to the (numerical) CANDECOMP/PARAFAC (CP) decomposition that we will expand for symbolic calculations in the next section. Other tensor decompositions that may be found in the respective literature, is the Tucker decomposition, [Tuc. 1], a higher-order form of principal component analysis, which is the second most used method for tensor decompositions and it is based on the concept that any tensor $X \in \mathbb{R}^{i \times j \times k}$ may be written as

$$
X \approx G \times_1 A \times_2 B \times_3 C
$$
where \( A \in \mathbb{R}^{i \times p} \), \( B \in \mathbb{R}^{j \times q} \), \( C \in \mathbb{R}^{k \times r} \) and \( G \in \mathbb{R}^{p \times q \times r} \) is the so-called core tensor whose entries show the level of interaction between the different components. The algorithms created for the CP and the Tucker decompositions follow the same philosophy more or less. However, for the approximate DAP, the CP decomposition is more suitable since its formulation directly generalizes the prime decomposition, as we will see later in this chapter. Other variations of these two decompositions also met and used are the INDSCAL, PARAFAC2, CANDELCIC, DEDICOM, and PARATUCK2 decompositions. More details on them may be found in [Dela., etc. 1], [Kol. & Bad. 3] and the references therein.

9.8.1 The CANDECOMP/PARAFAC Decomposition

The CP decomposition factorizes a tensor into a sum of component rank-one tensors. For example, given a third-order tensor \( X \in \mathbb{R}^{i_1 \times i_2 \times i_3} \), we want to write \( A \) as

\[
X \approx \sum_{i=1}^{r} a_i \circ b_i \circ c_i
\] (9.41)

where \( r \in \mathbb{N} \) and \( a_i \in \mathbb{R}^{i_1} \), \( b_i \in \mathbb{R}^{i_2} \), \( c_i \in \mathbb{R}^{i_3} \) for \( i = 1, ..., r \), as illustrated in the diagram above. Now, if \( A = [a_1, a_2, ..., a_r] \) and likewise for \( B \) and \( C \), then (9.41) may be matricized as

\[
X^{(1)} \approx A(C \odot B)^t, \\
X^{(2)} \approx B(C \odot A)^t, \\
X^{(3)} \approx C(B \odot A)^t
\]

where \( \odot \) denotes the Khatri-Rao product we introduced earlier. Analogous equations can be written for the horizontal and lateral slices. In general, though, slice-wise expressions do not easily extend beyond three dimensions. Now, fol-
lowing [Kol. & Bad. 3] the CP model can be concisely expressed as

\[ X \approx ([A, B, C]) := \sum_{i=1}^{r} a_i \circ b_i \circ c_i \]  

(9.42)

It is often useful to assume that the columns of \( A, B \) and \( C \) are normalized to length one with the weights absorbed into a vector \( \lambda \in \mathbb{R}^r \) so that

\[ X \approx ([\lambda; A, B, C]) := \sum_{i=1}^{r} \lambda_i a_i \circ b_i \circ c_i \]  

(9.43)

**Remark 9.8.1.** The above analysis concerns the 3-tensor case, because we will deal with approximations over the Grassmann variety \( G_3(\mathbb{R}^6) \). The \( n \)-order tensor \( CP \) is respectively

\[ X \approx ([\lambda; A^{(1)}, A^{(2)}, ..., A^{(n)}]) := \sum_{i=1}^{r} \lambda_i a_i^{(1)} \circ a_i^{(s)} \circ \cdots \circ a_i^{(n)} \]  

(9.44)

### 9.8.2 The CANDECOMP/PARAFAC Algorithm

As mentioned previously, there is no finite algorithm for determining the rank of a tensor; consequently, the first issue that arises in computing a CP decomposition is how to choose the number of rank-one components. Most procedures fit multiple CP decompositions with different numbers of components until one is “good”. Ideally, if the data are noise-free and we have a procedure for calculating the CPD with a given number of components, then we can do that computation for \( r = 1, 2, 3, ... \) number of components and stop at the first value of \( r \) that gives a fit of 100\%. However, there are many problems with this procedure. In [Kol. & Bad. 3] there is an analytical discussion with respect to these obstacles. Nevertheless, there are two algorithms that seem to work quite well for the CP decomposition, the so-called “workhorse” algorithm for CPD and the alternating least squares (ALS) method proposed in the original papers by Carroll and Chang, [Car. & Cha. 1] and Harshman, [Hars. 1]. We will present the 3-rd order case only, which is needed for our problem, i.e., if \( X \in \mathbb{R}^{\iota_1 \times \iota_2 \times \iota_3} \) we will calculate a CP decomposition with \( r \) components that best approximates \( X \). In other words, we will solve the minimization problem

\[ \min_{\hat{X}} \| X - \hat{X} \|, \quad \hat{X} = ([\lambda; A, B, C]) := \sum_{i=1}^{r} \lambda_i a_i \circ b_i \circ c_i \]  

(9.45)

The ALS method fixes \( B \) and \( C \) to solve for \( A \), then fixes \( A \) and \( C \) to solve for \( B \), fixes \( A \) and \( B \) to solve for \( C \), and continues to repeat the entire procedure until some convergence criterion is satisfied. Having fixed all but one matrix, the
problem reduces to a linear least squares problem. If for example, \( B \) and \( C \) are fixed problem (9.45) is written as

\[
\min_{\hat{A}} \| X_1 - \hat{A}(C \odot B)^t \|_F, \quad \hat{A} = A \cdot \text{diag}(\Lambda) \tag{9.46}
\]

Hence, the optimal solution is given by

\[
\hat{A} = X_1 ((C \odot B)^t)^\dagger \tag{9.47}
\]

or equivalently, due to Theorem 9.6.1,

\[
\hat{A} = X_1 ((C \odot B)) (C^t C B^t B)^\dagger \tag{9.48}
\]

The advantage of (9.48) is that we need only to calculate the pseudoinverse of an \( r \times r \) matrix rather than a \( mk \times r \) matrix, as in (9.47). Finally, we normalize the columns of \( \hat{A} \) to get \( A \), i.e., \( \lambda_i = \| \hat{a}_i \|, \quad \hat{a}_i = \hat{a}_i / \lambda_i \), for \( i = 1, ..., r \). Thus we obtain the following function:

A CPD-ALS Algorithm

- Function CP-ALS(X, r);
- Give a positive integer \( n \).
- for \( i = 1, ..., n \) : \( A^{(i)} = O \); (initial values)
- end for
- for \( i = 1, ..., n \) set
  
  \[
  V := A^{(1)^t} A^{(1)} \cdots A^{(i-1)^t} A^{(i-1)} \cdots A^{(n-1)^t} A^{(n-1)}; \\
  A^{(i)} := X^{(i)} (A^{n} \odot A^{(i-1)} \odot A^{i+1} \odot \cdots \odot A^{(1)} ) V^t; \\
  \lambda_i := \| \hat{a}_i \|; \quad \text{(Normalize columns of} A^{(1)})
  \]
- end for
- repeat until maximum iterations exhausted.
- Print \( \lambda_i, A^{(i)}, i = 1, ..., n \).
- end function
Although the ALS method is simple to implement, it may take many iterations to converge and it is not guaranteed to converge to a global minimum nor even a stationary point of (9.45), (only to a solution where the objective function of (9.45) ceases to decrease). The final solution can be heavily dependent on the starting guess as well. Some techniques for improving the efficiency of ALS include line searches, [Raj. & Com. 1], where a line search is added after each major iteration in order to update all component matrices simultaneously based on the standard ALS search directions. A different improvement of the CP was presented in [Dela., etc. 1] based on simultaneous matrix diagonalization but only in the case where $A \in \mathbb{R}^{\iota_1 \times \iota_2 \times \iota_3}$ and $\text{rank}(A) \leq \max\{\iota_1, \iota_2, \iota_3\}$ for a 3-rd order and the respective restrictions for the $n$-tensor case. Nevertheless, the algorithm is considered the most reliable for higher-order approximations. Next we apply the above methodology for the Determinantal Assignment Problem, for the $G_3(\mathbb{R}^6)$ case.

9.9 Parametric Tensor Decompositions with Applications to DAP

As we have already seen, if the linear problem of DAP is solvable then one expects more than one solution, i.e., a solution depending on some free parameters. Let $\hat{z}$ be the parametric solution of the linear subproblem $\hat{z}^t P = \hat{a}^t$. We want to calculate the best decomposable approximation of $z \in \bigwedge^3(\mathbb{R}^r)$, i.e., find which $\hat{z}$ in the Grassmann variety $G_3(\mathbb{R}^6)$ attains the least distance from $z$. If $T_z$ is the corresponding 3rd order skew-symmetric tensor, then we may apply the previous low-rank approximation techniques and algorithms, where the entries of the tensor in our case depend on some parameters $x$ implied by the solution of the linear system $\hat{z}^t P = \hat{a}^t$. Then the approximate solution will also depend on $x$. In order to test whether our approximation is acceptable (decomposable) or not (since the parameterized approximation is very complicated and large-scaled, contrary to the non-parametric data case where it is easy to verify what kind of approximation the algorithm gave), we substitute the parameterized approximation to the QPR. If this set of equations is zero then our parameterized solution is acceptable. Otherwise, we look for those $x_1, x_2, ...$ that satisfy the QPR. Then our approximation is decomposable, even thought it may not be the best one, as analytically explained in [Kol. & Bad. 3].

In this section, we start by the construction of a new CPD-ALS Algorithm that works for the parametric case as well. First, we must calculate the Khatri-Rao product for symbolic mathematics.
A Matlab algorithm for the computation of the Symbolic Khatri-Rao Product

- function \( p = \text{khatrirao-sym(varargin)} \).
  
  \[
  \text{if nargin == 2 and iscell(varargin(1)) (input is a single cell array)}
  \]
  \[
  A = \text{varargin(1)};
  \]
  else
  \[
  A = (\text{varargin(1:end-1)});
  \]
  end

- \( \text{matorder} = \text{length}(A):-1:1; \)
  else
  \[
  \text{if nargin == 1 and iscell(varargin(1))}
  \]
  \[
  A = \text{varargin(1)}; \text{ (input is a single cell array)}
  \]
  else
  \[
  A = \text{varargin}; \text{ (input is a sequence of matrices)}
  \]
  end

- \( \text{matorder} = 1:\text{length}(A); \)
end.
- \( N = \text{size(A1,2)}; \)
- \( M = 1; \)
  
  \[
  \text{for } i = \text{matorder}
  \]
  \[
  \text{if ndims(A) } = 2
  \]
  \[
  \text{error(Each argument must be a matrix)};
  \]
end

\[
\text{if } (N = \text{size(A(i),2)})
\]
\[
\text{error(All matrices must have the same number of columns.)}
\]
end

\[
M = M * \text{size(Ai,1)};
\]
end
- \( p = []; \)
  \[
  \text{for } n = 1 : N
  \]
  \[
  ab = A(\text{matorder(1)})(:,n); \text{ (Loop through all the matrices)}
  \]
  \[
  \text{for } i = \text{matorder(2:end)}
  \]
  \[
  ab = Ai(:,n) * ab(:,); \text{ (Compute outer product of } n\text{-th columns)}
  \]
end
- \( p = [p, ab(:)]; \text{ (Fill n-th column of } p \text{ with reshaped result)}
\]
end
Next we present the matricized tensor times Khatri-Rao product for a multi-dimensional array of symbolic objects.

A Matlab algorithm for the computation of the symbolic matrix product of the $n$-mode matricization of a tensor with the symbolic Khatri-Rao product

- function $V = \text{mttkrp-sym}(X,U,n)$.
- $N = \text{ndims}(X)$;
- if $(N < 2)$
  - error('MTTKRP-SYM is invalid for tensors lowe than 2 dimensions');
end
if (length(U) $= N$)
  - error(Cell array is the wrong length);
end
- if $n == 1$
  - $R = \text{size}(U(2),2)$;
else
  - $R = \text{size}(U(1),2)$;
end
- for $i = 1:N$
  - quad if $i == n$, continue;
end
  - if $(\text{size}(U(i),1) = \text{size}(X,i))$ or $(\text{size}(U(i),2) = R)$
    - error(Entry $d$ of cell array is wrong size, $i$);
end
Xn = permute(X,[n 1:n-1,n+1:N]);
- Xn = reshape(Xn, size(X,n), prod(size(X))/size(X,n));
- $Z = \text{khatrirao-sym}(U[1:n-1,n+1:N],r)$;
- $V = Xn*Z$;

We now give the CPD-ALS algorithm for the symbolic case. The main idea is that the approximate solution will be implied after a given number of iterations. In other words, due to the fact that the entries depend on an unknown parameter, the recursive procedures will not stop automatically when a specific property is satisfied (ending property), but we select every time the number of
iterations according to the complexity of the tensor.

A Symbolic CPD-ALS algorithm

- function \( U = \text{cp-als-sym}(X, R) \).
- Give maxiters.
- \( N = \text{ndims}(X) \);
- \( \text{Uinit} = \text{cell}(N, 1) \);
- for \( i=1:N \)
  \( \text{Uinit}_i = \text{sym}(	ext{fix}(10^4 \text{rand(size}(X, 3), R))) \);
end
- \( U = \text{Uinit} \);
- \( P = [] \);
- for \( \text{iter} = 1: \text{maxiters} \)
  for \( n = 1 : N \)
    \( \text{Un}\text{ew} = \text{simplify}(	ext{mttkrp-sym}(X, U, n)) \);
  end
  \( Y = \text{ones}(R, R) \);
  for \( i = [1 : n - 1, n + 1 : N] \)
    \( Y = Y * (U(i)^t * U(i)) \);
  end
- \( Y = \text{simplify}(Y) \);
- \( \text{Unew} = (Y \text{Unew}^t)^t \);
- \( \text{Un} = \text{simplify}(	ext{Unew}) \);
end
end

It is not difficult to show that stability criterion in Theorem 8.3.6 holds for this case also, i.e., if \( \hat{z} \in \wedge^3(\mathbb{R}^n) \) is a 3-vector and \( \hat{\hat{z}} \) is one decomposable approximation with \( ||\hat{z} - \hat{\hat{z}}|| \leq r_a / \sigma_P \), where \( \sigma_P \) is the largest singular value of the Plücker matrix \( P \) and \( a, \hat{a} \) are the coefficient-vectors of \( a(s) \), \( \hat{a}(s) \) respectively, with \( a(s) \) being a stable polynomial then \( \hat{a}(s) \) is also stable. We now present an example to show how the previous algorithm works.

Example 9.9.1. Consider the linear subproblem of a DAP, \( \hat{z}^t P = a^t \) where
The solution of the linear subproblem is given by
\[ z = (1, 1, 1, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 1, 0, 0, 0, 0) \] where \( x \in \mathbb{R} \). It is not difficult to show that \( z \) is not decomposable; if \( z_1 := p_{012}, z_2 := p_{013}, ..., z_{20} = p_{345} \), then by using the functions, [Sturm. 2]

\[ v = \text{sdpvar}((\text{nchoosek}(6, 3), 1)) \]
\[ [\text{pol}, v_{\text{string}}] = \text{grassmannian}(v, 3, 6) \]
\[ \text{pol} = [\text{pol}; \text{sum}(v.2) - 1]; \]
\[ \text{sdisplay}_{\text{vec}}(\text{pol}, 'v', v_{\text{string}}) \]
in Macaulay 2, [Eis., etc. 1] we obtain the 35 QPRs:

\[ p_{014}p_{023} - p_{013}p_{024} + p_{012}p_{034} = 0, \]
\[ p_{015}p_{023} - p_{013}p_{025} + p_{012}p_{035} = 0, \]
\[ p_{015}p_{034} - p_{014}p_{035} + p_{013}p_{045} = 0, \]
\[ p_{015}p_{123} - p_{013}p_{125} + p_{012}p_{135} = 0, \]
\[ \vdots \]

where we see that the first term of the third equation \( (p_{015}p_{024}) \) is equal to 1 and the rest of the products are zero. Hence, we calculate a best decomposable of \( z \).
The respective skew-symmetric tensor $\mathbf{T}_z$ is $\mathbf{T}_z = (\mathbf{T}_z^{(1)}, \ldots, \mathbf{T}_z^{(6)})$, where

$$
\mathbf{T}_z^{(1)} = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & -1 & -1 & 0 & 0 \\
0 & 1 & 0 & -1 & 0 & 0 \\
0 & 1 & 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix},
\mathbf{T}_z^{(2)} = \begin{bmatrix}
0 & 0 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
-1 & 0 & 0 & -1 & 0 & 0 \\
-1 & 0 & 1 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
$$

$$
\mathbf{T}_z^{(3)} = \begin{bmatrix}
0 & -1 & 0 & 1 & 0 & 0 \\
1 & 0 & 0 & 1 & -1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
-1 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -x & 0 \\
0 & 0 & 0 & 0 & x & 0
\end{bmatrix},
\mathbf{T}_z^{(4)} = \begin{bmatrix}
0 & -1 & -1 & 0 & 0 & 0 \\
1 & 0 & -1 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -x & 0 \\
0 & 0 & 0 & 0 & x & 0
\end{bmatrix}
$$

$$
\mathbf{T}_z^{(5)} = \begin{bmatrix}
0 & -1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & x & 0 \\
0 & 0 & 0 & 0 & x & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -x & -x & 0 & 0
\end{bmatrix},
\mathbf{T}_z^{(6)} = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -x & 0 & 0 \\
0 & 0 & 0 & -x & 0 & 0 \\
0 & 0 & x & x & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
$$

If we apply our algorithm, the approximate solution implied is too complicated and unmanageable. We then substitute its components to the above set of QPR, where for $x = 0.001$ it implies the following decomposable approximation (all terms of the QPR aggregate to the approximate zero):

$$
\hat{\mathbf{T}}_z^{(1)} = \begin{bmatrix}
0.0002 & 0 & -0.0002 & 0 & 0.003 & 0.0002 \\
0 & -0.0001 & -1 & -0.9998 & -1.0003 & 0 \\
0.0001 & 0.9998 & 0.0005 & -0.9998 & -0.0006 & -0.0004 \\
0.0005 & 0.9997 & 1.0003 & 0.0004 & -0.0010 & -0.0002 \\
-0.0004 & 1.0003 & -0.0003 & -0.0005 & 0.0010 & 0 \\
0.0001 & 0.0000 & 0.0002 & -0.0001 & -0.0001 & 0
\end{bmatrix}
$$

$$
\hat{\mathbf{T}}_z^{(2)} = \begin{bmatrix}
-0.0001 & -0.0001 & 1.0002 & 1.0000 & 0.9996 & 0.0000 \\
-0.0001 & 0.0001 & -0.0000 & -0.0002 & 0.0004 & -0.0000 \\
-1.0000 & 0.0002 & -0.0005 & -1.0002 & 0.0006 & -0.0000 \\
-1.0005 & 0.0003 & 0.9997 & -0.0004 & 0.0010 & 0.0001 \\
-0.9997 & -0.0003 & 0.0003 & 0.0005 & -0.0010 & 0.0000 \\
0.0000 & -0.0002 & -0.0000 & 0.0001 & 0.0000 & -0.0000
\end{bmatrix}
$$

$$
\hat{\mathbf{T}}_z^{(3)} = \begin{bmatrix}
-0.0001 & -1.0001 & 0.0000 & 1.0001 & -0.0001 & -0.0005 \\
0.9999 & 0.0001 & 0.0000 & 0.9999 & 0.0002 & 0.0001 \\
0.0001 & -0.0001 & -0.0001 & -0.0000 & 0.0001 & 0.0004 \\
-1.0002 & -0.9999 & 0.0000 & -0.0001 & 0.0001 & -0.0001 \\
0.0002 & -0.0001 & -0.0001 & 0.0001 & -0.0002 & -0.0005 \\
0.0000 & 0.0002 & -0.0000 & 0.0000 & 0.0009 & 0.0000
\end{bmatrix}
$$
Hence we obtain the approximate stable polynomial

\[
\hat{a}(s) = \left( -1.001, -0.998, -1., -0.506, -0., -0.998, -1.013, -1.4, \\
-1.842, -0.998, -1.001, -1.001, -1., -0.998, -1., \\
-1., -0.998, -1.001, -1.001, -1.001 \right)
\]

9.10 Conclusions

In this chapter we have presented an algorithm based on the CANDECOMP/PARAFAC Decomposition for the approximation of a 3-rd order skew-symmetric tensor by another of lower-rank, i.e., a tensor in the Grassmann variety \( G_3(\mathbb{R}^6) \). We thoroughly defined every notion and preliminary result regarding tensor and multidimensional array theory in the first sections so that the algorithm is as easy-to-understand as possible, even for the reader who is coming in touch with tensor approximation techniques for the first time.

The main idea behind our algorithm was to generalize into symbolic language the tensor Khatri-Rao product and the \( p \)-mode product that only worked for numerical data in [Kol. & Bad. 3]. Then we had to do same for the main algorithm CPD-ALS and find a way to overcome the problem of infinite iterations that comes up when we work with parameters. We gave a small number of iterations at first and based on the fact that the algorithms in [Kol. & Bad. 3] give reliable approximations (at least for numerical data) we verified that our approximation
is an element of the Grassmann variety $G_3(\mathbb{R}^6)$ with the help of the corresponding QPR. Of course, our solution may not be the optimal solution, since lower-rank approximation problems via these techniques may imply do not guarantee the so-called best approximation.

In general, the above problem is referred to as one of degeneracy, where a tensor is degenerate if it may be approximated arbitrarily well by a factorization of lower rank. If we could not reach a suitable approximation, we could resort to the so called border rank, [Bin. 1] which is defined as the minimum number of rank-one tensors that are sufficient to approximate the given tensor with arbitrarily small nonzero error. This concept was introduced in 1979 and developed within the algebraic complexity community through the 1980s. Much of the work on border rank has been done in the context of bilinear forms and matrix multiplication.

To sum up, the CP decomposition may always calculate an approximation of a tensor and it is possible to find an approximation even if the CP decomposition fails, but there is no guarantee that the approximation implied is the “nearest” to the original tensor. From this aspect, our algorithm provides one decomposable approximation for the approximate DAP in the case of the $\bigwedge^3(\mathbb{R}^6)$ space, which is an important new result for the study and behavior of determinantal-type assignment problems in higher dimensions.
Chapter 10

Conclusions and Further work

The main objective of this thesis was to develop a new approach regarding the computational construction of the solutions of the exact and approximate Determinantal Assignment Problem (DAP). Previous work, [Gia. 1], [Kar. & Gia. 5], [Kar. & Lev. 9], [Lev. 1] was focused on the examination of the exterior algebra/algebraic geometry nature of the problem along with the solvability and assignability conditions that follow. A key result for the construction of solutions was presented in [Lev. 1] along with several new solvability results for the general DAP as well as an algorithm for constructing real feedbacks of generic systems that concerned a wider family of systems (such as decentralized, dynamic, etc.,) than those described in [Bro. 1], [Wil. & Hes. 1]. The work in [Lev. 1] regarded the compensators as elements of the Grassmann variety or as elements of a subvariety of the Grassmann variety, covering in this way the decentralized DAP case as well, i.e., controllers operating on local information to accomplish global goals rather than under the influence of a central controller (centralized DAP), which was initiated in [Lai. 1].

The starting points of this thesis were: (i) to enrich the existing DAP framework by formulating a concept that may provide solutions for DAP without the use of generic or special solvability/assignability conditions, therefore to define approximate solutions when exact solutions do not exist and (ii) to enhance the computational concept of DAP with new tools, ideas and algorithms that could imply solid, practical solutions. The need to introduce a new method based on approximation theories and manifold optimization techniques, was motivated by the difficulty of deriving real solutions for DAP when solvability conditions fail, i.e., when the number of controller free parameters is less than the number of constraints, or equivalently, when the respective varieties do not intersect or when it is difficult to verify their real intersections. Note that this a case often met when dealing with real solutions of determinantal-type assignment problems, since the natural field for intersection theory of varieties is the field of complex numbers \( \mathbb{C} \) (which is algebraically closed or in other words every polynomial equation in one
variable is solvable) whereas $\mathbb{R}$ is not algebraically closed.

The work in this thesis has three main directions: the presentation of all existing methodologies via theoretic results or specific examples that highlight the need for a new framework regarding determinantal-type assignment problems, the complete investigation of the problem in 2-dimensions for the derivation of approximate solutions in all cases (unique solutions, degenerate issues, alternative-equivalent solutions, stability criteria, closed-form and algorithmic results) and finally the derivation of an algorithm for approximation in higher dimensions. The mathematical tools used stem from the areas of algebraic geometry, tensor algebra, optimization-approximation theory and numerical algebraic/differential geometry and one of our main goals was to present them as simple and complete as possible. The majority of the mathematical tools used here, have been adjusted to the specific context of the thesis and many of them have been further developed, such as the generalization of the standard Grassmann variety in Chapter 7 and the parametric decomposition/low-rank approximation of 3rd order tensors. Moreover, several of our results can be used almost directly to other areas and have their own interest, such as the minimization of the gap between a 2-vector and the corresponding Grassmann variety which is closely related to the open problem of the minimization of the maximum eigenvalue of a matrix, met in linear algebra and matrix-optimization theory. However, further examination of such issues has been outside the scope of this thesis and constitutes an area of future research.

Specifically, the work in Chapter 2, aimed at introducing DAP and the results obtained by previous authors with respect to its relation with other frequency assignment problems and its solvability conditions. To present an overall view of the problem and in order to be as complete and independent as possible, we started by reviewing the most important notions and terminology of dynamical systems and control theory, which are met in different parts of the thesis. Similarly, in Chapter 3, our purpose was to review the important mathematical tools which are used in the next chapters, based on Tensor-Exterior Algebra and Algebraic Geometry techniques. We gave a gradually and overall presentation of the notions mentioned, so that every definition or notion is fully clarified before naturally leading to the next, instead of a partial apposition of results. The material covered in this chapter may be also developed with respect to other problems in algebraic systems theory, such as implicit systems theory, i.e., mathematical models whose variables of interest satisfy dynamic and static relations among them, [Ba. & Kar. 1].

Moreover, in Chapter 4 we have provided some of the most well-known techniques that are usually used to solve assignment of frequencies in the affine space, before introducing the projective techniques, originated in [Kar. & Gia. 5]. These meth-
ods vary from simple applications for solving systems of polynomial equations, i.e., Gröbner bases to geometric techniques and Schubert calculus. Our purpose was to examine what the existing methodologies provide for determinantal-type assignment problems, before executing approximate techniques. In all cases, we show that the derivation of a suitable controller concerns either special cases (generic systems, algorithms with convergence uncertainty, etc.) or informations with respect to the solvability of the problem (assignability conditions, number of intersections, etc.).

The main part of our work starts in Chapter 5, where the approximate DAP is introduced, as a distance problem form the corresponding Grassmann variety for the 2-dimensional and its Hodge-dual case. The least distance problem from the simplest Grassmann variety $G_2(\mathbb{R}^4)$ which is described by one QPR only, is easily solved via the Lagrange method but unfortunately as the dimensions increase this method becomes inefficient. The observation that the least distance coincides with the smallest singular value of the corresponding Grassmann matrix, has given us a useful alternative criterion to calculate least distances, via matrix decompositions. Thus, for higher dimensions we defined the 2-vector via its equivalent skew-symmetric matrix and calculated the so-called prime decomposition where the 2-vector is written as a sum of decomposable vectors, one of which is its “best” approximation, i.e., the one in the Grassmann variety $G_2(\mathbb{R}^n)$ that achieves the least distance. The fact that the least singular value of the Grassmann matrix is equal to the minimum distance from the Grassmann variety in this general case also, as well as the fact that the skew-symmetric matrix of the 2-vector may be written as a Grassmann matrix, are among the most important new results of our thesis.

In Chapter 6, we have examined the case of degeneracy, i.e., repeated eigenvalues, in the prime decomposition, for the complete study of the problem. This is very common among tensor decompositions theorists, since equal or special-structured eigenvalues/singular values yield non-uniqueness issues for the decomposition and therefore the approximate solution. The connection of the uniqueness of the prime decomposition with the uniqueness of matrix least squares distance functions problems, has helped us derive solid uniqueness criteria for the prime decomposition and to connect the approximation problem with the original one. The main contribution however, was the investigation of the non-uniqueness case (which has not been thoroughly examined in the respective literature so far, except for special applications in isotropic matrix theory, [Sal. & Cr. 1]) via a completely new approach, the use of Extremal Varieties. We showed that when we have degenerate eigenvalues, the approximation implied by the prime decomposition is the worst and we calculated the respective gap. The new varieties have been defined in terms of path-wise connectivity, polynomial sums of squares and conjugacy-duality properties. These results were applied for the derivation of
the best decomposable approximation via some new alternative formulae. With the help of these formulae, we managed to solve a number of problems related to manifold optimization, such as the computation of the Lagrange multipliers for the first time in closed-form formulae.

The basic aim in Chapter 7 was to investigate how the problem of deriving the best decomposable/rank-1 approximation of a multivector for the 2-dimensional case, may be generalized on sets that expand the notion of decomposability of the standard Grassmann variety. Tensor decompositions, especially in the case of 2-vectors, offer a fertile ground for experimenting on generalizations with various applications, [Fri. & Tor. 1], [Kol. 2], [Lu-S., etc. 1]. These lower-rank generalizations are met for the first time in [Gol. & Van. 2], where a best-low rank matrix approximation was achieved for a matrix whose specified columns remained fixed. Our approach lied within the concept of expanding the standard exterior algebra/tensor theories, [Hod. & Ped. 1], [Mar. 1] by using similar generalization tools as those in the so called generalized Grassmann algebras, where the properties of the classic exterior (Grassmann) algebra have been equipped with multi-linear structures instead of bilinear ones, [Ohn. & Kam. 1], [Kwa. 1]. Note that our approach may also view the new general Grassmann variety as a closed subscheme of a related projective subspace. This kind of generalization via scheme-theory is met in [Rav., etc. 1] for applications on dynamic output feedback problems. The key-result of this chapter was the derivation of a new Cauchy-Schwartz type inequality that may solve these general distance/best-approximation problems based on the eigenvalues of the 2-vector. This inequality may cover all classic 2-dimensional decompositions, including degenerate issues (equal or similar structured eigenvalues) and it is one of the main results of this thesis, since this is the first time a spectral-type inequality is directly applied to manifold constrained optimization/best rank-\(r\) approximations when \(r \geq 1\).

In Chapter 8 we implemented the new results, techniques and formulae shown in the previous chapters to the solution of the approximate DAP, i.e., construction of the approximate controller and we computed the stability properties of the approximate solution. We saw that the approximate 2-vector implies a new polynomial that lies in the stability area of the original stable polynomial, using stability radius results, [Hin. & Pri. 2]. This was the main objective of the entire thesis and the result was established by expanding the prime decomposition, the gap metric and the other formulae that were examined in Chapters 5, 6 and 7, into parameterized 2-vectors, since this was the main idea from the beginning in order to comply with the solutions extracted from the linear subproblem of DAP. Other important results of this chapter, concerned the computational construction of the approximate controller, where we showed that the problem of gap-minimization is equivalent to the minimization of a 4-th order polynomial constrained to the unit sphere. This is a very important result not only
for deriving the approximate controller in practical applications of determinantal assignment problems without any solvability restrictions, but it may be seen as a new technique for optimization in the projective space, [Mah. 1]. Note, also that this approach may be also suitable for higher order Grassmann varieties, where the approximation derived may be considered as a sub-optimal decomposable approximation a case often met in approximation theory via tensor decompositions, [Kol. & Bad. 3]. In the same chapter we also examined and implemented for the first time a new algorithm which works ideally for DAP approximations.

Our purpose in Chapter 9, was to solve the approximate DAP in 3-dimensional Grassmann varieties. In this case the prime decomposition was transformed into the CANDECOMP/PARAFAC (CP) decomposition where the construction of the approximate solution followed the numeric laws and properties of these higher-order tensor SVD-like techniques. We transformed the algorithms presented in [Kol. & Bad. 3] that worked only for numerical data, i.e., constant tensors, to algorithms which allow parameters at the entries of the tensor. This allowed us to apply a parametric alternating least squares/ CP decomposition (parametric ALS/CPD algorithm) where we managed to imply the parametric decomposable approximation. We tested the acceptability of the solution (since in the parametric case, contrary to the constant case, the comparison of the implied approximation with the original tensor is not straight-forward), via the use of the QPR set. With the help of this set we obtained at least one decomposable approximation of the initial controller, since the method does not guarantee in general the optimal solution, [Kol. & Bad. 3]. This is the first result regarding the construction of an approximate controller in determinantal assignment problems in higher dimensions, ever presented within the algebraic systems theory content.

The range of results presented in this thesis by no means exhaust the application of approximate theory techniques to determinantal assignment problems, but they may be considered as a new approach to the longstanding issue of deriving optimization methods for applications to dynamic systems problems, [Helm. & Mo. 1]. The 2-dimensional case may be considered completely solved from all aspects. For 3-rd order Grassmann varieties, we focused on the original definition of DAP, eqn.(2.24). Stabilization issues have been examined, with respect to Theorem 8.3.6 which holds in higher dimensions, since its proof did not depend on any dimensions. Our approach was based on the calculation of the approximate solution at a first step and its stability test afterwards.

Thus, the contributions of this thesis for the Approximate DAP may be summarized as follows:

(a) The interpretation of the approximate DAP as a minimization problem
between a parameterized multivector (defining a linear variety) and the 
Grassmann variety and closed form solutions in the $\Lambda^2(\mathbb{R}^n)$, $\Lambda^3(\mathbb{R}^6)$ di-
mensions.

(b) New stability criteria for the solution of the approximate DAP and its 
approximate polynomial implied by the approximate multivector of the 
previous optimization problem.

(c) Solution of the problem in all cases of degeneracy and pathologies for the 
$\Lambda^2(\mathbb{R}^n)$ dimensions.

(d) Generalization and solution of the problem for larger sets of decomposable 
vectors than the Grassmann variety.

(e) Construction of new algorithms specifically designed to solve DAP problems 
and connection with other approaches such as Newton’s algorithm.

(f) A new Candecomp/Parafac decomposition for parametric tensors which is 
used for the first time in tensor related problems.

Further Work

This thesis is the starting point for the examination of a variety of problems 
related to DAP and its exact and approximate solutions. The transformation of 
the exact synthesis to design tools requires development of further areas which 
involve:

(i) Extending the frequency assignment framework described by the Approximate 
DAP to one requiring stabilization rather than frequency assignment. 
Such a version of the exact and approximate DAP is closer in spirit to de-
sign and would involve constrained optimization where we seek for the best 
approximation when $a(s)$ is stable. This involves solving the optimization 
problem

$$\min_{\tilde{z}} g(\tilde{z}, G_{n,m}) \text{ s.t. } P_{\tilde{z}} \text{ is stable}$$

which guarantees the desirable stability of the approximation. The main 
difficulty in this case is that the set of stable polynomials is not given 
via a closed formula or a specific property that could be transformed into 
a second constraint in our DAP or the parametric CPD-ALS algorithms. 
The solution to such an optimization problem has to involve constraints, 
such as the stability radius, which can guarantee that the final solution is 
close to the roots of the desirable polynomial and thus achieve stability.

(ii) The methodology for the constant exact DAP has been already extended 
in [Lev. & Kar. 4] to dynamic problems as well as decentralised versions of
DAP Extension of the above results to dynamic and decentralized schemes [Kar. etc. 8], [Lev. & Kar. 8], [Kar. & Wil. 15] etc. Note that such problems are reduced to structured forms of higher dimension DAP formulations and thus the current approach may be transferred. Such extensions of the current optimization approach would involve:

(a) the study of properties of the resulting Grassmann varieties (for the case of the dynamic problems) and the corresponding sub-varieties of the Grassmann variety for the decentralized problems.

(b) Develop the study of such varieties as functions of the McMillan degree of the compensation, as well as the structure of decentralization of the control scheme.

(c) Apply the current optimization approach to the above families of approximate DAP under different values of the compensator degree and alternative forms of decentralization.

The dynamic and decentralised feedback cases benefit from their equivalent constant DAP formulation, but they are considerably much more difficult and usually lead to non-convex optimization problems. The examination of these issues via our methodologies and algorithms is a significant challenge.

(iii) Extension of the above results to problems of stabilization using semi-algebraic sets or Kharitonov’s Theorem is also a line for future work. In this area there is scope for development of both exact and approximate DAP. A similar approach reducing DAP to a linear sub-problem described by the linear variety $K$, the multi-linear sub-problem described by the QPRs of the related Grassmann variety and the semi-algebraic variety implied by the four polynomials in Kharitonov’s Theorem may now be adopted whose stability is described by the non-linear inequalities that the coefficients of the original polynomial $a(s)$ must satisfy.

(iv) Research is also needed for the construction of spectral sets that generalize the algebro-geometric and topological properties and the structure of the Grassmannians and the derivation of suitable spectral-tensor inequalities in higher dimensions, in order to obtain a connection between the eigenvalues of a tensor and the Grassmann varieties. Hence, the Grassmannians may be connected with spectral properties, or other sets, where the problems of multi-linearity associated with them are easily tackled, as it was already shown in this thesis proved in the 2-dimensional case, [Lev., etc. 9].

(v) There are strong indications that the properties of Grassmann matrices [Kar. & Gia. 5] may be further expanded by introducing some notions of duality (based on Hodge-Pedoe duality). A combination of properties
of Grassmann and their duals may provide alternative tools for tackling optimization problem.

The development of algorithmic procedures for computing approximate solutions for DAP will provide the basis for new tools for Control Design and may also be applied to areas beyond Control, where Multi-linear Algebra, Applied Algebraic Geometry, Manifold Optimization and Tensor Approximations are involved. Many problems in the analysis of large data sets emerging from signal processing may benefit from such tools, [Dra. etc. 1].
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