Abstract: Following our previous work, the Meshless Local Petrov-Galerkin method based on Rankine source solution (MLPG_R) will be extended in this paper to deal with breaking waves. For this purpose, the governing equation for pressure is improved and a new technique called Mixed Particle Number Density and Auxiliary Function Method (MPAM) is suggested for identifying the free surface particles. Due to complexity of the problem, two dimensional (2D) breaking waves are only concerned here. Various cases are investigated and some numerical results are compared with experimental data available in literature to show the newly developed method is robust.
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1 Introduction

Wave breaking plays a significant role in air–sea interactions, such as energy and momentum transfer from wind to water and from waves to currents, and in the generation of turbulence in the upper ocean. It also plays an important role in bed-sea interactions, such as sediment transport or sand bar formation. In addition, wave breaking is the most concerned phenomenon associated with wave-structure interaction, for instance, interactions of breaking waves with breakwaters, offshore wind energy structures, offshore oil and gas exploitation platforms and transport vehicles. The force produced by these interactions is an important factor which must be considered in engineering design to secure the safety of the structures. As a result, wave breaking has been a topic of prime importance to the coastal/offshore engineering and environmental communities for many years. Nevertheless, it still remains a great challenge due to its high nonlinearity and complexities.

Some investigations have been carried out by the laboratory experiments or field observations [Bonmarin, (1989); Rapp and Melville, (1990); Li and Raichlen, (2003)]. These investigations produced very useful results for some cases but are generally very expensive. In addition, many studies are based on numerical analysis, for which various numerical methods have been developed. The numerical methods can be grouped into mesh-based methods and meshless methods. The mesh-based methods for steep and/or breaking waves mainly include the finite difference method [e.g, Miyata, (1986); Lin and Liu, (1998)]; finite element method [e.g, Ma and Yan, (2006)], boundary element method [e.g, Grilli, Guyenne and Dias, (2001)] and finite volume method [e.g, Greaves (2009); Klessfisman, Fekken, Veldman, Iwanowski, Buchner (2005); Devrard, Marcer, Grilli, Fraunie and Rey, (2005)]. They all produced many impressive results. However, a limitation of mesh-based methods is that a computational mesh/grid is required and needs to be managed. Depending on whether using Lagrangian or Eulerian formulation, the mesh/grid may need to be updated repeatedly or to be refined to follow the motion of the free surface and need to be maintained to have good quality. This is often a difficult or time-consuming task, particularly in the cases with breaking waves.

Alternatives are meshless methods. In these methods, the fluid domain is discretised as nodes or particles, instead of a computational mesh/grid. Therefore, the limitation associated with mesh does not exist. So far, many meshless methods have been developed and reported in literatures, such as the Moving Particle Semi-implicit method (MPS) [e.g, Koshizuka and Oka, (1996); Gotoh and Sakai (2006); Khayyer and Gotoh (2008)], the Smooth Particle Hydrodynamic method (SPH) [e.g, Monaghan (1994); Khayyer, Gotoh and Shao (2008)], the finite point method [e.g, Onate, Idelsohn, Zienkiewicz, Taylor and Sacco (1996)], the finite volume method [e.g, Wu, Tsay, Young (2006)] and so on. Among them, the MPS and SPH have been used to simulate breaking wave problems. For example, Monaghan (1994) modelled waves propagating over beaches; Lo and Shao (2002) and Koshizuka and Oka (1996) simulated the collapse of a water column; and Gotoh and Sakai (2006) investigated the breaking waves and the wave-body interaction problems. Khayyer, Gotoh and Shao (2008) simulated the breaking and post-breaking of solitary waves on a slope using the SPH method. Issa, Violete, Lee and Flamant (2009) made a review on how to deal with turbulent models in the SPH method.

More recently, another meshless method, called Meshless Local Petrov-Galerkin (MLPGi) method, has been invented by Atluri and Zhu (1998) and Atluri and Shen (2002) and has been developed into many forms as summarized in Atluri, Liu and Han (2006) and reviewed by Ma (2009). This is a true meshless method without need of any background mesh. It is based on a local weak form over simple sub-domains (circles for two dimensional problems and spheres for three dimensional ones). The success of the MLPG method has been reported in solving fracture mechanics problems [Batra and Ching (2002), Gao, Liu and Liu (2006)], beam and plate
bending problems [Atluri and Zhu (2000)], shell and thermal elastic problems [Sladek, Sladek, Wen and Aliabadi (2006), Sladek, Sladek, Zhang and Tan (2006) and Jarar, Soric and Hoster (2007)], three dimensional elasto-static and -dynamic problems [Han and Atluri (2004a,b)], and some fluid dynamic problems, such as steady flow around a cylinder [Atluri and Zhu (1998)], steady convection and diffusion flow [Lin and Atluri (2000)] in one and two dimensions and lid-driven cavity flow in a two dimensional box [Lin and Atluri (2001), Mohammad (2008)]. Over the past couple of years, the method has been extended to deal with more advanced problems. Han, Liu, Rajendra and Atluri (2006) made an advance in analyzing very complicated high-speed impact, penetration and perforation problems and indicated that the MLPG can be much faster than mesh-based methods for the problems of this kind. Li and Atluri (2008a,b) applied the MLPG method to analyze material orientation and to perform topolgy optimization of anisotropic solids and structures. Sladek, Sladek, Tan and Atluri (2008) studied transient heat conduction in 3D anisotropic solids. Ching and Chen (2006), Sladek, Sladek, Zhang and Solek (2007), Sladek, Sladek, Solek and Wen (2008), Sladek, Sladek, S. and Wen and Atluri (2008) dealt with various thermo-structure dynamic problems. Vavourakis, Sellountos and Polyzos (2006) and Sellountos, Sequeira and Polyzos (2009) performed elastic transient analysis using the MLPG(LBIE) method. Dang and Sankar (2008) applied the MLPG method to micro-mechanical analysis of periodic composite. Arefmanesh, Najafi and Abdi (2008) considered non-isothermal lid-driven cavity flow and non-isothermal flow over an obstacle. Developments are also made in refining the MLPG method, such as Yuan, Chen and Liu (2007), Pini, Mazzia and Sartoretto (2008), Cai and Zhu (2008), Chen, Liu and Cen (2008), Wang, Zhou, Nie and Kong (2008). In addition to its various applications to solid and general fluid problems, Ma (2005a) extended the MLPG method to simulating nonlinear water waves and produced some encouraging results. In that paper, the simple Heaviside step function was adopted as the test function to formulate the weak form over local sub-domains, resulting in one in terms of pressure gradient. In Ma (2005b), the MLPG method was further developed into a new form called the MLPG_R method, better suitable for modelling nonlinear water waves. In the MLPG_R method, the solution for Rankine sources rather than the Heaviside step function was taken as the test function. Based on this test function, a weak form of governing equations was derived, which did not contain any gradients of unknown functions and therefore made numerical discretisation of the governing equation relatively easier and more efficient. A semi-analytical technique was also developed to evaluate the domain integral involved in this method, which dramatically reduce the CPU time spent on the numerical evaluation of the integral. Numerical tests showed that the MLPG_R method could be twice as fast as the MLPG method for modelling nonlinear water wave problems. Ma (2008) made another step forward in the development of the MLPG_R method for water waves. In that paper, a new meshless interpolation was suggested, which is as accurate as the moving least square method but much more efficient, particularly for computation of gradient of unknown functions.

The MLPG_R method has been applied to model various nonlinear water waves, including the waves generated by a wavemaker, sloshing waves and freak waves [Ma, (2007)]. In this paper, it will be extended to deal with breaking waves. Because breaking waves are more complicated than non-breaking waves, new techniques will be developed to achieve the purpose. Further to them, different configurations under different wave conditions will be considered and some results will be compared with experimental data available in the public domain to show its accuracy.

2 Mathematical formulation

The flow of incompressible fluid is considered, which is confined in a two dimensional (2D) domain, as shown in Fig. 1. The figure also shows the coordinate system, in which the x-axis is on the mean free surface and x=0 corresponds to the left wall unless mentioned otherwise. In some cases, the sloped beach may be considered. For these cases, the left wall will move like a wavemaker to generate waves. d is the mean depth of fluid in the range from the wall to the sloped beach.

The continuity equation and the Navier-Stokes equation (referred as NS equation hereafter) together with proper boundary conditions are given as follows:

\[ \nabla \cdot \bar{u} = 0, \quad (1) \]

\[ \frac{D \bar{u}}{Dt} = -\frac{1}{\rho} \nabla p + \bar{g} + \nu \nabla^2 \bar{u}, \quad (2) \]

where \( \bar{g} \) is the gravitational acceleration; \( \bar{u} \) is the fluid velocity; \( \rho \) and \( \nu \) are the density and the kinematical viscosity of fluid, respectively; and \( p \) is the pressure. On a rigid boundary, the velocity satisfies,

\[ \bar{n} \cdot \bar{u} = \bar{n} \cdot \bar{U}, \quad (3) \]

The continuity equation and the Navier-Stokes equation (referred as NS equation hereafter) together with proper boundary conditions are given as follows:

\[ \nabla \cdot \bar{u} = 0, \quad (1) \]

\[ \frac{D \bar{u}}{Dt} = -\frac{1}{\rho} \nabla p + \bar{g} + \nu \nabla^2 \bar{u}, \quad (2) \]

where \( \bar{g} \) is the gravitational acceleration; \( \bar{u} \) is the fluid velocity; \( \rho \) and \( \nu \) are the density and the kinematical viscosity of fluid, respectively; and \( p \) is the pressure. On a rigid boundary, the velocity satisfies,

\[ \bar{n} \cdot \bar{u} = \bar{n} \cdot \bar{U}, \quad (3) \]
where \( \mathbf{n} \) is the unit normal vector of the rigid boundary and \( \mathbf{U} \) is its velocity. On the free surface, the condition is specified by

\[
p = 0 .
\]

(4)

The mathematical model given by Eqs. (1) to (4) is solved using a time marching procedure, which has been described by our previous papers [e.g., Ma, (2005b)] and will be summarised below.

Suppose the velocity, pressure and the location at \( n^{th} \) time step \((t=t_n)\) are known, one can use the following procedure to find them at \((n+1)^{th}\) time step.

(1) Calculate the intermediate velocity \((\mathbf{u}^\ast)\) and position \((\mathbf{r}^\ast)\) of particles using

\[
\mathbf{u}^\ast = \mathbf{u}^n + g\Delta t + \mathbf{v}\sqrt{2\rho^2 - u^n} \Delta t ,
\]

\[
\mathbf{r}^\ast = \mathbf{r}^n + \mathbf{u}^\ast \Delta t ,
\]

where \( \mathbf{r} \) is the position vector of particles, the superscript \( n \) represents \( n^{th} \) time step; \( \Delta t \) is the increment of time step.

(2) Evaluate the pressure \( \rho^n \) using the following semi-implicit equation

\[
\nabla^2 \rho^n = \frac{\rho^n - \rho^\ast}{\Delta t} + \frac{1-\alpha}{\Delta t} \rho \nabla \cdot \mathbf{u}^\ast ,
\]

(7)

where \( \alpha \) is an artificial coefficient between 0 and 1, and \( \rho^n \) and \( \rho^\ast \) are the fluid density at \((n+1)^{th}\) time step and at the intermediate time step, respectively. For the incompressible flow, the density should be a constant and so \( \rho^n = \rho \), where \( \rho \) is the fluid density specified initially. The density \( \rho \) at the intermediate step may not be the same as \( \rho \) because the velocity and position calculated in Eqs. (5) and (6) do not necessarily satisfy the continuity equation given in Eq. (1).

(3) Calculate the fluid velocity and update the positions of the particles using

\[
\mathbf{u}^{n+1} = \frac{\Delta t}{\rho} \nabla \rho^n
\]

\[
\mathbf{u} = \mathbf{u}^n + \mathbf{u}^{n+1} = \mathbf{u}^n + \nabla \rho^n \Delta t
\]

\[
\mathbf{r} = \mathbf{r}^n + \mathbf{u}^{n+1} \Delta t
\]

(4) Go to the next time step

The above formulation is different from our previous work by Ma (2005a, b and 2008) in two aspects. (1) The viscous term is considered here but not considered there. (2) There are two terms on the right hand side of Eq. (7) rather than one term in the previous publications. Nevertheless, if \( \alpha = 0 \), the formulation here become the formulation in previous papers automatically. As pointed out in our cited papers, viscous effect is neglectable if waves are not breaking. That is why the associated term is ignored in those papers that considered only non-breaking steep waves. This paper aims to study breaking waves and thus viscosity is likely important. As a result, we must take it into account in Eq. (2).

2 MLPG_R formulation

Eq. (7) is solved by using the MLPG_R method. The details of the MLPG_R formulation and other techniques can be found in Ma (2005b). Here, we focus only on the aspects necessary to accommodate the change in Eq. (7). This method is based on a number of nodes or particles, which discretize the computational domain. Some nodes are located on the boundaries and others lie inside the fluid domain. At each of the inner nodes, a sub-domain is specified, which is a circle for 2D cases and Eq. (7), after multiplying by an arbitrary test function \( \phi \), is integrated over the sub-domain, which becomes:

\[
\int_{\Omega_i} \phi \nabla^2 \rho^n \, d\Omega_i =
\]

\[
\int_{\Omega_i} \left( \frac{\alpha \rho^n - \rho^\ast}{\Delta t^2} + \frac{1-\alpha}{\Delta t} \rho \nabla \cdot \mathbf{u}^\ast \right) \phi d\Omega_i
\]

where \( \Omega_i \) is the area of the sub-domain (also called integration domain) centered at Particle \( I \) and the density \( \rho^n \) has been replaced by \( \rho \) based on the discussion after Eq. (7). In the MLPG_R method, the test function is taken as the solution of Rankine source, i.e., the function \( \phi \) satisfies \( \nabla^2 \phi = 0 \), in \( \Omega_i \) except for the center and \( \phi = 0 \), on \( \partial\Omega_i \) which is boundary of \( \Omega_i \). The expression of the solution for Rankine source is

\[
\phi = \frac{1}{2\pi} \ln(r/R_i) \quad \text{for 2D cases}
\]

(12)

where \( r \) is the distance between a concerned point and the center of \( \Omega_i \) and \( R_i \) is the radius of \( \Omega_i \).
In Eq. (11), the second derivative of unknown pressure and the gradient of the intermediate velocity are included. Numerical calculation of the derivative and gradient does not only requires much computational time but also degrades the accuracy. In order to obtain a better form, Eq. (11) is changed, by adding a zero term \( p\nabla^2\phi \) and applying the Gauss’s theorem, into

\[
\int_{\Omega_i} \left[ \nabla \cdot (p \nabla \phi) - \nabla \cdot (p \nabla \phi) \right] dS = \alpha \int_{\Omega_i} \frac{\rho - \rho^*}{\Delta t^2} \cdot \nabla \phi dV
\]

\[
+ (1 - \alpha) \left[ \int_{\Omega_i} \frac{\rho^*}{\Delta t} \cdot (p \nabla \phi) dS - \int_{\Omega_i} \frac{\rho^*}{\Delta t} \cdot \nabla \phi dV \right]
\]

where \( \varepsilon \) is a small surface surrounding the center of \( \Omega_i \), which is a circle in 2D cases. The reason for adding \( \varepsilon \) is that the test function \( \phi \) in Eq. (11) becomes infinite at \( r=0 \) and so the Gauss’s theorem can not be used otherwise. In the same way as in Ma (2005b), Eq. (13) can be reduced to:

\[
\int_{\Omega_i} \left[ \nabla \cdot (p \nabla \phi) dS - p = \alpha \frac{\rho}{\Delta t^2} \frac{\rho_j - \rho_j^* R_j^2}{4}
\]

\[
+ (1 - \alpha) \int_{\Omega_i} \frac{\rho^*}{\Delta t} \cdot \nabla \phi dV
\]

where it has been assumed that the increment of the density \( \rho^* \) is a constant within the sub-domain and so equal to its value at Particle \( I \), which is acceptable not only because the density should not change much due to the change in the intermediate position of the particle but also because the small error caused due to the assumption is further reduced by multiplying the coefficient \( \alpha \) of a small value. The term may be evaluated in a more accurate way, for example by interpolation as done for the second term but such a way will not improve the accuracy significantly due to the reason.

It is obvious that Eq. (14) requires the intermediate density \( \rho^* \) that is not computed in the MLPG R method. Actually, the density can be replaced by a particle number density (PND) defined by Koshizuka and Oka (1996) in their MPS method as follows:

\[
n_j = \sum_{j=1, j \neq I} M W(r_j - r_j) ,
\]

where \( W \) is a weight function in terms of the distance between Particle \( I \) and Particle \( j \), which becomes zero when the distance is larger than a certain value. The domain, within which the weight function is not zero, is called support domain. In the above equation, \( M \) is the total number of particles in the support domain of Particle \( I \). As indicated by Koshizuka and Oka (1996), the PND is related to the density by:

\[
\rho_j = \frac{m_j n_j}{\int_{\Omega_i} W(r) dV} ,
\]

where \( m_j \) is the mass of Particle \( I \). After applying Eq. (16), Eq. (14) becomes

\[
\int_{\Omega_i} \left[ \nabla \cdot (p \nabla \phi) dS - p = \alpha \frac{\rho}{\Delta t^2} \frac{\rho_j - \rho_j^* R_j^2}{4}
\]

\[
+ (1 - \alpha) \int_{\Omega_i} \frac{\rho^*}{\Delta t} \cdot \nabla \phi dV
\]

Ma (2005b) has detailed the method to discretise Eq. (17), in which the pressure on the left hand side is interpolated by a moving least square method (MLS) and the integration on the right hand side is evaluated by a semi-analytical technique. So the similar discussion will not be repeated here.

### 3 Boundary Conditions on a rigid boundary

Eq. (3) gives the condition on a rigid boundary in terms of velocity. To solve the problem about the pressure, the condition in terms of pressure is required on the boundary. For cases without considering the viscosity, the condition [Ma, (2005a, b)] is given as:

\[
\vec{n} \cdot \nabla p = \rho \left( \vec{n} \cdot \vec{g} - \vec{n} \cdot \vec{U} \right) ,
\]

where \( \vec{U} \) is the acceleration of the boundary. This expression can be derived directly from Eqs. (2) and (3) by taking \( \nu = 0 \). When \( \nu \neq 0 \) as in the cases considered in this paper, one may also derive the condition by using Eqs. (2) and (3) and obtain: 

\[
\vec{n} \cdot \nabla p = \rho \left( \vec{n} \cdot \vec{g} - \vec{n} \cdot \vec{U} + \nu \vec{n} \cdot \nabla^2 \vec{u} \right) ,
\]

It is obvious that one must compute the term \( \nabla^2 \vec{u} \) when applying this condition, which needs to estimate the second order derivative at the rigid boundary. Although there is no much difficulty to do so theoretically, the error associated with it is not easy to be suppressed in computational practice as the fluid particles located only on one side of the boundary. Therefore, it is better to avoid the computation of the second order derivative when possible. For this reason, Eqs. (3) and (9) are combined to give an alternative equation for the boundary condition as follows:

\[
\vec{n} \cdot \nabla p^{n+1} = \frac{\rho}{M} \nabla \cdot (\vec{u}^n - \vec{U}^{n+1}) ,
\]

where \( \vec{u}^n \) is computed by Eq. (5) with \( \vec{u}^n \) taken as \( \vec{U}^n \). If the solid boundary is fixed, \( \vec{n} \cdot \vec{U}^{n+1} = 0 \) and so Eq. (19) can be rewritten as:

\[
\frac{\rho}{M} \nabla \cdot (\vec{u}^n - \vec{U}^{n+1}) = \vec{n} \cdot \nabla p^{n+1} ,
\]
Although one still needs to calculate $\nabla^2 \bar{u}$, which is inevitable, to estimate $\bar{u}^*$, the second order derivative term is not explicitly involved in Eqs. (19) and (20) and does not need to be calculated again after $\bar{u}^*$ is available. This formulation will be used in this paper.

In numerical discretisation, Eq. (19) is directly applied to the nodes or particles on the rigid boundary, as what we did in Ma (2005b). However, in our previous papers, the gradient of the pressure is approximated by using the MLS. In this paper, it will be evaluated by the simplified finite difference interpolation (SFDI) scheme, recently proposed by Ma (2008). The SFDI scheme is as accurate as the MLS method but need less computational time. The reader is referred to Ma (2008) for more details about the scheme.

4 Technique for identifying free surface particles

In order to find solution for pressure by using the governing equation in previous section, all the particles need to be sorted into three groups: those on rigid boundaries (referred as wall particles), those on the free surface (referred as free surface particles) and others (referred as inner particles). The wall particles are always attached to the rigid boundary in our modeling. Eq. (19) or (20) is applied to wall particles. Eq. (17) is applied to the inner particles. The pressure at the free surface particles is specified by the condition in Eq. (4).

For non-breaking waves, one can assume that the particles initially on the free surface remain on the free surface. Therefore, the free surface particles need only to be specified at the first step and there is no need to identify them during the simulation.

However, for the cases with breaking waves as considered in this paper, the fluid particles initially on the free surface may not remain on the free surface during calculation. Actually, the particles initially within the fluid can emerge on the free surface and the particles initially on the free surface can immerse into the inner fluid domain due to wave breaking and splashing. Consequently, it is necessary to identify which particle is on the free surface when modeling breaking-wave cases.

There is a similar requirement on identifying the free surface in mesh-based numerical models for breaking waves. Several methods have been developed in the community using those models, such as level set method and volume-of-fluid technique. A brief review can be found in Greaves (2009).

Nevertheless, the identification of free surface particles remains to be a big challenge in meshless particle modeling, particularly for those of true meshless models without any background mesh, like the MLPG_R method. In the SPH method, the free surface particles are identified by the density; i.e., if the ratio of the density of a particle to the fluid density is less than a specified value, such as 1%, it is then identified as a free surface particle [e.g., Lo and Shao, (2002)]. The computation of the density in the SPH requires a background mesh, which is not available in the MLPG_R method. Another technique is based on the particle number density suggested for the MPS method by Koshizuka and Oka (1996) and also used by Gotoh and Sakai (2006). This technique uses the following parameter:

$$\beta_I = \frac{n_I^*}{n^0},$$  \hspace{1cm} (21)

where $n_I^*$ is the particle number density at Particle $I$, as defined in Eq. (15), which is computed by using the particle configuration after the motion corresponding to the intermediate velocity. If $\beta_I < \beta$, Particle $I$ is considered as a free surface particle. This approach is named as Particle Number Density Method, abbreviated to PNDM in this paper. Currently, there is no common agreement about how to specify the value of $\beta$. It is problem-dependent. Different researchers use different values. For example, it was 0.97 in Koshizuka and Oka (1996) and Gotoh and Sakai (2006) while it was 0.99 in Shao and Lo (2003). Results look to be promise in all the papers even with different values for $\beta$.

According to our numerical tests, the simple technique is not very robust. There are always many particles that are incorrectly identified (i.e., free surface particles are identified as inner particles or vise versa). The incorrect identification could not be rectified by simply choosing a different value for $\beta$. Similar observation has also been described by Lee and Park (2007). To shed some light on the reason for this, let us look at Particle $I$ and $J$ in Fig. 2. Particle $I$ is near the crest of a steep wave. In this area, the particles on the free surface are generally much closer to each other than in other areas and so the particle number density associated with them can be very higher. As a result, Particle $I$ may be incorrectly identified as an inner particle rather than a free surface particle by the above criterion. On the other hand, the neighbor particle of Particle $J$ is quite far from it. The value of the particle number density can be relatively smaller and so it may be incorrectly classified as a free surface particle even though it should be an inner particle. In addition to these situations, two or three splashed particles may be very close to each other and so may also be incorrectly identified as inner particles though they should be considered as free surface particles for the sake of solving pressure.

![Fig. 2 Two typical examples of incorrect identification of free surface particles. (Solid circle represents free surface particle identified by the PNDM; hollow ones represent inner particles identified by the PNDM).](image-url)
Particle Number Density and Auxiliary Function Method, abbreviated to MPAM.

Using this new approach, the incorrect identification of the free surface particles may be avoided. Let us look again at Particle I in Fig. 2. There are more than one free surface particle in its influence domain, and a large part of its influence domain is not occupied by any particle. As a result, \( fsp_{-a}(I) = 1 \), \( fsp_{-b}(I) = 0 \) and it will be identified, by applying Condition (b) or (c), as a free surface particle no matter what is the value for \( \beta_I \). For Particle J shown in Fig. 2, there are no free surface particles existing in its influence domain and so \( fsp_{-a}(J) = 0 \). Therefore, even though \( \beta_J < 0.97 \) for the particle, no one of four conditions will be met and thus Particle J is not identified as a free-surface particle.

5 Parameter study and validation

In the above formulation, we introduced the parameter \( \alpha \) and the new technique to identify the free surface particles. In this section, some numerical results will be first discussed to show the effectiveness of the techniques. After that, validation against experimental data and the investigation on convergent properties will be presented.

In the following cases, water will be used as the fluid and the standard value of water density and viscosity are chosen. In addition, the parameters with a length scale are nondimensionalised by the water depth \( d \) and the time is nondimensionalised by \( \sqrt{d/g} \), i.e. \( t = \tau \sqrt{d/g} \). In all the cases, the particles are uniformly distributed at beginning with the same distance between the particles in both directions. The number of particles along \( z \)-direction is represented by \( N_z \).

5.1 Effectiveness of Parameter \( \alpha \)

As discussed in the paragraph just after Eq. (10), either of the form of Eq. (7) with \( \alpha = 0 \) or the one with \( \alpha = 1 \) does not work well in the cases for breaking waves. The root cause of the problem, based on the observation of numerical results, is that the distribution of the particles becomes over-distorted. This sub-section will present some results indicating that the problem may be overcome by choosing appropriate value for \( \alpha \).

For this purpose, one needs to define an indicator that reflects the level of distortion of particle distribution. We will choose the PND as the indicator. That is because the change of the PND at inner particles defined in Eq. (15) can reflect the level of distortion of particle distribution. As discussed in the paragraph just after Eq. (10), either of the form of Eq. (7) with \( \alpha = 0 \) or the one with \( \alpha = 1 \) does not work well in the cases for breaking waves. The root cause of the problem, based on the observation of numerical results, is that the distribution of the particles becomes over-distorted. This sub-section will present some results indicating that the problem may be overcome by choosing appropriate value for \( \alpha \).

For this purpose, one needs to define an indicator that reflects the level of distortion of particle distribution. We will choose the PND as the indicator. That is because the change of the PND at inner particles defined in Eq. (15) can reflect the level of distortion of particle distribution. As discussed in the paragraph just after Eq. (10), either of the form of Eq. (7) with \( \alpha = 0 \) or the one with \( \alpha = 1 \) does not work well in the cases for breaking waves. The root cause of the problem, based on the observation of numerical results, is that the distribution of the particles becomes over-distorted. This sub-section will present some results indicating that the problem may be overcome by choosing appropriate value for \( \alpha \).

For this purpose, one needs to define an indicator that reflects the level of distortion of particle distribution. We will choose the PND as the indicator. That is because the change of the PND at inner particles defined in Eq. (15) can reflect the level of distortion of particle distribution. As discussed in the paragraph just after Eq. (10), either of the form of Eq. (7) with \( \alpha = 0 \) or the one with \( \alpha = 1 \) does not work well in the cases for breaking waves. The root cause of the problem, based on the observation of numerical results, is that the distribution of the particles becomes over-distorted. This sub-section will present some results indicating that the problem may be overcome by choosing appropriate value for \( \alpha \).

For this purpose, one needs to define an indicator that reflects the level of distortion of particle distribution. We will choose the PND as the indicator. That is because the change of the PND at inner particles defined in Eq. (15) can reflect the level of distortion of particle distribution. As discussed in the paragraph just after Eq. (10), either of the form of Eq. (7) with \( \alpha = 0 \) or the one with \( \alpha = 1 \) does not work well in the cases for breaking waves. The root cause of the problem, based on the observation of numerical results, is that the distribution of the particles becomes over-distorted. This sub-section will present some results indicating that the problem may be overcome by choosing appropriate value for \( \alpha \).
To show how the PDN changes, a dam breaking problem is considered. This is a classical case for studying violent free surface flow, which has been numerically simulated by many researchers using various methods, such as Monaghan (1994) and Koshizuka and Oka, (1996). The geometry we use here is similar to that in Koshizuka and Oka (1996), i.e., the ratio of the length to the height of the water column confined by a vertical plate is 0.5 with the total length of the tank being 2. The plate is lifted off at $\tau = 0$ instantaneously. To model this case, we take $N_\pi = 50$ and the time step $\Delta \tau$ as 0.004. Because our aim here is to show the effectiveness of $\alpha$, the change in particle number ($N_\pi$) and time step is not considered, though we believe that the values chosen here are sufficient according to our numerical tests given below.

![Fig. 4 Effects of different $\alpha$ on the PDN](image1)

![Fig. 5 Configurations of particles for the cases with different value of $\alpha$](image2)

The time histories of the ratios of the maximum and minimum values of the PDN to the initial PDN for inner particles excluding the free surface particle are recorded at each intermediate time step. They are plotted in Fig. 4(a) for the cases with $\alpha = 0$ and $\alpha = 0.1$. One can see from this figure that the maximum ratio fluctuates at about 1.7 and the minimum ratio change around 0.5 for the case with $\alpha = 0$. The difference between them is about 1.2. On the other hand, the difference between the maximum and minimum ratios for the case with $\alpha = 0.1$ is about 0.4 and tends to be consistently smaller with increase of time. The effect of $\alpha$ is further illustrated by using Fig. 5, where the configurations of particles at the same instant for $\alpha = 0$ and $\alpha = 0.1$ are plotted and two small areas are enlarged in the figure. The distribution of the particles in the enlarged areas for $\alpha = 0.1$ is more uniform than that for $\alpha = 0$. These observations show that the particle distribution in the case with $\alpha = 0.1$ is better than in the case with $\alpha = 0$ and the former is likely to lead to better results.

The cases with other values of $\alpha > 0.1$ are also investigated. The similar results can be obtained with $\alpha = 0.1, \alpha = 0.2$ and $\alpha = 0.3$. However, when $\alpha > 0.4$, the difference between the maximum and minimum PDN is found to be large after a period of simulation even though it is small at the beginning. This feature is illustrated in Fig. 4(b) for the case with $\alpha = 0.6$. It can be seen from this figure that the maximum and minimum ratios are almost the same from $\tau = 0$ to about $\tau = 0.5$ but in the area near $\tau = 0.57$ the difference reaches 1.5 with the maximum PDN being 2.2 and the minimum PDN being 0.7. Although the difference becomes smaller again after $\tau = 0.65$, the results for the flow is not right any more due to the error produced when it is large in the earlier steps. Based on these numerical investigations,
the acceptable value of $\alpha$ is in the range from 0.1 and 0.3. Nevertheless, the appropriate value may different for other cases that are not considered in this paper.

### 5.2 Effectiveness of MPAM for identifying the free surface particles

To identify the free surface particles, a new approach is developed in the paper, called MPAM. In this sub-section, some numerical results will be presented to show that it works better than the PNDM.

![Figure 6(a) corresponding to PNDM](image)

![Figure 6(b) corresponding to MPAM](image)

Fig. 6 Comparisons of particle configurations obtained by using different free surface identification techniques (black color indicates free surface particles)

For this purpose, we will again consider the case in the above sub-section with $\alpha=0.1$. The case is simulated by using the MPAM and the PNDM, respectively. Particle configurations obtained by using the two different techniques at an instant are shown in Fig. 6. Fig. 6 (a) is the results corresponding to the PNDM while Fig. 6 (b) is these corresponding to the MPAM. This figure clearly demonstrates that many inner particles are wrongly identified as free surface particles by the PNDM but are correctly judged as inner particles by the MPAM. It also shows that the PNDM assigns some free surface particles to inner particles in the enlarged area but the MPAM does not make such a mistake.

### 5.3 Validation and convergence study

So far, we have not shown any comparison of our numerical results with experimental data nor given any discussion about the convergence property of the proposed method when it is used to simulate breaking waves. These will be addressed in this sub-section. In mesh-based methods, the convergence property is related to the element (or cell size) size in meshes or grids and time step ($\Delta \tau$). In meshless methods, like MLPG_R method, there is no mesh at all. Therefore, element (or cell) size is not relevant. A similar quantity is the distance between particles. Unfortunately, the distance continuously varies when modeling water waves. To bypass the problem, the initial distance of two adjoining particles is chosen as a representative distance. As the initial distribution of particles is uniform in the paper, the representative distance is equal to the difference in the $x$- or $z$-coordinates of two adjoining particles, which is denoted by $\Delta x$ in the following discussion.

The two parameters ($\Delta x$ and $\Delta \tau$) can be considered directly for studying the convergence property. They can also be replaced by other two parameters, such as $\Delta x/\Delta \tau$ and $\Delta x$. We prefer the second way because the later is related to the well-known Courant number that has a form of $\Delta \tau = c_1 \Delta x$ ($\Delta \tau = c_1 \Delta x/\sqrt{g \delta}$ in dimensional form) with $c_1$ being a constant, as used by a number of researchers studying waves, for instance, Grilli, Guyenne and Dias (2001) and Yan and Ma (2009).

The case considered here is about the propagation of solitary waves over a beach with a slope of 1:15. The solitary wave is generated by a piston-type wavemaker according to the theory given by Goring (1978), in which the motion of the wavemaker is defined in dimensionless form by

$$x_p(t) = \frac{h}{k} \left[ \tanh \chi(t) + \tanh k \lambda \right],$$

where $h$ is the wave height, $k = \sqrt{3h/4}$, $\chi(t) = k \left[ c \tau - x_p(t) - \lambda \right]$ and the dimensionless celerity $c = \sqrt{(1+h)}$. The experimental data for this case are available in Li and Raichlen (1998). Its experimental set-up is similar to that illustrated in Fig. 7, in which the distance between the wavemaker and the toe of beach is 10 and the height of the solitary wave is $h=0.45$. In order to focus on the overturning and wave breaking process, which takes place over the beach, we assume the instant corresponding to the wave crest being at the toe of the beach to be $\tau=0$ and the position of the toe to be $x=0$ for this case.
Firstly, we look at how the ratio, $\Delta x/\Delta t$, affects numerical results. For this purpose, the representative distance, $\Delta x$, is taken as 0.05, corresponding to $N_c=20$, which yields the total particle number of 5893. The values of $\Delta x/\Delta t$ are chosen as 2.5, 5.0, 7.0 and 9.0, respectively. The solitary wave is generated by the wavemaker, which propagates to the beach and then evolves to overturning and breaking. The part of the process is illustrated in Fig. 8 by snapshots at several instants, which are obtained by using different values for $\Delta x/\Delta t$. For the purpose of comparison and validation, the experimental data from Li and Raichlen (1998) are also plotted in Fig. 8. It can be seen that at about $\tau=9.29$, the wave crest becomes very steep; then at $\tau=9.87$, a plunging jet starts to be formed; and after this, the jet is moving forward and nearly impacts on the other part of the water surface in its front at time $\tau=10.73$. There is no experimental data after this instant. For validation purpose, we only present the results until this instant here.

It can also be seen that the numerical wave profiles generally agree well with the experimental ones except for those corresponding to $\Delta x/\Delta t=2.5$. In addition, the numerical results for $\Delta x/\Delta t=5$ and $\Delta x/\Delta t=7$ are a bit closer to the experimental data than that for $\Delta x/\Delta t=9$. This seems to imply that for a certain value of $\Delta x$, the time step should not be too large or too small. It is easy to understand why the time step should not go beyond the upper limit but the reason why it is also subjected to the lower limit from the point of view of accuracy needs to be further studied. Nevertheless, one should not choose too small time step in practice in order to save computational time if possible and so the lower limit may not be of a huge concern.

It is worth noting that Yan and Ma (2009) and Grilli, Guyenne and Dias (2001) both have concluded that one may take $c_t=0.4$ in $\Delta x = c_t \Delta t$ to simulate 2D overturning solitary waves using fully nonlinear potential theory for the finite element and boundary element simulations, respectively, which corresponds to $\Delta x/\Delta t=2.5$. This investigation seems to suggest that the time step for the MLPG_R method based on the NS equation should be smaller (about half in this case) than that in the methods for potential theory to achieve similar accuracy. The information is useful because it helps researchers to guess the suitable time step a prior from experience in using potential theory.

Secondly, we look at how the results vary by changing the value of $\Delta x$ with $\Delta x/\Delta t=5$. For this purpose, three different values for $\Delta x$ are chosen. They are 0.05, 0.04 and 0.033, respectively. The corresponding numerical results are plotted in Fig. 9 together with the experimental data of Li and Raichlen (1998). This figure indicates that all these results up to $\tau=10.73$ have an acceptable agreement with the experimental one. It also indicates that $\Delta x=0.05$ is sufficient for the results in Fig. 8.
Nevertheless, it does not mean all the values are equally good beyond that instant. In order to show this, some snapshots for later instants are plotted in Fig 10, which illustrates the wave profiles after the jet impacts the front part of the water surface, called as post-breaking stage. As can be observed, another jet is formed and a cavity behind the jet appears after the impact. It is also observed that the profiles for $\Delta x=0.04$ ($N_z=25$) and $\Delta x=0.033$ ($N_z=30$) are quite similar but there is a significant discrepancy between the one for $\Delta x=0.05$ and others. Although the experiential data is not available for the profiles in these instants, one may deduce that $\Delta x=0.05$ may not be sufficiently small to model the post-breaking waves. In other words, more particles are required to model the waves in this stage.

Fig. 10 Wave profiles in the post-breaking stage obtained by using different values of $\Delta x$ at when $\Delta x/\Delta t=5$

5.4 Further validation

To further validate the method, another case is considered, which has been experimentally studied by Yasuda, Mutsuda and Mizutani (1997). The sketch and the coordinate system are illustrated in Fig. 11, in which there are three wave gauges P1, P2 and P3 located at $x=6.45$, 8.11 and 9.74, respectively, to measure the wave elevations at the different positions. The solitary wave height is $h=0.423$. The particle number ($N_z$) along the z-axis is 33 in the part before the step and is 5 over the step, respectively. The total particle number

![Fig. 11 Sketch of the problem about a solitary wave propagating to and over the step](image-url)
used in this case is 14806. The representative distance is chosen as \( \Delta x = 0.03 \). Taking \( \Delta x/\Delta \tau = 5 \), the time step is 0.006.

The solitary wave is generated by the piston-type wavemaker amounted at the left side of tank in the same way above. At earlier stage, the solitary wave propagates towards the step without deformation. When it reaches the step, a part of the wave is reflected and other part of the wave is transmitted to the area over the step. The front of the transmitted wave becomes steep and a jet is formed near its crest. Then the wave overturning and breaking occur. To illustrate the process, four snapshots of solitary wave profiles over the step at different time steps are shown in Fig. 12. One can observe that a plunging jet is formed and almost hits the free surface at \( \tau = 7.81 \). After the jet impacts the free surface, an cavity appears and the second plunging jet is formed at \( \tau = 8.43 \). This process is largely similar to that for the solitary wave propagating over a sloped beach.

The time histories of the wave elevations recorded at the three wave gauges are shown in Fig. 13, together with the corresponding data from Yasuda, Mutsuda and Mizutani (1997). As can be seen from the figure, the wave form recorded at Gauge P1 is still similar to a full solitary wave form, but the maximum wave height is higher than the height at \( x=0 \). At Gauges P2 and P3, the wave elevations grows quickly but the wave height is relatively smaller compared with the height at \( x=0 \). This indicates that the wave has become very steep or broken before the points. As can also be seen, the numerical results are in very good agreement with the experimental data [Yasuda, Mutsuda and Mizutani 1997] at all the gauges. That again shows that the MLPG_R method works well in the cases with violent breaking waves.

6 Conclusions

In this paper, the MLPG_R method is extended to simulate 2D violent breaking waves. Compared with our previous work, the method is improved mainly in two aspects: (1) introducing an extra term in the governing equation for pressure and (2) suggesting a new approach (MPAM) for identifying the free surface particles. Numerical tests on different configurations under different wave conditions show that the improved method can yield satisfactory results for breaking waves, which agree reasonably well with experimental results.
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