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Abstract

This review of eight years of research into digital media addresses the methodological and epistemological issues and tensions arising out of the emergence of new communicative spaces that have expanded the range of actors involved in the construction of the news. Until recently, journalism has developed as a relatively closed professional culture for the production of knowledge, based on a system of editorial control. Yet digital media technologies have disrupted established concepts of communication, prevailing notions of space and time and the distinction between public and private spheres. The research in this portfolio highlights elements of change and continuity in the way journalists think about and engage in their work, through processes of adaptation shaped by cultural, social, economic and technological factors. The work reveals how far participatory media technologies are transforming how journalists and audiences relate to the news in a profession where norms and routines that have remained, until now, decidedly consistent. But it goes beyond a focus on journalists as a distinct group to advance ideas about how the media environment itself is being reconfigured, particularly due to the development of social media. The research presented here on Twitter reveals how news and information have become woven into social awareness streams that represent a constantly updated public account of the experiences, interests and opinions shared by the platform’s users. They are able to reframe or reinterpret messages through networked platforms that extend the dissemination of news through social interaction, infusing hybridity in news production, selection and dissemination.
1. Introduction

This portfolio draws on eight years of research, informed by a grounding in working as a journalist for the BBC for sixteen years. My research and professional work has focused on the convergence of media technologies, industries, content, and audiences, examining the intersection between tradition and change. I came to academia with direct experience of working at the juncture of tradition and change at the BBC, where I balanced established norms and values with new approaches to digital journalism. My scholarly work since 2006 has explored change in journalistic practices, challenges to established professional dynamics, the role of user-generated content and processes of innovation.

A key strand of this portfolio addresses the impact of changing societal information practices on journalism. My research seeks to add to an understanding into how traditional functions of journalism - informing citizens, holding the powerful to account, providing analysis of current events and mobilising public opinion – are being transformed by socio-technical changes in information and communication flows. While journalism studies is largely informed by the standards of research, education and practices set by print journalism, I have sought to advance alternative directions of inquiry, particularly in my more recent work. By investigating the information architecture of digital environments and the increased opportunities for audience involvement, I have sought to contribute to rethinking the way we understand journalism in the contemporary media environment.

The studies included as part of this portfolio present a picture of a profession in transition that has tended to extend existing journalistic culture to digital media rather than rethinking established routines and conventions. My research draws inspiration from Neil Postman’s contention that new technologies alter the way we think (1992). I have sought to advance avenues of thinking that aim to address how journalism functions in a digital environment by contributing to an understanding of how technological change combines with and emerges out of existing norms, routines, relationships and social and material contexts.
The overarching theme of my research is a shift from the “‘we write, you read’ dogma of modern journalism” (Deuze 2003: 220), to the user as a producer of news and the role and identity of journalists in a networked society. Recent years have seen a dramatic change in the relationship between online media and the audience with user-generated content becoming a common feature of news websites. My research has explored how journalists are thinking about, and dealing with, the inclusion of content produced by the public in professionally edited publications. Such work accounts for 40 per cent of the studies included in this portfolio. Participatory media creates a space where even the question of who is a journalist and what is journalism is open to interpretation.

The scholarship on online journalism presented in this portfolio spans what Mitchelstein and Boczkowski describe as “the intersection of tradition and change,” (2009: 563). Initially, the focus of my research was on professional journalists, largely drawing on existing theoretical lenses. They provide insights into journalists’ perceptions of the changes in newsroom culture due to the influences on journalism norms and practices stemming from participatory and social media, and their own understanding of the profession. The scope of my research has recently expanded to consider journalism as a set of practices involving a multiplicity of actors, with journalists as just one of the voices. Digital communications technologies, such as social media, have blurred the definitions of who is a journalist and even what is viewed as journalism (Zelizer, 2004).

Rather than being caught up in a debate on who is a journalist, my research has examined how the object of journalism itself has changed. Such work is in line with Napoli’s (2011) suggestion that researchers across disciplines need to consider not only the newness of innovations but also their impacts on the ways people communicate and engage with one another. This framework provides a method to understand changes in journalism, acknowledging that the media have been in a state of continual technological, cultural, and institutional change, from print to radio to television to the internet.

My research on social media falls within what Steensen and Ahva have called a “fourth wave” of research on digital journalism that “theorises the field beyond the
traditional institutions and understandings of journalism,” (2014: 1). Through my work, I have sought to bring in a wider range of theoretical perspectives, since, as Steensen and Ahva point out, “digitisation has brought a need to reassess the theories with which we make sense of journalism,” (2014: 1). Through the work included in this portfolio, I have sought to contribute to a theoretical renewal in journalism studies at a time of “mind-blowing uncertainty in the evolution of journalism,” (Domingo, Masip and Costera Meijer, 2014: 4).
2. Locating the portfolio in the literature

My research belongs within the body of work on the interplay between journalism as a professional ideology, new media technologies, and the public. The increased ability of publics to take part in the observation, selection, filtering, distribution and interpretation of events, facilitated by digital technologies, has contributed to the emergence of participatory journalism as a scholarly object of research (Merel et al., 2013). Definitions of participatory journalism tend to be based on a normative assumption that individuals will do more than simply read the news. Terms such as participatory journalism, citizen journalism and user-generated content are often used interchangeably to refer to the greater role of the public in producing media that would formerly have been the domain of professional journalists.

My research in this area has drawn on various theoretical frameworks to reflect on the significance and impact of the ability of individuals to “participate in modifying the form and content of a mediated environment in real time”, (Steuer, 1991: 84), and more specifically relating to news and journalism, “the degree to which journalists technologically empower consumers over content,” (Massey and Levy, 1999: 140). A consistent thread in my research is the sociology of journalism, with a focus on journalism as a professional ideology.

2.1 Perspectives on the sociology of journalism

Sociological research into news production focuses on how historical, social, cultural, political and economic factors affect journalism and the production of news. Modern journalism is closely linked to the socio-historical rise and dominance in the late 19th and 20th century of mass media in the Anglo-American societies that contributed to journalism as a discursive field with its own principles, traditions and norms (Chalaby, 1998). Half of the work in this portfolio focuses specifically on the sociology of news production, investigating the practices and values of journalists (Schudson, 2003). Methodologically, my studies follow in the footsteps of the sociological newsroom studies of the 1970s (see, for example, Hermida and Thurman, 2008; Hermida, 2011). They focus on the production side of journalism, examining how journalists approach
citizen participation, based on in-depth interviews with journalists and editors, and analyses of the participatory functionality of news websites.

Research into the routines of news production has been a consistent thread in journalism studies from the 1950s onwards in the work of White (1950), Galtung and Ruge (1965), Tuchman (1978) and Gans (1978). Online news production has become a distinct focus for scholars, with studies suggesting that digital journalism has been developing its own routines, norms and practices (see, for example, Domingo and Paterson, 2008). Such work considers how the routines and values of journalism that were relatively consistent for almost a century are being challenged by changes in working practices, communication technologies, business models and the relationship with audiences.

Much of the research into how new media is shaping practices and values considers journalism as a professional occupation. A scholarly focus on journalism as a profession raises its own questions. Journalism studies has contributed to professionalised journalism by researching journalists as a distinct occupational field (Zelizer, 2009). Solely framing journalism as a profession is problematic. In his study of professions, Abbott (1988) argues that professions are distinct in that they are thought to possess and display abstract knowledge. Only individuals that acquire this abstract knowledge through formal training and system of licensure are considered members of a profession. In journalism, though, the knowledge can be considered as less abstract and more based on what reporters and editors do to maintain their special position. Professional jurisdiction comes from the daily routines that display and cement abstract knowledge. Journalistic authority is discursively constructed by what journalists do and how they do it, rather than simply by what they know. Journalists establish occupational boundaries by how they parse and produce knowledge, rather than depending on specialist knowledge as a professional barrier to entry (Zelizer, 1992).

In my work, I approach journalism as a profession constructed through the shared norms, values and practices that serve to distinguish it from other forms of public communication. Taking the lead from Deuze (2005), I consider how these form a
system of beliefs that are characteristic of a particular group. While there are no “universal occupational standards” (Weaver, 1998: 468), there is what Deuze describes as “a dominant occupational ideology of journalism on which most newsworkers base their professional perceptions and praxis.” (2005: 445).

My work considers how this occupational ideology is applied and reinterpreted in the challenge from new media. For example, in Hermida, Lewis and Zamith (2014), I investigate how journalism’s claim to represent reality and establish professional jurisdiction over the news is strained in a digital environment where new actors can take on some of the roles and responsibilities of journalists. The case study points to the innovative forms of production that can emerge with new communication technologies, offering fresh insights into the process through a member of the professional news media negotiating information gathering and dissemination in a social media environment.

2.2 From gatekeeping to gatewatching

New media technologies contest one of the most fundamental notions of journalism: the journalist as the gatekeeper who determines what is news, how it is presented and disseminated (Singer, 1998). Professional routines and conventions are the means to enforce and maintain a gatekeeping role. Yet as Schudson and Anderson note, “in an era of cellphone, camera phone and blog, jurisdictional questions will be legion” (2009: 98), pointing out, for example, how bloggers who were once viewed as trespassers by professional journalists now receive press credentials. In my research, I use the term participatory journalism to describe the broad and diverse processes through which individuals both inside and outside the newsroom are involved in the gathering, production and distribution of news and information (Singer et al., 2011).

Deuze’s call for research that considers new media as one of the “forces of change when seen through the lens of journalists’ perceptions of themselves,” (2005: 458) has been a guiding principle. I have applied the gatekeeping metaphor (White, 1950) in the context of participatory forms of news to examine how journalists try to “guard open gates” (Hermida and Thurman, 2008; Hermida, 2011). Such research contributes
to an understanding of how journalists are responding to socio-technical changes that enable consumers to become producers of news. My research into processes of gatekeeping has been guided by the levels of analysis proposed by Shoemaker and Vos (2009): individual (e.g. personal background), routines (e.g., work patterns), organisational (e.g., media ownership), social institutional (e.g., extra-organisational forces such as public relations), and social system (e.g., ideology). The studies on the former NPR social media strategist Andy Carvin specifically addresses the suggestion by Shoemaker and Vos for a greater focus on the agency of individual gatekeepers, given that “the sociological turn in gatekeeping studies has left Mr. Gates as a minor character in the selection of news” (2009: 34). The two papers on Carvin (Hermida, Lewis and Zamith, 2014; Lewis, Zamith and Hermida, 2013) build on the framework proposed by Shoemaker and Vos to investigate individual agency in the context of the broader social institutional level of influence of other actors, including the impact of information from the public.

The Carvin research, and the three works on social media, and Twitter specifically, are located within the shift from gatekeeping to gatewatching, defined by Bruns as “the observation of the output gates of news publications and other sources, in order to identify important material as it becomes available,” (2005: 17). My work builds on Bruns’ work to advance the notion of ambient journalism (Hermida, 2010). Drawing on the literature in computer science, I suggest “broad, asynchronous, lightweight and always-on communication systems such as Twitter are enabling citizens to maintain a mental model of news and events around them.” (Hermida: 5). I argue that news and information has become, literally, ambient and is being produced by professionals and citizens alike, facilitated by networked and distributed technologies.

The gatewatching duties assumed by individuals include sending a message about a breaking news event, alerting their social circles to an item in the mainstream media or curating the flow of information in real time. Users become part of the flow of news, reframing or reinterpreting a message through networked platforms that extend the dissemination of news through social interaction, introducing hybridity in news production and news values (Chadwick, 2011; Papacharissi & de Fatima Oliveira, 2012). My research provides insights into the impact of open, networked platforms
such as Twitter on journalism, pointing to how core journalistic norms of gatekeeping and framing are being reshaped from outside the field (Hermida, 2013).

Such work addresses the study of participatory journalism from the perspective of the public, considering how actors outside of the formal structures of journalism are reshaping journalism practices and influencing what is defined as journalism (Lotan et al., 2011; Meraz and Papacharissi, 2013). It addresses the call by Borger et al. (2013) to put the audience in a more central position in studies of participatory journalism, shifting away from the dominant focus on newsroom processes. They urge scholars to move towards “the motives, expectations and conditions on the part of the audience”, (2013: 130).

My paper Share, Like, Recommend involved a survey of 1,600 people in Canada to provide insights into online news habits (Hermida et al., 2012). In line with previous audience research carried out in the U.S. (Purcell et al., 2010; Olmstead et al., 2011), the research showed how social media are becoming one of the mediums for sharing and recommending news as users appropriate computer-mediated technologies for their own purposes. The study forms part of scholarly work that investigates how networked publics are reframing the news and shaping news flows. With the emergence of the recommendation of news as a form of cultural currency on social networks, Olmstead et al. suggest that “understanding not only what content users will want to consume but also what content they are likely to pass along may be a key to how stories are put together and even what stories get covered in the first place,” (2011, p. 1).

2.3 Processes of innovation

In line with much of the research on online journalism, my work has sought to provide insights into the causes, dynamics and effects of innovation processes in the newsroom. While acknowledging the influence of technology on journalism, I have set aside deterministic explanations in favour of a more nuanced approach, following Boczkowski’s (2004) insights that technological change in newsrooms emerges out of existing norms, routines, relationships and social and material contexts. Technology
does not in itself shape journalism, but rather is itself shaped by the way it is adopted, adapted and altered in specific and diverse news contexts (Deuze, 2007).

My studies into blogging at the BBC (Hermida, 2009; Hermida, 2010) highlight the importance of organisational and institutional contexts in shaping processes of technological adoption and adaption. The BBC was chosen as a case study as it presents a distinctive journalistic setting to investigate innovations in online journalism. Its long-standing editorial values of accuracy, impartiality and fairness would seem to be at odds with notions of blogs as immediate, unmediated and inherently subjective (Allan, 2006; Wendland, 2003). The BBC research reveals an uneven process of technological adoption, with blogging coming out of existing social, organisational and material contexts, adding to the research on blogs and journalism (Robinson, 2006; Singer, 2005). By approaching newsroom technological change through an understanding of the adoption process in specific local contexts, my work advances knowledge in how digital media both constitute and are constituted by practice and innovation.

2.4 Towards theoretical renewal

In their overview of research on online news production since 2000, Mitchelstein and Boczkowski (2009) identified five broad themes. The work presented in this portfolio addressed four of these themes; the adoption and impact of innovations; changing newsroom practices; professional and occupational issues; and the public as content producers. My research straddles the tension between tradition and change identified by Mitchelstein and Boczkowski, with my earlier work applying existing lenses to investigate online news production. I am conscious that consistent with much of the research on journalism, my early research drew heavily on “standards of research, education, routines, rituals, and practices set by print journalism”, (Deuze, 2008). For example, by applying gatekeeping theory that maintains a clear separation between the production and consumption of news (Hermida and Thurman 2008; Hermida, 2009; Hermida, 2011).

In my later research, I have taken heed of the critique by Mitchelstein and
Boczkowski that scholarship about online journalism “still relies primarily on traditional conceptual lenses to make sense of emergent phenomena, but shows potential for theoretical renewal,” (2009: 563). Instead, I have sought to follow their exhortation that “the evolution of online news scholarship will gain much by choosing trends that lead to rethinking major building blocks in the understanding of journalism and its role in society,” (2009: 578). In Twittering the News (Hermida, 2010), I framed the use of networked technologies such as Twitter as ambient journalism, providing a new conceptual lens to analyse the flow of news and information in hybrid media spaces.

In later work, I have drawn on the theoretical framework of new literacies to contextualise the evolution of journalism into a tentative and iterative process where contested accounts are examined and evaluated in public in real-time (Hermida, 2012; Hermida, Lewis and Zamith, 2014). In my research synthesis on the literature on Twitter and the news, I highlighted scholarship from other academic fields to note the potential for novel approaches and new directions for research to take account of new paradigms of journalism that deviate from classic narrative structures and break with established norms. The work presented in this portfolio, I suggest, is particularly relevant given that “the phenomenon of online news production and the study of it are at a kind of liminal moment between tradition and change,” (Mitchelstein and Boczkowski, 2009: 563).
3. Evaluation of methods

3.1 General approach

The work presented in this portfolio investigates how journalists in Western liberal democracies have been melding established models of the collection, production and distribution of news with emerging digital communication technologies. The research is part of an increasing number of studies that consider journalists’ attitudes and understanding of change and continuity in professional norms, values and practices (for example: Boczkowski, 2004; Deuze, 2003, Fortunati et al., 2009, Robinson, 2007; Ryfe, 2009; Singer, 2004). At the time of the first work included here (Hermida (date), research into digital journalism was at an early stage, with much of it focused on the U.S. news industry. Research on the causes, dynamics, and consequences of online journalism in the U.K. was particularly underdeveloped. Yet, as Dahlgren indicated early on, “the advent of cyberspace will inevitably impact on the factors which shape how journalism gets done - and may well even colour how we define what journalism is,” (1996: 60).

Given this context, the studies presented here are mostly based on interpretative research that sought to understand phenomena based on the meanings participants assign to them. For Orlikowski and Baroudi, “interpretative studies assume that people create and associate their own subjective and intersubjective meanings as they interact with the world around them,” (1991: 24). The studies take as their starting point the position that social reality is shaped by individual actors and social contexts and is therefore best studied by seeking to reconcile the subjective perspectives of the various actors (Walsham, 1993).

Interpretative research is not exclusively done through qualitative methods. But such methods do lend themselves to such research as “qualitative researchers study things in their natural settings, attempting to make sense of, or to interpret, phenomena in terms of the meanings people bring to them,” (Denzin and Lincoln, 2005: 3). By approaching newsroom cultural and technological change through an understanding of the adoption process in specific local contexts, scholars can discern how digital
media both constitute and are constituted by practice and innovation. Thus interpretative research is suited to study journalists as a distinct set of actors and journalism as a set of norms and practices socially constructed through factors such as shared language, consciousness and meanings. It focuses on participants’ perspectives on organisational and institutional contexts, mindful that an individual’s ability to change social circumstances is constrained by structural social, political or cultural elements.

For most of the studies submitted, the unit of analysis was the individual. Such an approach was the most suited to studying the characteristics of journalists working within news organisations and their attitudes to changes in media, technology and society. However, the resulting data was contextualised to understand the characteristics of professional journalists as a group, given that journalism professionals tend to have a common set of norms and values (Singer et al., 2011; Weaver, 1998). Such an approach enables a researcher to identify and document how participants assign meaning through an interpretation of their views, values, and thoughts about the phenomena under investigation, in order “to document and interpret as fully as possible the totality of whatever is being studied in particular contexts from the people's viewpoint or frame of reference,” (Leininger, 1985: 5).

The interpretative research framework meant that most of the studies included in this portfolio employed a theoretical sampling strategy. Cases or participants were selected based on considerations such as how they related to the phenomenon being studied or whether they displayed characteristics that meant they were particularly suited for the research.

The studies here mostly take an inductive and mixed-methods approach to investigate changes in newsroom cultures and journalism practices as the internet became institutionalised as an alternative for the gathering, production and consumption of news. An inductive approach offers a general framework in order to infer theoretical concepts and patterns from emerging and evolving practices of continuity and change in digital journalism. Inductive methods are more suitable when theories or explanations for behaviours are underdeveloped, whereas deductive methods are valuable when there are competing theories and researchers seek to test concepts and patterns.
The inductive methods were guided by thematic analyses that centred on the tensions between tradition and change in journalism, covering professional identity, journalistic practices, processes of innovation and user-generated content. A thematic approach is valuable in discerning commonalities in the adoption of digital technologies in journalism and offering more generalisable conclusions. Thematic analysis was central in most of the papers included here. Thematic analysis allows for “identifying, analysing and reporting patterns (themes) within data. It minimally organises and describes your data set in (rich) detail. However, frequently it goes further than this, and interprets various aspects of the research topic,” (Braun and Clarke 2006: 79).

I adopted a case study approach to investigate emerging trends in digital news production within specific contexts. The method was adopted to further “an empirical inquiry that investigates a contemporary phenomenon within its real-life context; when the boundaries between phenomenon and context are not clearly evident; and in which multiple sources of evidence are used,” (Yin, 1984, p. 23). The two studies on blogging at the BBC, for example, sought to highlight how multiple themes, namely professional identity, journalistic practices and processes of innovation, influence outcomes within the context of a public service broadcaster. The findings are specific to the BBC but are also relevant to studies of the adoption of new technologies within news organisations with a strong institutional identity.

Similarly a case study approach was adopted for the Carvin study – an in-depth investigation of patterns of behaviour by a specific individual over a particular period of time and related to specific events. Such an approach was used in order to investigate the dynamics of information sourcing and sharing in the context of accelerated temporal patterns of content production and discover behaviours not known in advance. The specific nature and context of Carvin’s work need to be contextualised and results nuanced. While the findings may not be readily generalisable to other studies, the case study approach allowed for an exploratory study that other can build on.
<table>
<thead>
<tr>
<th>Paper</th>
<th>Semi-structured research interviews</th>
<th>Content analysis</th>
<th>Quantitative internet audience measurement</th>
<th>Research synthesis</th>
</tr>
</thead>
<tbody>
<tr>
<td>A Clash of Cultures</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>The Blogging BBC</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Let’s Talk</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Twittering the News</td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Mechanisms of Participation</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Share, Like, Recommend Tweets and Truth</td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>#Journalism Content Analysis in an Era of Big Data</td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Sourcing the Arab Spring</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Major methods used in papers submitted for PhD by prior publication

The range of studies presented here reflects the complexity of researching an emerging and evolving field and therefore necessitated an application of multiple methods. The most commonly used methods were semi-structured interviews and content analysis (see Table 1). Four of the studies used mixed methods, while two focused solely on content analysis. While research based on quantitative online audience measurement informed most of the work, it was only used for one paper. Research synthesis was the primary method in three papers that drew from studies in a wide range of disciplines in order to generate new concepts and understandings about journalism in a digital environment.

### 3.2 Semi-structured research interviews

Semi-structured research interviews were used in four of the ten studies included in this portfolio. The interviews were not designed to test any specific notions but to examine the motivations and attitudes of a group of professionals who occupy particular positions in a social system. For these studies, the professionals were
journalists working in news organisations. Semi-structured interviews offer a means
to gain a thorough understanding of the personal opinions and attitudes of
professionals in a field. Structured interviews were considered too rigid while
unstructured interviews may have produced too diverse results of limited value. The
semi-structured interviews were not intended to test any specific assumptions but to
examine the attitudes of professional journalists to changes in the media environment,
with the use of prompts and follow-up questions. Interviews were structured around a
common set of questions and a shared framework based on previous research into
user input into the news production process (Thurman, 2008; Domingo et al., 2008).

The qualitative interview as a methodology allows for insights into the subjects’
individualistic perceptions and belief systems. Such an approach allows researchers to
use “one of the most powerful methods” in qualitative research to “step into the mind
of another person, see and experience the world as they do themselves,” (McCracken,
1988: 9). The qualitative interview is well suited to investigate sub-cultures within
professional groups such as journalists, as it explores “areas of broad cultural
consensus and people’s more personal, private and special understandings.” (Arksey
and Knight, 1999: 4).

The participants for the qualitative interviews were chosen for their particular position
in the social system in question (Lindlof, 1995). Through purposive sampling, the
studies focused on journalists involved in making decisions about digital news
operations to explore the “unusual contexts” and “new contexts with clear, familiar
features,” (Arksey and Knight, 1999: 4). For the Clash of Cultures paper (2008), the
eleven participants were member of an elite group of senior editors and managers at
the most popular newspaper websites in the United Kingdom. In the papers on the
blogs at the BBC (2009; 2010), the participants were selected for their connection to
their development of blogging at the corporation. The Mechanisms of Participation
chapter (2011) was part of a transnational project involving eight researchers and a
total of sixty-seven interviewees. They were drawn from executives in charge or
newsroom strategy, senior editors and journalists engaged with online participation at
leading national newspapers and their affiliated websites in ten Western democracies:
Belgium, Canada, Croatia, Finland, France, Germany, Israel, Spain, the United
Kingdom and the United States. I led the Canadian part of the research, which included six journalists.

For both of these studies on participatory journalism – Clash of Cultures and Mechanisms of Participation - the number of participants surpassed McCracken’s suggestion that “for many research projects, eight respondents will be perfectly sufficient” (1998: 17). For the other two studies of blogs at the BBC, the six interviews were supplemented by a textual analysis of documents (twenty-two in total) to identify key themes and ideas related to a set of core issues of interest to the development of blogs at the BBC, including official texts, internal BBC documents and contemporary accounts by editors and journalists.

The use of qualitative, semi-structured interviews was appropriate as it can provide insights into a select group of individuals chosen for their involvement with particular decisions in the newsroom, rather than intended to represent the general population of journalists. In line with much online journalism research, this part of my research focused on professionals who are using emerging communication technologies and may be considered to be at the vanguard of digital journalism (see, for example Artwick, 2013; Hermida, Lewis and Zamith, 2014; Lasorsa, Lewis and Holton 2011). Subjective perspectives can provide insights into the sub-culture of journalists as “we share similar (but not identical) understanding of things that are common experiences and subject to society-wide implications,” (Arksey and Knight, 1999: 3). The results are broadly indicative of professionals in similar roles in other countries given the high degree of homogeneity among journalists (Weaver, 1988). In the context of audience participation in the news, there tends to be a high degree of homogeneity among how journalists view their relationship to the audience. Indeed, in my co-authored book, Participatory Journalism (Singer et al., 2011), we found broadly consistent views of what journalism is and how it should be practiced across the publications in our study, indicating that journalists share a governing occupational ideology regardless of nationality or the nature of the newspaper for which they work.
3.2.1 Anonymity

The research in this portfolio was conducted in an ethical manner. Participation in research involving human subjects was based on informed consent. In line with established research ethics, human participants were informed fully about the aims, methods and uses of the research. Anonymity was provided in one of the four research projects that employed semi-structured interviews – the study of participatory journalism in ten Western liberal democracies. The purpose of the study was to incorporate the perspectives from journalists in different countries that broadly shared a political ideology, though the focus was on professional, rather than national, culture. As such, it was not deemed necessary to identify individual participants.

The respondents were identified in the other three studies – A Clash of Cultures, The Blogging BBC, and Let’s Talk). The participants understood that it would not be possible to conceal identities. The research involved qualitative interviews with professionals who are being interviewed for their expertise in relation to the field of journalism and would generally be considered a very low vulnerability group. As news executives, editors and journalists working in the public sphere, the probability and magnitude of possible harms implied by participation in the research is no greater than those encountered by respondents in those aspects of their everyday life that relate to the research. Specific comments about decisions and actions would have made it difficult to maintain anonymity.

3.2.2 Data collection, storage and transcription

The interviews were recorded digitally for quality concerns and stored using standard audio file formats on a password-protected hard drive. The interviews were transcribed by myself, co-authors or research assistants to produce a textual record for analysis. If an interview was conducted in a different language, all relevant information was translated into English. For the Mechanisms of Participation study, the eight researchers created and shared a document that highlighted the interview data relevant to themes of interest. The transcriptions provided a verbatim record of the interviews. There was minimum amount of fine-tuning of spoken quotes in order
to “minimize any distortion of meaning”, (King and Horrocks, 2010: 149). Prior to data collection, informed consent and confidentiality issues were addressed.

3.2.3 Coding and analysis

The data yielded by the interviews was analysed and interpreted using grounded theory, developed by Glaser and Strauss (1967), as a systematic technique. The purpose was to use grounded theory techniques to generate concepts. Such an approach was used for the chapter Mechanisms of Participation from the book Participatory Journalism: Guarding Open Gates at Online Newspaper (Singer et al., 2011). For the project, the team of researchers interviewed sixty-seven editors and journalists at more than two dozen leading newspaper websites. A common list of questions was used, with researchers following up on specific areas of relevance. The interviews were recorded and later transcribed. A textual analysis of the transcriptions was conducted to identify key themes and ideas related to a set of core issues of interest to the researchers. These included the role of users in journalism, rationales for opening up areas of the website to user input and overall perceptions of the role of the journalist.

This trans-national project used thirty-four pre-defined codes rather than ad-hoc codes to address the complexities of working with coders in different countries and reduce inconsistencies in the coding of the material. The pre-defined codes identified major content categories and subsequent sub-categories of interest to the researchers, including channels available for user participation, newsroom practices for interactions with audience members and strategies for managing and making use of user contributions. The codes were based on a preliminary analysis of the material, the theoretical assumptions of the study and previous work by the team of researchers (Domingo et al., 2008). A pre-defined code of “other” was included for instances when a text portion did not fit within a specialised sub-category. The coding allowed for a broad range of issues to emerge, with those included in Mechanisms of Participation given in table 2.
Table 2. Issues identified from interviews

<table>
<thead>
<tr>
<th>Issues from semi-structured interviews</th>
</tr>
</thead>
<tbody>
<tr>
<td>1) The audience as sources for news tips</td>
</tr>
<tr>
<td>2) Users as eyewitnesses</td>
</tr>
<tr>
<td>3) Public participation kept at arm’s length</td>
</tr>
<tr>
<td>4) Users as commentators on the news</td>
</tr>
<tr>
<td>5) Expectation of ‘trivial’ user submissions</td>
</tr>
</tbody>
</table>

Each member of the research team coded a national set of interviews and then shared the relevant material. The results were organised into broad themes that formed the basis of the book Participatory Journalism: Guarding Open Gates at Online Newspaper. The chapter Mechanisms of Participation focused on the structures for audience participation. Other themes for subsequent chapters included journalists’ relationship with users, legal and ethical considerations, and economic motivations. The final chapter of the book, Fluid Spaces, Fluid Journalism authored by myself, highlighted key trends and common approaches identified in the international comparative study.

3.3 Content analysis

Content analysis was used in six of the studies presented in this portfolio. The method was chosen to identify the concepts and themes relevant to the study of online journalism. It follows Berelson’s classical definition of content analysis as “a research technique for the objective, systematic, and quantitative description of the manifest content of communication”, (1952: 18). Although there have been other alternative definitions, most scholars agree that content analyses should be objective and systematic, following explicitly formulated rules and procedures (Holsti, 1969).

Several of the studies here are based on a content analysis of web content. The use of content analysis for online materials introduces a number of challenges to traditional conceptualisations of content analysis. Among the issues identified are difficulties in obtaining a representative sample due to the size of the web; the definition of the unit
of analysis; and ensuring coders access the same content for purposes of reliability (McMillan, 2000; Weare and Lin, 2000). Some of these challenges can be mitigated by adapting traditional approaches of content analysis, such as using software to capture snapshots of websites or lists to generate sampling frames.

The issue of stability and reproducibility was addressed in two studies (Hermida and Thurman, 2008; Hermida, 2011) on the mechanisms for user participation in professional news websites by selecting a specific timeframe for the analysis. Such an approach enabled the researchers to provide insights into the state of tools for user participation as well as providing the basis for longitudinal studies. The categories for coding and recording built on previous work (Domingo et al., 2008; Thurman, 2008) and, based on a preliminary analysis of the websites, adapted to take account of new emergent categories. The content analyses of the online mechanisms for user participation were not subjected to formal reliability testing. The content analyses were not aiming to determine the existence and frequency of concepts in a text that may be open to subjective interpretation by coders. Instead the aim was to measure in a consistent manner certain forms of web functionality over a set time period, given that the unit of measure was malleable and subject to change over time (Karpf, 2012). Setting out to measure pre-defined forms of functionality, rather than concepts, produced reliable results, consistent with other studies (Domingo et al., 2008; Thurman, 2008).

Formal reliability testing was a key part of the Sourcing the Arab Spring paper. The data for this study came from a dataset supplied by Andy Carvin, who had obtained it from Twitter. For the study, tweets appearing during key periods in January and February 2011 were subsequently identified. The unit of analysis was the actor type. To create a comparable and sufficiently large, yet manageable, sample, all profiles that accounted for 0.09% or more of the retweeted sources or 0.25% or more of the non-retweeted sources were coded. This yielded 330 unique sources, with 190 sources appearing in the Egypt sample, 172 in the Tunisia sample, and 32 sources overlapping both samples. A total of eight Twitter profiles could not be obtained since they had been either deleted or protected from public view, resulting in a final sample of 322 sources: 185 for Egypt and 168 for Tunisia, with 31 sources overlapping.
The source type classifications were adapted from Lotan et al. (2011). Two independent coders, who were blind to the research questions, were trained to assess the source type variable, with the coding later examined by the researchers. To assess intercoder reliability, the independent coders double-coded 46 randomly selected sources (14.3% of the sample) from the dataset but outside of the sample. To determine reliability, the researchers used Scott’s Pi (Scott, 1955). The coefficient for the source type variable was .72, exceeding the minimum bound of .70 suggested by Riffe, Lacy, and Fico (2005), resulting in reliable and valid results.

3.4 Quantitative internet audience measurement

Survey research was the main method used in one of the studies, Share, Like, Recommend (Hermida et al., 2012). It provided data on the impact of social networked tools and services on news habits in Canada. Much of the research into the impact of social media on news flows and media consumption has focused on how mainstream media are responding to changes in technology, consumer preferences, and cultural habits (Hermida and Thurman, 2008; Newman, 2009; Singer et al., 2011). At the time of the study, quantitative survey research on the impact of new technologies on news habits had been primarily limited to the U.S. (for example, Smith and Rainie, 2010).

The study used a standardised questionnaire to collect data about subjects’ behaviours, attitudes and preferences. A questionnaire survey was selected for this research for a number of reasons. The unit of analysis was the Canadian internet user. A survey presented an ideal format to collect data from a large and dispersed population. It contained mostly structured questions using a Likert scale to which respondents could indicate the extent of agreement or disagreement. The use of a Likert scale allowed the researchers to obtain more detailed responses and greater granularity than using solely binary questions. The questionnaire was derived from previous studies by the researchers, similar studies by Pew Research in the U.S. and earlier studies by the polling firm Angus Reid Public Opinion.

In order to ensure a representative online sample, the researchers commissioned Angus Reid Public Opinion to conduct the survey. The commission followed a
request for proposals. The researchers worked with Angus Reid on questionnaire design as the company had the most experience in online polling, given that it was the first major polling company to focus solely on online surveys. Respondents were recruited from the Angus Reid Forum, Canada’s premier national access panel of online respondents. The online survey was conducted from August 26 to August 30, 2010, among 1,682 randomly selected Canadian adults, including 400 Francophones. The survey sample included 1,059 internet users who visited social networking sites at least once a month (63 per cent). The survey was self-administered so that respondents could complete it at their own convenience. Online was selected as the means of participation as our intended sample group was Canadians who have internet access. Such an approach can result in selection bias as it may exclude low-income groups, ethnic minorities or seniors.

The margin of error - which measures sampling variability - was +/- 2.5%, 19 times out of 20. The results were statistically weighted according to the most current Statistics Canada data on age, gender, region, and education to ensure a representative sample. All results reported in the paper are statistically significant, based on two-sided tests with significance level 0.05. Tests were adjusted for all pairwise comparisons within a row of each innermost sub-table using the Bonferroni correction. If the cell counts of some categories were not integers, they were rounded to the nearest integers before performing column proportions tests.

The study was one part of a larger project on the impact of the internet and associated technologies on Canadian news habits. Overall the research pointed to shifts in online news behaviour, with Canadians mixing and matching different forms of media, trust remaining high in traditional media and a growing role for social media as a discovery mechanism. Four reports were produced by the researchers, each written by one of the four members of the team. I wrote the report on social media, which was featured in publications included in Canadian dailies The Vancouver Sun (Shaw, 2011) and The London Free Press (Dubinski, 2011) as well as on Nieman Journalism Lab in the U.S. (Coddington, 2011) and ABC (Oriheula, 2011) in Spain. The four reports received a total of 82 mentions in the media in Canada and internationally.
3.5 Research synthesis

Three of the studies in this portfolio - Twittering the News, 2008; Tweets and Truth, 2012; #Journalism, 2013 – are based on synthesis and analysis of existing research to advance the understanding of the relationship between new communication technologies and journalism. Twittering the News, Tweets and Truth, and #Journalism are part of the burgeoning scholarship of social media in general, and Twitter in particular. The studies consider Twitter as far more than a technological artefact, and instead address its role as an agent of digital and social change by drawing from a broad range of literature.

Twittering the News brings in research from the field of human-computer interaction, and more specifically from the area of computer-supported cooperative work to reframe notions of Twitter and journalism. Tweets and Truth builds on this approach to examine studies of verification journalism in the context of the literature on new literacies. #Journalism brings together material from the two earlier studies to presents a “state of play” focused on key concerns within the field such as the implications of developments in social media, reflecting on key research themes and concerns within the existing scholarly literature but also signalling future possible directions for study.

While the research for these studies focused on academic papers, it also included working papers, trade publications and industry reports, whether in print or online. The use of multiple sources is recommended as it enables “the reviewer to get more out of the data, thereby (potentially) generating more meaning and, in turn, enhancing the quality of syntheses,” (Onwuegbuzie et al., 2012: 8, emphasis in original). All three studies were between-study literature analyses (Onwuegbuzie et al., 2010), given the number of works from multiple disciplines included. The consequences of digitalisation on journalistic practices, cultures and institutions have tended to be studied through the lens of established theories of journalism. The three studies on Twitter take an interdisciplinary approach to go beyond prevailing theories of the discipline in order to better understand journalism’s changing role in a digital age. They go beyond simply summarising previous work without analysis or interpretation,
to avoid turning into a research synthesis that is “mere disjointed summaries of a haphazard collection of literature” (Boote and Beile, 2005: 9).

#Journalism was a detailed examination and assessment of the research on journalism and Twitter in line with Machi and McEvoy’s definition of a research synthesis as “a written document that presents a logically argued case founded on a comprehensive understanding of the current state of knowledge about a topic of study,” (2009, 4). The study drew from the fields of journalism studies, communications, sociology, computer science and informatics in order to accomplish as comprehensive a review as possible. In the context of the study, comprehensiveness means that researchers seek a complete picture of “what has been conducted before, the inferences that have emerged, the inter-relationships of these inferences, the validity of these inferences, the theoretical and practical implications stemming from these inferences, and the important gaps in the literature,” (Onwuegbuzie et al., 2010, p. 179).

For #Journalism, the literature review was based on my previous work in this area as well as further work to identity relevant studies. A total of eighty-nine papers were identified in EBSCO using the keywords Twitter and Journalism together, as well as Twitter on its own. The papers were reviewed and the number reduced to the sixty-eight studies or working papers cited. Studies were eliminated if they were not directly relevant to journalism, such as papers that focused on the role of Twitter in public relations, health or religion. The material was then examined to identify the strengths and weaknesses of research approaches in order to develop new ways to investigate. My approach incorporated both analysis and interpretation of the literature, as recommended by Combs et al., (2010). Themes were identified in the literature, following Schwandt’s advice to break down the research into its components and then, “through assembly of the parts, one comes to understand the integrity of the whole,” (2007, 6). Various approaches were adopted to represent and assess the “state of play” of research on Twitter and journalism. Specifically, the corroboration of information from different sources; the enhancement of information from one source with information from another; the use of information from one source to inform data from another; and the expanding the range of information by using different sources, (Greene, Caracelli and Graham, 1989).
The value of research synthesis is in producing benchmark studies that highlight important themes for future work, above all in new and emerging areas of study. #Journalism in particular sought to serve as both as a summary and an agenda for scholarly research. The importance of the themes identified in the research syntheses is reflected by the number of academic citations since publication of the three studies. Twittering the News has received 277 citations since 2010, Tweets and Truth has fifty citations since 2012 and #Journalism has had nineteen since publication in 2013 (see note).

3.6 Adapting methods during research

Researchers working at a high level of academic inquiry are expected to be able to amend research design when faced with unexpected issues. This section presents an example of the development of new methods to take account of massive data sets that challenge traditional, human-driven approaches to research. Big Data offers a “siren-song of abundant data” (Karpf, 2012; 10) for researchers, while at the same time, “the glittering promise of online data abundance too often proves to be fool’s gold” (Karpf, 2012; 14). For the study on Andy Carvin, the researchers were faced with conducting a content analysis of a large cache of Twitter data. In order to extract meaning, the team developed computational and manual techniques to preserve the strengths of traditional content analysis, with its contextual sensitivity, while maximising the large-scale capacity of Big Data and the algorithmic accuracy of computational methods.

Andy Carvin obtained directly from Twitter a file containing all of his more than 60,000 tweets from December 2010 to September 2011. While obtaining data directly from the object of study may raise questions, the file provided was far more complete than the data scraped by the researchers. The original data set was a 199-megabyte, tab-delimited text file, containing eleven unique identifiers from Twitter’s database. A software script developed by one of the researchers was used to clean up and parse the data into the key variables of interest. Once the time periods of interest were identified, the statistical package SPSS was used to pinpoint the unique sources and the proportion of the overall sources that they represented within the respective
While the process could have been performed by humans, it would have taken longer and may have been marred by mistakes.

Given that online texts are subject to change, a simple script was created to download the Twitter profile of each of the unique sources and store them as separate files. This procedure allowed us to archive static copies of the profile pages, thereby ensuring that coders would be examining the exact same content. The electronic coding interface developed by one of the researchers showed the source’s Twitter profile page next to the electronic code sheet. Entries were automatically transferred into a relational database, removing the need for human intervention and eliminating data entry error. It also helped reduce coder error by having options and categories presented as labels, with the system automatically converting selections into numerical values after each submission.

The approach outlined blended computational and manual approaches throughout the to maximise the precision of algorithms and the context-sensitive evaluations of human coders. Computational methods were used to objectively, systematically, and accurately filter the sample in order to facilitate the work of human coders by removing several inefficiencies and potential for data-entry error that are typical in manual coding. Such a hybrid combination can preserve the strengths of traditional content analysis while maximising the advantages of computational methods. The value of developing new approaches is reflected in the number of citations for the Content Analysis in an Era of Big Data paper, with twenty-four citations since its publication in March 2013 (see note).

3.7 Concluding remarks

This section has explored the use of research approaches to chart and understand the development of digital journalism in multiple contexts. The methods build on previous work in order to identify common themes and findings that contribute to the literature. A core focus on the papers included here has been the context of online news production, with the use of qualitative methods to investigate the attitudes and reactions of journalists to new entrants in the digital media space. Qualitative approaches were supported by quantitative methods that sought to catalogue the
evolution of online functionalities that have impacted the gathering, production and dissemination of news. Using multiple methods allowed for in-depth and contextualised findings, as such approaches are far more comprehensive than tackling an issue from a single perspective.

Four of the studies presented here focused on online journalism in the U.K., partly due to my knowledge of and familiarity with journalism in my home country. But it was also motivated by an awareness of the need for research beyond the U.S. context and the need to address what Wahl-Jorgensen and Franklin describe as a “lack of critical, home-grown research”, (2008: 181). However, cognisant of the value of cross-cultural research, I collaborated with international scholars in order to test interpretations against cross-cultural differences and inconsistencies (Kohn, 1989). Even though such collaborative research has been described as “exhausting”, “a nightmare” and “frustrating” (Livingstone, 2003:481), it is, as Weaver and Löffelholz argue, “indispensable for establishing the generalizability of theories and the validity of interpretations derived from single-nation studies,” (2008: 288).

The use of research synthesis in three of the works (Hermida 2010, 2012, 2013) included here enabled me to take account of the state of research to address the gap identified by Mitchelstein and Boczkowski that “there have been few comprehensive assessments of what research has learned about online news production,” (2009: 563). The studies on Twitter follow their exhortation to “to reflect on where the field has been as a way to chart new directions of inquiry for the future,” (Mitchelstein and Boczkowski, 2009: 563). The trajectory of my research methods has sought to examine the emergence of novel spaces and forms for news production, such as in the studies on Andy Carvin, in an attempt to make sense of emergent phenomena and contribute to theoretical renewal. Through the adaption of existing research methodologies and development of novel approaches in my works, I have sought to advance possible avenues for future scholarship.
4. Evaluation of findings

The work presented in this portfolio broadly addresses the issues arising out of changes of the architecture of contemporary media spaces, where journalists are but one of a range of actors involved in public communication. My initial work in this area focused on the editorial side, considering how news organisations and journalists have approached participatory journalism. More recently, my work has moved “beyond the dominant focus on the production culture of professional journalism— which results in journalists setting the terms for participatory journalism—towards the motives, expectations and conditions on the part of the audience,” (Borger et al., 2013: 132). The research addresses how socio-technical developments, specifically social media, “alter the character of our symbols: the things we think with. And they alter the nature of community: the arena in which thoughts develop,” (Postman, 1992: 20).

4.1 Participatory journalism

Participatory journalism encompasses the idea of users as contributors to news spaces that were previously largely the domain of professional journalists. Terms such as participatory journalism, user-generated content and citizen journalism are used to refer to what Bowman and Willis defined in 2003 as “the act of a citizen, or group of citizens, playing an active role in the process of collecting, reporting, analysing and disseminating news and information,” (2003, 9). They include a public interest element to the definition, suggesting that the “intent of this participation is to provide independent, reliable, accurate, wide-ranging and relevant information that a democracy requires” (2003, 9).

The notion of non-professionals producing their own media pre-dates the internet. The radical reformist newspapers published in England from the late 18th to the mid-19th centuries had characteristics similar to recent citizen journalism, as the journalists tended to see themselves as activists rather than as media professionals (Curran and Seaton, 2010). Moreover, the idea that audiences were passive recipients
of news content before the internet is widely contested. The active audience concept suggests that people make decisions about how to use the media, from deciding what to watch to decoding and making sense of media (Ang, 1985; Fiske, 1987).

Traditionally, though, individuals have had very limited ability to directly affect the construction of media messages or communicate with the producers of the content. As Sigal notes, “news is consensible: newspaper audiences, by their responses to news, actively shape its content. Yet the average reader has little impact on the consensual process,” (1973, 37). For the purposes of this portfolio, I approach the term participatory journalism to explore the diverse processes through which individuals both inside and outside the newsroom are involved in the gathering, production and distribution of news and information (Singer et al., 2011).

4.1.1. The growth of participatory journalism

While the term “participatory journalism” first emerged in 2003, the majority of studies published in journals appeared between 2007 and 2010 as the phenomenon developed as a scholarly object in journalism studies (Borger et al., 2013). The study A Clash of Cultures, published in 2008, was part of this wave of research into how professional news organisations were exploring and expanding channels of audience interaction. It went on to become one of the most highly cited papers on participatory journalism, with more than 300 citations at the time of writing (see note).

The paper developed the taxonomy of user-generated content initiatives carried out by Neil Thurman in 2004-5. Published in 2008, Thurman quantified and analysed the distribution of user-generated content initiatives at ten leading U.K. news websites and examined editors’ attitudes to participatory journalism. The research for A Clash of Cultures, conducted in 2006, documented how the opportunities for audiences to become involved in online news publications had multiplied in the course of just 18 months. The analysis of twelve U.K. newspaper websites revealed that all but one, Independent.co.uk, offered channels for user participation.
More significantly, there was a noticeable increase in the adoption of three specific formats: Blogs, commenting on stories and “have your says”. The most substantial increase was in the adoption of blogging, though there were notable differences in the use of the format. Overall, the number of blogs rose from seven to 118 from August 2005 to November 2006, with most enabling user comments. Times.co.uk, for example, introduced 39 blogs, while its broadsheet competitor, Telegraph.co.uk, had 37. The study also noted the rise of the comment on stories format, which went on to become a default feature on most news websites. By 2006, six UK newspaper websites had adopted the format, up from just one 18 months earlier. The number of sections of the news site labelled as “have your says” that provided a forum for user discussion, rose moderately from three to five over the same period. Also notable was the appearance of a new channel for participation, reader blogs at TheSun.co.uk. The format marked a radical departure from previous initiatives as it enabled readers to create their own blogs within the online framework of a professional news organisation.

The website analysis for the A Clash of Cultures study suggested at first glance that participatory areas were becoming a common feature of the online news landscape, offering more opportunities for readers to become content creators in mainstream news spaces than ever before. However, the proliferation of channels and spaces for readers to take part in the news process is only part of the picture. In-depth interviews with senior news executives provided a means to examine the attitudes and motivations of professional journalists.

The results indicated how the online trend towards participation, as evidenced by the emergence of user-generated platforms such as YouTube and Wikipedia, influenced editorial decisions. The interviewees spoke of being left behind or being latecomers to the party. One editor encapsulated the views of many when he described user-generated content as a “phenomenon you can’t ignore”, (Hermida and Thurman 2008: 347). The expansion of existing channels of participation was motivated, at least in part, by a fear of marginalisation at a time when user-generated content was the “paramount cultural buzz phrase of 2006” (Pareles, 2006). That is not to say that editors were resistant to the idea of greater audience participation in the news. Rather, the research identified a shift away from the dismissive discourse surfaced in
Thurman’s earlier work (2008). Instead, editors spoke of the potential for dialogue with readers, with an acknowledgment that the audience could make a valid contribution to the news.

However, any enthusiasm was counter-balanced by professional, legal and economic considerations. There were concerns that user contributions could undermine professional editorial values and standards, as well as the legal implications of allowing readers to publish anything. A Clash of Cultures identified how the traditional gatekeeping role of journalists was being extended to user-generated content through the widespread use of moderation to vet material before publication. The perceived need to protect the reputation of a newspaper was offset by the expense of managing user contributions. Cost was one of the factors behind the decision by *The Independent* not to offer any channels for audience participation on its websites, with concerns it would sap resources from the newsroom.

What emerges from this study is a picture of an industry seeking to adjust to a new media environment. The way media organisations have adopted mechanisms to involve audiences in the news process reflects the tensions of integrating participatory media into traditionally tightly controlled and closed editorial practices. At the heart is a struggle between encouraging users to engage in the news through multiple tools and spaces, while at the same time defending the core of the journalistic production as the preserve of professionals. As Boczkowski noted in *Digitizing the News*, the ways newspapers have taken up digital initiatives “expresses a culture of innovation marked by reactive, defensive and pragmatic traits,” (2004: 20).

4.1.2 A framework for analysis

My subsequent work, *Mechanisms of Participation*, developed the themes of A Clash of Cultures, taking a more nuanced perspective on how journalists were opening up the news to the public and sharing media spaces that traditionally belonged to them. The cross-national research, conducted in late 2007 and 2008, examined user participation channels across the websites of more than two dozen leading national newspapers in 10 Western liberal democracies, together with 67 in-depth interviews.
The chapter was published in the book Participatory Journalism (Singer et al., 2011) which has received 183 citations since publication (see note).

The work developed the taxonomy of Hermida and Thurman and identified two additional means by which users impact the news. The first was content hierarchies published on news websites, with stories ranked according to audience ratings, usually based on the most read or emailed content. The second was social networking, enabling users to distribute and reframe content via social media platforms. Overall, the generic formats of participation were broadly found across the sample of news websites.

But this research went further than quantifying the evolution of participation formats. It developed a model to analyse participatory journalism practices in the context of the historical evolution of public communication (Domingo et al. 2008). The model breaks news production into five stages: access/observation, selection/filtering, processing/editing, distribution, and interpretation. The model provides a framework systematically to evaluate how far the audience is able to participate in the making of the news.

The analysis revealed that the most open stages of the news-making process were at the access and observation stage and at the interpretation stage. The newspapers actively urged users to submit photos, videos and eyewitness reports of breaking news events. For example, journalists at Le Figaro would appeal for readers to send in their accounts if they were at the scene of breaking news. Others actively appealed for news tips, such as the Finnish dailies Helsingin Sanomat and Kaleva. Some editors suggested that lifestyle-related material was far more common than what might be considered hard news. “If we ask people to send in a picture of their dog, we get 1,200 a day,” said one editor, while another noted that dog photos were “wildly popular.”

Essentially, the newspapers were extending existing newsgathering practices online. At the pre-story stage, the most sought-after user-generated content is eyewitness accounts and footage or stills of breaking or on-going news stories to fill in for the lack of professional material. Having said that, the work identified some more
collaborative practices, with journalists crowdsourcing information. For example, the Belgian newspaper, *Het Nieuwsblad*, asked users to help it put together a detailed map of cycle paths, while the *National Post* in Canada turned to its readers to help map the extent of a major fire in Toronto. Such initiatives were the exception, rather than the rule.

The research found that the selecting and filtering of the news, coupled with the processing and editing of stories, are largely closed spaces. The audience was able to exercise some degree of agency over the distribution of stories, largely through social networking tools. But editors still sought to retain a degree of control over the hierarchy and distribution of information, seeing social recommendation as functioning alongside the journalism. In the words of one editor, the news website is “not a social networking site. It offers social networking functionalities along with its journalism.”

By far, the greatest number of opportunities for participation was at the interpretation stage. Readers are invited back in once a journalist has processed the information to produce a news product, usually by letting them post a comment at the bottom of a story. Comments on stories echo earlier forms of participation such as letters to the editor. But they are far more open, representing a significant expansion in the ability of users to contribute to the interpretation of the news. While editors expressed ambivalence about the value of comments, they did see some worth in the ability to gauge reaction to a published story.

Many of the initial studies of participatory journalism lauded its potential to offer new democratic opportunities for citizens to be involved in the co-creation of news (Borger et al., 2013). The model developed in *Mechanisms of Participation* provided a way to gauge the degree of agency and authority exercised by audience contributors. In general, many major newspapers remained averse to opening up significant stages of the news-production process to the audience. Instead users are framed as active recipients: they are expected to act when an event happens, and then react when a story is published. Audiences are framed as idea generators and observers of newsworthy events at the start of the journalistic process, and then in an interpretive role as commentators who reflect upon the material that has been produced.
4.1.3 Processes of innovation and change

Two of the papers included in this portfolio offer insights into the causes, dynamics and consequences of media change, offering generalisable tendencies for understanding the technological adoption of blogging in journalism. The studies take a case study approach to understanding how the technological innovation of blogging was mediated and influenced by norms, routines, relationships, and social and material contexts. The focus on the BBC allowed for an in-depth examination of innovation with the organisational and institutional framework of public service broadcasting. Approaching newsroom technological change through an understanding of the adoption process in specific local contexts can aid in discerning how digital media both constitute and are constituted by practice and innovation.

The paper, The Blogging BBC (2009), investigated how one of the world’s leading news organisations incorporated a format seemingly at odds with staunchly held editorial values of accuracy, impartiality and fairness. The research showed local organisational practices, content, identities, and tools interdependently led to the adoption of a new genre within news. Blogging emerged out of the BBC News website in the early 2000s, where key individuals played key roles in the promoting, supporting and defending the practice. At the time, the website team had an unusually high level of independence within the corporation, with considerable freedom to trial new ideas online (Allan, 2006). The website served as an incubator for early forays into blogging practices and hosted the first ever BBC News blog in December 2005. It served as a torchbearer for blogging at BBC News and its success contributed to the rapid diffusion of blogging with 37 blogs authored by journalists by November 2008.

The paper illustrated the tensions that arise from innovation, as there was significant resistance and mistrust from more mainstream areas of BBC News. As Rogers argues, an idea that is incompatible with the values and norms of a social system will not be adopted as rapidly as an innovation that is compatible (1995). Consequently, blogging was portrayed as an innovation that was compatible, rather than at odds, with existing BBC journalistic standards. The corporation sought to normalise an emergent media
A participatory format to conform to established professional practice. While the findings are specific to a public service broadcaster, the results were consistent with earlier research on blogs and journalism (Robinson, 2006; Singer, 2005).

While blogging did not affect the substance of BBC journalism, it did have a greater impact on the style of the journalism. Broadcast journalists, accustomed to having to pack the news into short TV or radio reports, welcomed the ability to expound in greater detail online. Blogging was seen as complementing rather than replacing, traditional news products, offering a way to communicate with audiences in a more personal and informal manner. The research highlighted how blogs emerged as a new genre in institutionalised journalism, where the journalist is more visible. But it also underscored how news organisations struggled to incorporate participatory formats. The BBC experience with blogging reflected how “participatory ideals do not mesh well with set notions of professional distance in journalism; notions which tend to exclude rather than to include,” (Deuze et al., 2007: 335).

Efforts by the BBC to use blogs to better listen to and engage with its audiences were explored in my chapter, Let’s Talk. This work examined the integration of a new communication technology during a challenging time for the BBC’s history, from 2001 to 2008. Over this period, BBC was under intense scrutiny over its editorial and ethical standards, most notably in the Hutton Inquiry, described by then Director-General Mark Thompson as “the biggest crisis in BBC journalism's 80-year history”, (Thompson, quoted in Douglas 2005). The research showed how blogging developed from a peripheral activity to an activity cited in policy documents as evidence of the corporation’s aspiration to be more accountable, open and transparent.

The adoption of blogs was facilitated by two related factors specific to the local conditions at the BBC. First the traditional conception of a public service broadcaster was under pressure due to the rise of digital media, audience fragmentation and increased commercial competition (Born 2002; Enli 2008). Secondly, the fallout of the Hutton Inquiry led the BBC to consider how to regain the public trust. Let’s Talk showed how the internal discourse framed blogs as one way to make parts of the BBC’s operations more accountable to the public. The BBC’s desire to be seen as more open and transparent aided the introduction and spread of a new
communications format within an established news organisation. It accounts for the BBC’s late adoption of blogs, even though it had been a online news pioneer in the late 1990s with the launch of the BBC News website in 1997.

However, the research also highlighted the gap between the rhetoric of accountability and the everyday discourse on the BBC blogs. In 2008, Enli suggested “participation, facilitated by digital technology, is a key strategy for the public broadcasters in an attempt to regain the position as a national arena” (117). In practice, editors and executives tend to use blogs as a way to explain and justify decisions, rather than to engage in a discussion with the public. Fundamentally, a new format was largely normalised to fit within established practices, and mainly used as an additional publishing, rather than participatory, platform.

4.2 Social media

The next stage of my work focused on the impact on journalism from the rise of social networking as a “global phenomenon” (Pew Research, 2010: 1). The papers presented in this section are an extension of the earlier work on participatory journalism, going beyond participation as a practice articulated through formal journalistic structures. The aim of the work was to advance the understanding of journalism in a networked media environment.

4.2.1. Understanding audience practices

The paper Share, Like, Recommend investigated how Canadian audiences were appropriating the relatively new technology of social networking to reshape the circulation of texts, artefacts and ideas. At the time of the research, there was a deficit in academically grounded research outside of the United States on the effect of social media on news habits. The work addressed the need identified by Boyd and Ellison (2007) for more quantitative and qualitative research into the use of social networking sites. As Olmstead et al. suggested, “understanding not only what content users will want to consume but also what content they are likely to pass along may be a key to
how stories are put together and even what stories get covered in the first place,” (2011: 1).

While social interaction has always played a role in the dissemination of news, the research showed the extent to which the sharing of links and recommendations on social networks has become a form of cultural currency. Two-fifths of social networking users said they received news on a daily basis from their social circles online, while a fifth got news from news organisations and individual journalists they followed on social media.

The study filled a need to understand the motivations behind the use of social media for news. An analysis of the habits of social media users revealed that getting news and views was one of the main reasons for using sites like Facebook (71 per cent). Moreover, two-thirds cited the ability to obtain first-hand information about important events. The results challenged assumptions about the social fragmentation of news online into filter bubbles (Pariser, 2011). Almost two-thirds said social networks meant they were exposed to more news and information. Serendipity appeared to play a significant role too, with 90 per cent noting that, at least some of the time, they came across news and information they had not expected to find. More surprising, perhaps, was the finding that social media use did not have a significant impact on the use of the news websites of newspapers, radio or TV channels. But frequent users of social media were more likely to turn to sites that combined news and commentary or to individual blogs.

At the time of the study, news organisations were rapidly adding social networking functionality to websites, encouraging users to “like” or “tweet” a story in an effort to increase audience reach and potentially build brand loyalty. The findings of the research offered helpful insights for an industry contending with how to adapt to social media. For example, they highlighted the importance of social discovery, given that people preferred to receive news recommendations from friends rather than from journalists or a news organisation. The traditional gatekeeping function of the media is weakened as users can bypass professional editors and instead receive news based on the recommendations of people they trust.
Moreover, the research indicated a relationship between the use of social media in general and the level of comfort with receiving news on social networks. The finding suggested that with the spread of social media would result in the growing importance of social discovery and recommendation of news. The work foreshadows what Henrik Bødker has called “cultures of circulation”, (2014), highlighting the importance of understanding how news users have appropriated social media to curate, reframe and reinterpret news content.

4.2.2. Theoretical renewal

Building on the research into participatory journalism and changing audience behaviours, the three papers on Twitter (Hermida, 2010; 2012; 2013) address the call by scholars for a wider range of theoretical and methodological perspectives in journalism studies (Zelizer, 2000; Mitchelstein and Boczkowski, 2009). They go beyond approaching journalism based on traditional institutions and understandings of the field and seek to address “the changing nature of the object itself,” (Broersma and Peters, 2013: 2). The papers can be considered part of what Steensen and Ahva (2014) label as a “fourth wave” of research on digital journalism, coming after the normative, empirical and constructivist waves (Domingo, 2008).

The papers form part of a burgeoning body of scholarship on Twitter. Since its launch in 2006, the social media platform has developed as a hybrid communication space, hosting streams of news and information generated by practices of broadcasting, redacting and listening by professional journalists, mainstream news organisations, interested parties and individuals. The work here went beyond considering Twitter as a technological artefact and instead is more in line with the notion of the platform as “a backbone for a much wider range of manual and automated communicative exchanges,” (Puschmann, Bruns, Mahrt, Weller & Burgess, 2014: 430).

My work here seeks to rethink what journalism is and, consequently, reassess the methods to study it due to socio-cultural practices that have developed mostly related to social media. The paper Twittering the News (2010) was published at a time when much of the popular discourse was dismissive of Twitter, concluding that it was full
of banal comments (Arceneaux & Schmitz Weiss, 2010). My work refashioned Twitter as a new and valid object of study by conceptualising the platform as ambient journalism, facilitated by networked, always-on communications technologies and media systems of immediacy and instantaneity. The paper sought to contribute to the “need within journalism studies to widen the scope of theoretical perspectives and approaches even further”, (Steensen and Ahva, 2014: 13).

The immediate and rapid dissemination and reception of short fragments of information from various sources results in a constantly updated, live representation of the experiences, interests, and opinions of contributors. It creates a multifaceted experience of ambient news operating in the periphery of a user’s attention, akin to ambient background music (Crawford, 2009). Conceptualising Twitter as an ambient news network acknowledges that most tweets on any given day may be banal and phatic. But it also provides a way to understand that news does not need to be at the core of a user’s cognitive field. Rather tweets shift from being ambient to central when significant information is spread on the network, as changes in the volume and tone of incoming tweets catch the attention of users.

Twitter emerges as a platform for ambient journalism as users undertake some of the institutional tasks commonly associated with the journalist, from sending a message about a breaking news event, to alerting their online social network about a story in the mainstream media, to curating the flow of information in real-time. Users become part of the flow of news, reframing or reinterpreting a message through a networked platform that introducing hybridity in news production and news values (see, for example, Chadwick, 2011).

Since publication, Twittering the News has influenced subsequent studies on the platform, as evidenced by its 296 citations (see note). Research into the role of Twitter during key events has demonstrated how the platform functions as an ambient news network. For example, Papacharissi and de Fatima Oliveira on the use of Twitter during the Egyptian uprising of 2011 concluded that the “constant pace, frequency, and tone of tweets contributed to and constructed an ‘ambient’ information sharing environment,” (2012: 277).

Twittering the News proposed a realignment of the role of the journalist in such an
ambient news environment, from the producer to the curator of news and information. In such a position, the journalist brings to bear professional knowledge, training and experience in the selection and editing of information to filter, contextualise and interpret the noisy social media environment. It builds on the notion advanced by Bardoel and Deuze of the journalist as “a node in a complex environment between technology and society, between news and analysis, between annotation and selection, between orientation and investigation” (2001: 101).

The manner in which Twitter has affected professional news practices was the focus of “#Journalism” (2013). The paper reviewed the existing literature on Twitter to understand how far an ambient news environment was reconfiguring existing journalistic norms and practices. The framework for the research synthesis was how Twitter was impacting journalism as a distinct cultural field of production (Bourdieu, 2005). The paper identified the dominance of sociological research that focuses on the use of Twitter through the lens of established norms and routines.

Much of the work in journalism studies on Twitter attempts to identify how far beliefs and practices are challenged and altered by a medium that blends news, opinion, experience and emotion and may be incompatible with paradigms of Western journalism, such as fact-checking and objectivity. Yet, as #Journalism noted, there is a growing body of work on Twitter as a hybrid space for the cultural production of journalism, where networked gatekeeping and networked framing, co-exist alongside the practices of established media (Papacharissi and de Fatima Oliveira, 2012; Meraz and Papacharissi, 2013).

Significantly, #Journalism highlighted a paradox in the use of social media by journalists. Industry and academic studies suggest social media, and Twitter in particular, has become standard practice for virtually all journalists. But more detailed work on actual practices of journalists suggest only a minority have integrated social media into daily routines (see, for example, Hedman and Djerf-Pierre, 2013). This paper also raised other issues with existing research on the use of Twitter. Some studies focus on the early adopters in a newsroom or select individuals who may be far from typical, while others rely on self-selected non-representative samples. While such studies provide a window into the activities of select groups of journalists, there is a dearth of representative research on the range of professional practitioners.
Given that proviso, #Journalism identified how the practice was being reconfigured by an ambient news environment, highlighting the emergence of the hybrid and innovative forms of news production. These included how journalists are negotiating professional practice in a space where there is a precarious separation between the personal and private, and the hierarchical roles of reporter, editor and audience are blurred (Lasorsa, Lewis, and Holton, 2012; Sheffer and Schultz, 2010; Vis 2013). The analysis of the literature pointed to new paradigms of journalism at play that break with classic narrative structures and deviate from long-held norms, most notably at times of breaking news. Emerging practices in real-time live coverage point to a change first suggested in Twittering the News: the shift away from the traditional journalistic gatekeeping function towards gatewatching (Bruns, 2005). The journalist serves as a pivotal node, trusted to authenticate, interpret, and contextualise information flows in an ambient news environment knowledge and expertise are fluid, dynamic, and hybrid.

4.2.3. Rethinking professional practice

The two papers in this section (Hermida, 2012; Hermida et al., 2014) develop the ideas advanced on the changing role of the journalist in an ambient news environment. The first, Tweets and Truth (2012), examined how social media practices are impacting verification. The paper approaches verification as one of the cornerstones of the professional ideology of journalism in Western liberal democracies, together with related concepts such as objectivity, impartiality and autonomy (Kovach and Rosenstiel, 2007). A commitment to accuracy and truthfulness is simultaneously a prevailing norm and discursive strategy that exemplifies how journalists define their expertise and claim authority. Yet the volume, velocity and visibility of social media are pushing the practice of “verify then publish” into the penumbra, an ambiguous grey area at the edges of established norms and conventions (Bruno, 2011; Newman, 2009).

Tweets and Truth advanced ideas on how the discipline of verification could be rearticulated rather than abandoned, cognisant that verification is a fluid and contested practice, inconsistent in its application (Shapiro et al., 2013). The paper drew on the work of new literacies researchers (see, for example, Lankshear and Knobel, 2007;
Prinsloo, 2005) to suggest journalists adopt a more collaborative, fluid and iterative approach to verification, where contested accounts are examined and evaluated in public in real-time. The work noted how verification practices were edging in this direction as news organisations adopted new methods, such as live blogging, to report on breaking news events. The paper was one of the first to rethink the professional practice of verification to take account of networked media systems where, in theory, the cultural production and control of knowledge is shared. At the time of writing, it had received fifty-six citations (see note).

The second paper, Sourcing the Arab Spring (2014), applied the idea of collaborative knowledge production in an ambient news environment to a case study of Andy Carvin. The former social media strategist at NPR made his name during the Arab Spring of 2011 when he used Twitter to identify and contact credible sources, carry out real-time fact-checking, mediate discussions, and aggregate news and information flowing from the region on social media (Farhi, 2011; Sonderman, 2011). The paper examined his selection of sources on Twitter during key periods of the 2011 Tunisian and Egyptian uprisings.

The analysis of his sourcing practices showed how Carvin’s use of Twitter diverged from the established paradigm of journalistic reporting and its reliance on official sources (Ericson, Baranek, & Chan, 1989; Gans, 1979; Hall et al., 1978; Tuchman, 1978). Instead he favoured non-elite sources and gave priority to alternative voices, raising questions about long-held ethical norms of balance, fairness and objectivity in journalism. Moreover, the findings pointed to the emergence of a revised form of gatekeeping, with Carvin engaging in gatewatching (Bruns, 2005) by filtering, synthesising and highlighting source material provided by a diverse set of actors online, contributing to a “real-time verification system” (Silverman, 2011, para. 1). It suggested that near real-time reporting via social media could lead to the use of a broader set of sources by journalists, similar to the findings of Thurman and Walters in their analysis of live blogging at The Guardian.

In some ways, Carvin presented a unique case study. While the use of social media content in news has become commonplace, few journalists turn to social media on a
regular and consistent basis to seek and corroborate information (Cozma and Chen, 2013; Hedman and Djerf-Pierre, 2013; Lasorsa, Lewis, and Holton, 2012; Vis, 2013). At the time of publication, it was unclear how far Carvin was a precursor to a proto-journalist immersed in an ambient news environment that simultaneously functions as newswire, newsroom and new outlet. But the forty-one citations to date (see note) are indicative of the interest in discovering how professional practices are being rearticulated.

4.2.4. Methodological renewal

Finally, Content Analysis in an Era of Big Data examines the methods used for the Carvin study. It addresses the challenges faced by scholars in studying innovative forms of news production on open, networked platforms occurring outside the boundaries of traditional media outlets. Methods for studying Twitter have, themselves, become a focus for research, with a growing body of work on novel ways to collect, parse, analyse and interpret tweets around a particular event or topic (Bruns, 2011; Bruns and Burgess, 2012). The availability of a wealth of data that reflect new media activities and artefacts presents new opportunities and challenges for researchers. Content Analysis in an Era of Big Data drew on the experience of the research team in deriving meaning from a large cache of Twitter data. It offered insights into how computational methods could be combined with more established approaches in content analysis to evaluate a large body of social media data.

The paper showed how computational methods could be leveraged to ease the work of human coders, while, at the same time, interpreting context at a large scale. This is an ongoing question in Big Data research, as “context is hard to interpret at scale and even harder to maintain when data are reduced to fit into a model,” (boyd and Crawford, 2012: 671). By writing a paper solely focused on methods, the authors demonstrated how computational and manual approaches could be combined to maximise the precision of algorithms and the context-sensitive evaluations of human coders. In a sign of the high degree of interest in reinventing traditional content analysis for the era of Big Data, the paper has received twenty-four citations to date (see note).
4.3 Conclusion

The ten works presented here chart the blurring of previously established boundaries of production at a time when journalists, who once could claim a monopoly on the supply of everyday public information, contend with citizens sharing eyewitness accounts, curating reports or evaluating information online. My work has evolved from an initial emphasis on how participatory journalism was influencing journalistic practices and cultures, to a broader perspective on how the phenomenon of participation is transforming the object of journalism itself.

The initial papers were in line with much of the work on participatory journalism that focuses on the production culture of journalists (Borger et al., 2013). The gatekeeping metaphor (Shoemaker, 1991) runs through the work, considering participatory journalism as undermining the “we write, you read” dogma of modern journalism (Deuze, 2003: 220). The way journalism has operated for decades is challenged by what Singer characterises as “the inherently uncontrollable nature of a network as vast and as open as the Internet,” (2009, p.139).

The studies chart how change within news organisations is the result of a combination of local conditions, professional practices, available tools and social contexts. At the core of the tension is the notion of a shared media space. The works, A Clash of Cultures, Mechanism of Participation, The Blogging BBC and Let’s Talk explored these tensions, contributing to the emergence of participatory journalism as an object of research in journalism studies. They identified how, as a rule, participation was normalised to fit within existing journalistic ways. Member of the public were framed as active recipients: idea generators and observers of newsworthy events at the start of the journalistic process, and then in an interpretative role as commentators who react to and reflect upon professionally produced material.

Participatory journalism evolved against a backdrop of journalists balancing the potential benefits of opening up their news products to the public with a perceived need to retain their occupational authority. By and large, journalism practices have become more technologised, with reporters doing old things in new ways, rather than
negotiating the transition to a post-industrial knowledge society. With journalism as a practice becoming more diffuse and indistinct, there is a need to study journalism beyond institutional frameworks (Steensen and Ahva, 2014). The later work in this portfolio takes on this exhortation. The work on Twitter addresses the need identified by Mitchelstein and Boczkowski for online news scholarship that chooses “trends that lead to rethinking major building blocks in the understanding of journalism and its role in society,” (2009: 578).

Much of this work has focused specifically on Twitter, not as an isolated phenomenon but as an agent of digital and social change. The social media platform is one of the new lenses for researchers to examine societal patterns of communication on a local, national and global level. The papers on Twitter consider how new literacies emerge as media technologies evolve and reconfigure everyday social practices around communication (Lankshear and Knobel, 2007). The new literacies of networked media shape, and are shaped by, journalism. My contribution here contends that the established, industrial mindset of traditional media is ill equipped to navigate emergent communication spaces.

My major contribution here is in theorising networked communication spaces as an ambient news environment, that favours participation over publication, sharing over owning, change over stability, abundance over scarcity and relationships over information delivery. Such environments offer a mix of information and comment usually associated with current reality but without an established order. The content flows continuously in near real-time. Environments such as Twitter break with the classic narrative structure of journalism and instead create multi-faceted, fragmented and fluid news experiences. The work in this portfolio on social media provides a lens to examine and understand how journalism is being reconfigured. It offers insights into how journalism evolves from being a finite product with the fixed endpoint of publication to being an iterative process through which information is dissected, discarded, or disseminated online by a wide range of actors.
5. Directions for future research

The final section considers two broad directions for future research based on the work in this portfolio. Firstly, future research could go beyond a journalist-centric focus and instead consider the range of actors involved in the production of news. This does not mean abandoning the newsroom or journalist as an object of study, but rather considering how professional practice could be rearticulated. Secondly, future work could place a greater emphasis on technology as a distinct actor, with its own set of norms and practices, while avoiding a technological deterministic outlook. This section highlights some of my current work that develops these areas for research.

5.1 Multiplicity of actors

As studies on participatory journalism and social media have indicated, including those presented in this portfolio, professional journalists are no longer viewed as holding the central position as gatekeepers in the collection, production and dissemination of news. Networked technologies have enabled citizens, officials, and celebrities to bypass the media, undermining the principle that journalists ought to act as gatekeepers on behalf of the greater good (Lewis, 2012). But as the literature, and my own research, have shown, journalists tend to regroup around established norms and practices in the face of socio-technical developments that disrupt authorial structures.

Studies over the past decade have found a trend towards normalisation, rather than a rethinking of existing routines. Yet as Lewis asks, “how long can such resistance persist?” (2012: 851). Lewis goes on to point to “small but significant” (2012: 852) evidence of greater openness, including our own study on NPR’s Andy Carvin (Hermida, Lewis, & Zamith, 2014), as well as work by Robinson (2011) and Lewis (2012). Future work could explore how far the prevailing gatekeeping model of journalism is giving way to what Lewis calls “an emerging logic of openness,” (2012: 842) to map how the boundaries of journalism as being reconfigured. Such an approach acknowledges the place of a journalist-centric focus as part of a broader spectrum of research that is cognisant of other actors performing tasks that were once the domain of professionals. For example, in a forthcoming chapter, I build on the
work presented in this portfolio to investigate how the discipline of verification is being rearticulated in the context of a hybrid media environment to both reconfigure and reinforce a long-standing boundary of journalism (Hermida, 2015).

However, a simple focus on the tensions in journalism as a jurisdictional conflict is too reductionist. The multiplicity of actors involved in the range of activities in the production of news highlights the limitations of a journalist-centric perspective in journalism studies. My research into social media has underscored how technologies such as Twitter serve as always-on ambient media systems of immediacy and instantaneity, meaning that information previously filtered by journalists may already be in the public domain. Future research could frame journalism less as a profession to be defended and instead as a practice to be shared, involving a diverse range of actors with fluid levels of power and authority, where the newswork is contested, corroborated and circulated.

Studies into the use of social media by social movements already point to how theories of gatekeeping and framing are being reconfigured as a plurality of actors. The research shows how committed individuals are appropriating social media to articulate a counter narrative, and contest selective or dismissive framing by mainstream media (Gleason, 2013; Lotan et al., 2011). For example, research by Meraz and Papacharissi (2013) on the role of Twitter during the Egyptian uprising of 2011 revealed how communicative authority was dynamically assigned on the network through networked gatekeeping and networked framing. The researchers identified similar processes at play in a study of the use of Twitter by the Occupy protest movement (Papacharissi and Meraz, 2012).

There is scope here for further analysis of how processes of networked gatekeeping shape the dissemination and representation of news and information, as citizens reframe or reinterpret a message through networked platforms. Such research would help understand how far social media spaces create a terrain for negotiation where the strength of actors such as journalists and other elites is offset by crowdsourced elites. My own research is pursuing this avenue with a study on how the Idle No More
movement in Canada used social media to articulate and evolve their message via multi-vocal grassroots indigenous voices, opening up public discourse around colonialism, shared history and environmental issues. Our results indicate that while Twitter imitates and replicates existing power structures in society by elevating those with influence through mainstream media, the network creates conditions for supplanting established elites (Callison and Hermida, forthcoming).

Such approaches help to identify the diversity of actors involved in the production of news and information and provide new avenues for rethinking established practices such as sourcing. My research on Andy Carvin suggested the potential for a wider range of voices to make the news. But other work suggests that, despite the range of voices on social media, journalists fall back on professional routines in sourcing and relying on institutional and elite sources (Broersma and Graham, 2012; Lariscy et al., 2009). Research carried out in 2010-11 by Moon and Hadley found that journalists predominantly turned to verified accounts of established figures on Twitter, concluding that “Twitter might not contribute to a decrease in source bias at all,” (2014: 302).

Such results highlight questions over how influence and authority are assigned via networked platforms by engaged individuals, with the emergence of a crowdsourced elite. Understanding how influence and authority may be temporal, relational and spatial could help to inform future journalistic practices. It could help to address the deficit in sourcing when journalists cover movements that do not have specific, concise demands that can be easily reported by mainstream media, but present an open-ended, unspecified meta-narrative where participants seek to create their own meaning. Future research in what Domingo and Le Cam (2014) describe as journalism in dispersion could advance an understanding of the new paradigms of collaborative and collective newsgathering, production and management at play, facilitated by the sociotechnical dynamics of networked media.

5.2 Technological actants

The second broad area for further research addresses the growing interest in the study of digital artefacts related to aspects of modern journalism. De Maeyer and Le Cam
argue that the study of the objects of journalism is a way to “contextually define journalism by analysing the ‘things’ that actually populate it”, (2014: 2) at a time when the boundaries of the profession are porous, perhaps even defying definition. They propose a broad definition of the objects of journalism that includes more intangible assets such as a content management system. For Anderson, “the traceability of action afforded by digital tools” (2013: 1010) offers a way of investigating their impact on the making of the news.

Such an approach builds on my work on blogging at the BBC (Hermida, 2009; 2010). The studies in this portfolio on BBC blogs examined how blogging was shaped by local contexts, actors and particular discourses around the blog as an artefact to facilitate audience participation, even if the reality was out of line with the rhetoric. But my focus was on human-centric factors such as organisational constraints and professional norms. As De Maeyer and Le Cam suggest, “focusing on objects allows us to unravel the ins and outs of the dynamics shaping news production: it provides direct insights into economic, ideological, organizational concerns,” (2014: 10).

A related approach has been proposed by Lewis and Westlund (2015). They argue for a greater sociotechnical emphasis in journalism studies that “acknowledges the extent to which contemporary journalism is becoming interconnected with technological tools, processes, and ways of thinking as the new organizing logics of media work,” (2015: 3). Several of the works in this portfolio pay attention to the role of technology in the production of news (Hermida, 2010; 2011: 2012; Hermida, Lewis and Zamith, 2014). The work spans what Lewis and Westlund (2015) describe as the continuum of the human-technology tension.

My research on Twitter, for example, considers the platform as a technological actant that affects the actions of an individual (cf Latour, 2005). Lewis and Westlund use the term “technological actant” (2015: 1) to refer to technological elements that impinge on journalistic activities such as algorithms, content management systems and networks. As they suggest, research that addresses the norms, values and practices embedded in technological actants “better acknowledges how journalism is becoming interconnected with technological tools, processes, and ways of thinking,” (2014: 15).
One growing area of research that would benefit from such an approach is Big Data and computational journalism. Computational journalism refers to forms of algorithmic, social scientific, and mathematical processes and systems for the production of news. It is the latest in a series of technological actants that have shaped journalistic work and builds on techniques of computer-assisted reporting (CAR) and the use of social science tools in journalism. In a forthcoming paper on the data desk at the *Los Angeles Times*, I chart the emergence of a new class of computational journalist and non-human journalist – algorithms that have assumed functions traditionally associated with the reporter (Young and Hermida, forthcoming). With the increasingly important role of algorithms in society (Mayer-Schonberger and Cukier 2013; Steiner 2012), there are opportunities to examine how they are structuring ways of knowing, particularly within journalism (Beer 2009; Gillespie, 2014). The application of political, economic and social as well as technological and institutional frameworks in such studies can contribute to understanding the interrelated forces underlying news work and computational journalism.

NOTES

1) Citation counts were taken from Google Scholar. Google Scholar citations are computed and updated automatically using an algorithm.
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A CLASH OF CULTURES
The integration of user-generated content within professional journalistic frameworks at British newspaper websites

Alfred Hermida and Neil Thurman

This study examines how national UK newspaper websites are integrating user-generated content (UGC). A survey quantifying the adoption of UGC by mainstream news organisations showed a dramatic increase in the opportunities for contributions from readers. In-depth interviews with senior news executives revealed this expansion is taking place despite residual doubts about the editorial and commercial value of material from the public. The study identified a shift towards the use of moderation due to editors’ persistent concerns about reputation, trust, and legal liabilities, indicating that UK newspaper websites are adopting a traditional gate-keeping role towards UGC. The findings suggest a gate-keeping approach may offer a model for the integration of UGC, with professional news organisations providing editorial structures to bring different voices into their news reporting, filtering and aggregating UGC in ways they believe to be useful and valuable to their audience. While this research looked at UGC initiatives in the context of the UK newspaper industry, it has broad relevance as professional journalists tend to share a similar set of norms. The British experience offers valuable lessons for news executives making their first forays into this area and for academics studying the field of participatory journalism.
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Introduction

The Internet is increasingly being defined by new digital technologies that empower users to develop, create, rate, and distribute Internet content and applications (O’Reilly, 2005). Websites such as YouTube, MySpace, and Wikipedia provide platforms for so-called user-generated content (UGC), where citizens can publish their own comments, photos, videos, and more online. According to Paul Saffo (quoted in the Economist, 2006), in this new media culture the public is no longer a passive consumer of media, but an active participant in the creation of the media landscape.

2006 saw the purchase of MySpace by Rupert Murdoch’s News Corporation for US$580 million and Google’s acquisition of YouTube for US$1.65 billion, leading some commentators to state that UGC was the “paramount cultural buzz phrase of 2006” (Pareles, 2006). Indeed, such quantitative evidence as exists does seem to show that websites based on user participation generate significantly more usage than sites not based on this concept.¹

The response of the British public to the 7 July 2005 underground and bus bombings in London showed how visitors to online news sites were ready and willing to
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THE BLOGGING BBC
Journalism blogs at “the world’s most trusted news organisation”

Alfred Hermida

Blogging has shifted from an activity largely taking place outside established media to a practice appropriated by professional journalists. This study explores how BBC News has incorporated blogging in its journalism, looking at the internal debates that led to the adoption of blogs and charting how they became a core part of the corporation’s news output. Using a case study approach, it examines the impact of blogging on BBC editorial values and considers how journalists have sought to maintain their authority in a digital media environment by integrating a new form of journalism within existing norms and practices. The BBC offers a unique case study as its long-standing editorial values of accuracy, impartiality and fairness appear at odds with the notion of blogs as immediate, uncensored and unmediated. The research reveals that blogs emerged initially as an activity peripheral to the main newsgathering functions of the organisation and were rapidly transformed into key mechanisms for communicating analysis and commentary to the public. It contends that, for now, blogging has had a greater impact on the style, rather than substance, of BBC journalism. While the systems whereby journalists deliver information have evolved, the attitudes and approaches have, so far, remained relatively static.
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Introduction

The BBC has long enjoyed a privileged position in the mainstream mediascape for its adherence to the highest ideals of truthful, objective and fair journalism. It is, according to its mission statement, “the world’s most trusted news organisation: independent, impartial and honest” (BBC, 2005a). Notwithstanding its rapid adoption of blogging over the past four years and the fact that an economics blog by a senior editor in October 2008 broke one of the biggest media stories on the 2008 financial crisis, this notion of the BBC’s news values prevails. This, despite the fact that blogging is challenging the authority of the BBC’s traditional news norms and practices by integrating unmediated, subjective commentary in its traditional news. Indeed, some commentators question whether the BBC should let its reporters blog as “its form chips away at the corporation’s remit to be objective and neutral” (Glover, 2008), with suggestions that blogging was “very dangerous territory for the Beeb” (Londoner’s Diary, 2008).

The hyperbole reached its height in October 2008 when a blog posting by BBC economics editor Robert Peston revealed that the UK’s leading banks were seeking a government bailout: “The Gang of Three of Barclays, RBS and Lloyds TSB told Darling to pull his finger out and finalise whatever it is he’s eventually prepared to offer on taxpayers’ behalf” (Peston, 2008). The news shook the UK financial markets, wiping millions off the value of the banks. The posting led some commentators to speculate whether “we’ve
Let’s talk: How blogging is shaping the BBC’s relationship with the public

Alfred Hermida

Introduction

Auntie, as the BBC is affectionately known, has been Britain’s national instrument of broadcasting since its creation in the 1920s (Blumler 1992). Over its 80-year history, it has earned “a place in hearts and minds of British viewers and listeners by being a great cultural institution, a patron and purveyor of information, education and popular entertainment” (Grade, quoted in Barnett & Curry 1994: 5). Yet it has grappled with the issue of accountability. This chapter examines how the world's largest journalism organisation, BBC News, has sought to incorporate blogging as a platform for greater accountability and transparency. This research spans seven years, from 2001 to 2008, when the BBC came under intense scrutiny over its editorial and ethical standards. After a period of experimentation with elements of blogging and an internal debate over the role of blogging in its journalism, the BBC launched its first blog in December 2005. Within a year, the number of blogs across the corporation had risen to 50 (Hamman 2006).

The role of blogs

Blogs are of particular interest to researchers in the field of online journalism, as they are unique to the web and provide an example of how the established media adapts to a new context (Matheson 2004). While blogging developed largely outside the mainstream, traditional media has increasingly adopted the blog format. Research shows that 95 percent of the top 100 newspapers in the United States offered at least one reporter blog in 2007, up from 80 percent in 2006 (Duran 2007). There has been a similar expansion of blogging in the British news media, with the number of blogs at the leading newspaper websites jumping to 118 in 2006 from seven in 2005 (Hermida & Thurman 2008).

Scholars contend that new media technologies such as blogs have the potential to change the way news is covered and reported (Barnhurst and Nerone 2001; Singer 2001). Advocates argue that bloggers are changing journalism by adopting a more conversational and decentralised form of news (Delwiche 2005; Sullivan 2004) and offering multiple, subjective perspectives in contrast to the institutional nature of news (Bruns 2005; Gallo 2004; Hass 2005). Scholars have begun to contend that new forms of journalism could emerge online (Landow 1997; Murray 1997, Wall 2005). Some, like Gillmor (2004), have suggested that blogging can alter the nature of the relationship between journalists and audiences by creating a conversation between them. Scholars contend that transparency between the news industry and the audience can lead to a more equal and communicative relationship between the two (Andrews 2003; Singer 2003).

Blogs have been described as “evidence of journalism’s attempts to rethink its values and relations with its publics” (Matheson 2004: 462). Historically, journalists have been reticent about letting the public see the inner workings of the profession, while, at the same time, holding others to account. There is some evidence to suggest that the mainstream media is experimenting with the blog format as a way of providing an insight into internal editorial discussions (Glaser 2004). However there are also indications that established media are seeking to normalise this emergent format within existing practices. Singer (2005) suggests that journalists are normalising blogs by maintaining a traditional gatekeeper function, while others consider that “news organisations may be more
TWITTERING THE NEWS
Alfred Hermida

First published on: 08 July 2010

To cite this Article Hermida, Alfred(2010) 'TWITTERING THE NEWS', Journalism Practice, 4: 3, 297 — 308, First published on: 08 July 2010 (iFirst)
To link to this Article: DOI: 10.1080/17512781003640703
URL: http://dx.doi.org/10.1080/17512781003640703

PLEASE SCROLL DOWN FOR ARTICLE

Full terms and conditions of use: http://www.informaworld.com/terms-and-conditions-of-access.pdf

This article may be used for research, teaching and private study purposes. Any substantial or systematic reproduction, re-distribution, re-selling, loan or sub-licensing, systematic supply or distribution in any form to anyone is expressly forbidden.

The publisher does not give any warranty express or implied or make any representation that the contents will be complete or accurate or up to date. The accuracy of any instructions, formulae and drug doses should be independently verified with primary sources. The publisher shall not be liable for any loss, actions, claims, proceedings, demand or costs or damages whatsoever or howsoever caused arising directly or indirectly in connection with or arising out of the use of this material.
TWITTERING THE NEWS
The emergence of ambient journalism

Alfred Hermida

This paper examines new para-journalism forms such as micro-blogging as “awareness systems” that provide journalists with more complex ways of understanding and reporting on the subtleties of public communication. Traditional journalism defines fact as information and quotes from official sources, which have been identified as forming the vast majority of news and information content. This model of news is in flux, however, as new social media technologies such as Twitter facilitate the instant, online dissemination of short fragments of information from a variety of official and unofficial sources. This paper draws from computer science literature to suggest that these broad, asynchronous, lightweight and always-on systems are enabling citizens to maintain a mental model of news and events around them, giving rise to awareness systems that the paper describes as ambient journalism. The emergence of ambient journalism brought about by the use of these new digital delivery systems and evolving communications protocols raises significant research questions for journalism scholars and professionals. This research offers an initial exploration of the impact of awareness systems on journalism norms and practices. It suggests that one of the future directions for journalism may be to develop approaches and systems that help the public negotiate and regulate the flow of awareness information, facilitating the collection and transmission of news.
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Introduction

Twitter is one of a range of new social media technologies that allow for the online and instant dissemination of short fragments of data from a variety of official and unofficial sources. The micro-blogging service emerged as a platform to help organize and disseminate information during major events like the 2008 California wildfires, the 2008 US presidential elections, the Mumbai attacks and the Iranian election protests of 2009 (Lenhard and Fox, 2009). Twitter’s emergence as a significant form of communication was reflected in the request by the US State Department asking Twitter to delay routine maintenance during the Iranian poll as the service was an important tool used by Iranians to coordinate protests (Shiels, 2009). Media restrictions led websites of The New York Times, the Guardian and others to publish a mix of unverified accounts from social media as “amateur videos and eyewitness accounts became the de facto source for information” (Stelter, 2009).

The micro-blogging service illustrates what Hayek described years before the invention of the Internet as “the knowledge of particular circumstances of time and place” (1945, p. 519). He proposed that ignorance could be conquered, “not by the acquisition of more knowledge, but by the utilisation of knowledge which is and remains widely dispersed among individuals” (Hayek, 1979, p. 15). At that time, he could not have predicted the development of a system that has created new modes of organising
Mechanisms of Participation
How audience options shape the conversation
Alfred Hermida

Reader participation in journalism has a long history. It dates at least to eighteenth-century England, when newspapers regularly left space at the end of the third page for reader comments, with a blank fourth page so that the paper might be folded and addressed like an ordinary letter (Wiles 1965). Readers of newspapers such as The Evening General-Post were able to add their own observations – complete with spelling and grammatical mistakes, erroneous facts and inane comments – before sending the paper on to friends or relatives; indeed, a copy of the General-Post kept at Oxford University includes a long hand-written letter in unprinted space on page 3.

The first newspaper in the American colonies adopted a similar approach. Benjamin Harris’ Publick Occurrences was printed on three pages, with the fourth page blank so readers could add their own news before passing it on to someone else (Martin and Hansen 1998). The Publick Occurrences’ experiment in reader participation was short-lived, however, as was the paper itself: After the first issue appeared on September 25, 1690, British authorities shut the publication down because Harris lacked the required license.

These early forays into enabling readers to contribute to the newspaper after it was published came to an end with the professionalization of journalism.
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SHARE, LIKE, RECOMMEND
Decoding the social media news consumer

Alfred Hermida, Fred Fletcher, Darryl Korell, and Donna Logan

This study examines the impact of social media spaces on news consumption, based on an online survey of 1600 Canadians. News organizations are rushing into social media, viewing services like Facebook and Twitter as opportunities to market and distribute content. There has been limited research outside the United States into the effects of social media on news consumption. Our study found that social networks are becoming a significant source of news for Canadians. Two-fifths of social networking users said they receive news from people they follow on services like Facebook, while a fifth get news from news organizations and individual journalists they follow. Users said they valued social media because it helped them keep up with events and exposed them to a wider range of news and information. While social interaction has always affected the dissemination of news, our study contributes to research that suggests social media are becoming central to the way people experience news. Networked media technologies are extending the ability of users to create and receive personalized news streams. Investigating how networked publics are reframing the news and shaping news flows would contribute to our understanding of the evolving relationship between the journalist and the audience.
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Introduction

Social networking has become a “global phenomenon” (Pew, 2010, p. 1). In countries such as the United States, Poland, the United Kingdom and South Korea, almost half of adults say they use social networking sites (Pew, 2010). Media organizations have embraced social media as a way to distribute news and connect with audiences, providing a range of mechanisms for users to share and recommend news content (Singer et al., 2011), and individual journalists have incorporated social media into daily routines as a way to share content, develop relationships and build community (Farhi, 2009).

Much of the research into the impact of social media on news flows and media consumption has focused on how mainstream media are responding to changes in technology, consumer preferences, and cultural habits (Harrison and Barthel, 2009; Hermida and Thurman, 2008; Newman, 2009; Singer et al., 2011). There are also scholarly studies about how journalism practices are being influenced by social media platforms such as Twitter (Hermida, 2010; Holton and Lewis, 2011; Lasorsa et al., 2012). Yet surveys suggest that for a growing number of citizens, sharing and discussing news takes place through social media (Purcell et al., 2010). Olmstead et al. suggest that “if searching for news was the most important development of the last decade, sharing news may be among the most important of the next” (2011, p. 10).

This paper looks at how social media are affecting the flow of news and information, based on a survey of online Canadians that examined the interaction between audiences, social media and the news. Our findings indicate that a significant number of social media
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TWEETS AND TRUTH
Journalism as a discipline of collaborative verification

Alfred Hermida

This paper examines how social media are influencing the core journalistic value of verification. Through the discipline of verification, the journalist establishes jurisdiction over the ability to objectively parse reality to claim a special kind of authority and status. Social media question the individualistic, top-down ideology of traditional journalism. The paper considers journalism practices as a set of literacies, drawing on the theoretical framework of new literacies to examine the shift from a focus on individual intelligence, where expertise and authority are located in individuals and institutions, to a focus on collective intelligence where expertise and authority are distributed and networked. It explores how news organizations are negotiating the tensions inherent in a transition to a digital, networked media environment, considering how journalism is evolving into a tentative and iterative process where contested accounts are examined and evaluated in public in real-time.
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Introduction

Facts, truth and reality are what Zelizer (2004) describes as the “god terms” in journalism. As a profession, journalists have established their jurisdictional authority to claim them. The discipline of verification is at the core of this structural claim to statement of authority, setting journalism apart from other forms of communication. This paper discusses how socialized or communalized media (Jenkins, 2006) are reshaping the discipline of verification in journalism. Through the discipline of verification, journalists determine the truth, accuracy, or validity of news events, establishing jurisdiction over the ability to objectively parse reality to claim a special kind of authority and status. Social media question the individualistic, top-down ideology of traditional journalism, subverting journalism’s claim to a monopoly on the provision of everyday public knowledge.

Digital media technologies such as Twitter facilitate the instant, online dissemination and reception of short fragments of information from sources outside the formal structures of journalism. Open, networked digital media tools challenge the individualistic, top-down ideology of traditional journalism (Deuze, 2008), while services like Twitter question a news culture based on individual expert systems over knowledge-sharing (Singer, 2003). The impact of social media on the definition of authority is not just affecting the profession of journalism, but also the fields of academic knowledge (Lih, 2004) and medicine (Boulos, 2006).

The development of social networks for real-time news and information, and the integration of social media content in the news media, creates tensions for a profession based on a discipline of verification. This paper suggests that social media services such as Twitter provide platforms for collaborative verification, based on a system of media that
Reconfiguring journalism research about Twitter, one tweet at a time

Alfred Hermida

Scholarship about social media in general, and Twitter in particular, has increased dramatically in recent years as adoption by individuals and institutions has burgeoned; especially by journalists and media organisations. Much of the journalism research on Twitter has focused on the dynamics of professional news practices on the social media platform, with journalism considered as a cultural field of production. This paper considers Twitter as a networked communication space that results in a hybridity of old and new frames, values and approaches. It highlights research that points to the hybrid and innovative forms of news production on open, networked platforms, suggesting new paradigms of journalism at play that break with classic narrative structures and deviate from long-held and fiercely defended norms.
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Introduction

On the night of November 6, 2012, the most powerful man on Earth was waiting to hear which direction his future would take. A closely fought battle for the presidency was nearing its climax as US voters decided whether to give Barack Obama another four years. When the US president realised he had won, his team commemorated his success on Twitter, tweeting the words, “Four more years,” together with a photo of him hugging his wife, Michelle (Obama 2012). The post spread instantly to become the most retweeted message of 2012. It was retweeted more than 810,000 times by users in more than 200 countries (Twitter 2012). The decision by Obama’s team to mark his re-election on Twitter is emblematic of how the service has become part of the media landscape since it was launched in March 2006 in San Francisco.

Initially designed as a messaging system for cell phones, Twitter has developed into a platform for networked flows of information, facilitating the collaborative creation and curation of news content. By its seventh birthday in March 2013, Twitter said it had more than 200 million active users, with 400 million messages sent daily (Wickre 2013). It has been in the spotlight for its role as a news source during major breaking news events such as disasters, uprisings and prominent deaths, as well as during more frivolous occasions such as teen heartthrob Justin Bieber on a skateboard (Project for Excellence in Journalism 2011). In its short lifespan, Twitter has developed as a digital network for real-time news, affecting news production and online consumption (Bruns and Highfield 2012; Hermida et al. 2012; Newman 2011; Newman, Dutton, and Blank 2012),
Content Analysis in an Era of Big Data: 
A Hybrid Approach to Computational 
and Manual Methods

Seth C. Lewis, Rodrigo Zamith, and Alfred Hermida

Massive datasets of communication are challenging traditional, human-driven approaches to content analysis. Computational methods present enticing solutions to these problems but in many cases are insufficient on their own. We argue that an approach blending computational and manual methods throughout the content analysis process may yield more fruitful results, and draw on a case study of news sourcing on Twitter to illustrate this hybrid approach in action. Careful combinations of computational and manual techniques can preserve the strengths of traditional content analysis, with its systematic rigor and contextual sensitivity, while also maximizing the large-scale capacity of Big Data and the algorithmic accuracy of computational methods.

The term Big Data is often invoked to describe the overwhelming volume of information produced by and about human activity, made possible by the growing ubiquity of mobile devices, tracking tools, always-on sensors, and cheap computing storage. “In a digitized world, consumers going about their day—communicating, browsing, buying, sharing, searching—create their own enormous trails of data” (Manyika et al., 2011, p. 1). Technological advances have made it easier than ever to harness, organize, and scrutinize massive repositories of these digital traces; computational techniques for large-scale data analysis that once required supercomputers now can be deployed on a desktop computer (Manovich, 2012). This development has created new opportunities for computational approaches to social
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Sourcing the Arab Spring: A Case Study of Andy Carvin’s Sources on Twitter During the Tunisian and Egyptian Revolutions*
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News sourcing practices are critical as they shape from whom journalists get their information and what information they obtain, mostly from elite sources. This study evaluates whether social media platforms expand the range of actors involved in the news through a quantitative content analysis of the sources cited by NPR’s Andy Carvin on Twitter during the Arab Spring. Results show that, on balance, nonelite sources had a greater representation in the content than elite sources. Alternative actors accounted for nearly half of the messages. The study points to the innovative forms of production that can emerge with new communication technologies, with the journalist as a central node trusted to authenticate and interpret news flows on social awareness streams.
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This paper presents a case study on the use of sources by National Public Radio’s Andy Carvin on Twitter during key periods of the 2011 Tunisian and Egyptian uprisings. Carvin, a social media strategist at NPR in the US, emerged as a key broker of information on Twitter during the Arab Spring. Through Twitter, Carvin would often link to images from demonstrators, curate a range of discussion and opinion about events, and frequently ask his followers (then about 50,000 strong) to help him make sense of the bits of information he encountered. This study examines the different actor types on the social media platform to reveal patterns of sourcing of information used by Carvin in order to further an understanding of how sourcing is evolving in an era of networked digital media—a space that, by its nature, allows for new research possibilities in tracking the influence of sources.
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