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1 Introduction

Semiparametric panel data models have attracted interest in both theory and applications since the Gaussian assumptions underlying classical least-squares (LS) methods are sometimes implausible. Koenker (2004) introduced a general approach to estimation of quantile regression (QR) models for longitudinal data. Individual specific fixed effects (FE) are treated as pure location shift parameters common to all conditional quantiles and may be subject to shrinkage toward a common value as in the Gaussian random effects paradigm. QR methods allow one to explore a range of conditional quantiles exposing a variety of forms of conditional heterogeneity under weak distributional assumptions and also provide a framework for robust estimation and inference. Controlling for individual specific heterogeneity via FE while exploring heterogeneous covariate effects within the QR framework offers a more flexible approach to the analysis of panel data than that afforded by the classical Gaussian fixed and random effects estimators. Recent work by Lamarche (2006, 2008) and Geraci and Bottai (2007) have elaborated on these models using penalized QR estimators. Abrevaya and Dahl (2008) have introduced an alternative approach to estimating QR models for panel data employing the “correlated random effects” model of Chamberlain (1982).

As first noted by Neyman and Scott (1948), leaving the individual heterogeneity unrestricted in a nonlinear or dynamic model generally results in inconsistent estimators of the common parameters due to the incidental parameters problem; that is, noise in the estimation of the FE when the time dimension is short results in inconsistent estimates of the common parameters due to the nonlinearity of the problem. QR estimation of panel data models with FE suffers from similar problems to those seen in the LS case when \( T \) is modest. Reliance on the existing bias reduction strategies using LS differencing, either temporally, or via the usual deviation from individual means (within) transformation, is unsatisfactory in the QR setting. Linear transformations that are completely innocuous in the context of conditional mean models are highly problematic in the conditional quantile models since they alter in a fundamental way what is being estimated. Expectations enjoy the convenient property that they commute with linear transformations; quantiles do not.\(^1\) Fortunately, there is no need to transform the QR model to compute the FE estimator. Even when the

\(^1\)This intrinsic difficulty has been recognized by Abrevaya and Dahl (2008), among others, and is clarified by Koenker and Hallock (2000, p.19): “Quantiles of convolutions of random variables are rather intractable objects, and preliminary differencing strategies familiar from Gaussian models have sometimes unanticipated effects.”
number of FE is large, interior point optimization methods using modern sparse linear algebra make direct estimation of the QR model quite efficient. Koenker (2004) overcomes the incidental parameters problem by using a large \( N \) and \( T \) asymptotics with the restriction that \( N^a/T \to 0 \), for some \( a > 0 \).

Economic quantities are frequently measured with error, particularly if longitudinal information is collected through one-time retrospective surveys, which are notoriously susceptible to recall errors. If the regressors are indeed subject to measurement errors (ME), it is well known that the slope coefficient of the least squares (LS) regression estimator is inconsistent because the measurement error induces endogeneity in the model. In the one regressor case (or the multiple regressor case with uncorrelated regressors), under standard assumptions, the ordinary LS estimator is biased toward zero, a problem often denoted as attenuation. The most common remedy to reduce this bias caused by the endogeneity problem is to use either economic theory or intuition to find additional observable variables that can serve as instrumental variables (IV). Most of the literature on the estimation of FE in panel data models with measurement errors is based on LS with IV and the generalized method of moments (GMM). See for instance Hsiao (2003, 1992), Wansbeek (2001), Biiorn (2000, 1992), Hsiao and Taylor (1991), Wansbeek and Koning (1989) and Griliches and Hausman (1986).

The goal of this paper is to develop an IV estimator for QR with FE (IVQRFE hereafter) to reduce the bias caused by the presence of endogeneity in the model. In particular, the IV estimator for QR introduced by Chernozhukov and Hansen (2006, 2008) will be adapted to the panel data setting of Koenker (2004). We derive consistency and asymptotic distribution of this estimator under the same sample size conditions as Koenker (2004), namely, a large \( N \) and \( T \) with the restriction that \( N^a/T \to 0 \), for some \( a > 0 \). We also suggest a Wald type test for general linear hypotheses and a Kolmogorov-Smirnov test for linear hypotheses over a range of quantiles \( \tau \in T \), and derive the respective limiting distributions. Although the proposed estimator is general for endogeneity in QR with FE, we focus on the application ME because this is an important class of endogeneity problem in panel data from the applied research standpoint, and also, under certain conditions, the instruments are available within the model. In particular, if the latent regressor is autocorrelated or non-stationary, lags

More recently, a number of additional approaches have been proposed to reduce the bias in dynamic and nonlinear panels. These methods use asymptotic approximations derived as both the number of individuals, \( N \), and the number time series, \( T \), go to infinity jointly; see, for example, Arellano and Hahn (2005) for a survey, and Hahn and Kuersteiner (2002), Alvarez and Arellano (2003), Hahn and Newey (2004), Bester and Hansen (2007), for specific approaches.
of the regressors are valid instruments for the mismeasured variable, and estimators of the coefficient of the latent regressor will be consistent. Based on Griliches and Hausman (1986), and Biorn (2000) the IV approach employs lagged (or lagged differences of the) regressors as instruments. Thus, the estimator combines the usual concept for panel data with ME and the IV QR framework.

Recently, the topic of ME in variables has also attracted considerable attention in the QR literature. Chesher (2001) studies the impact of covariate ME on quantile functions using small variance approximation, and Schennach (2008) discusses identification and estimation issues for general quantile functions based on Fourier transforms and previous results for nonlinear models (see Schennach, 2004, 2008). As a by-product contribution of the paper, we derive an approximation to the bias in the QR FE estimator in the presence of a mismeasured variable. The effect of ME on the slope coefficient estimators can be seen as an application of Angrist, Chernozhukov, and Fernandez-Val (2006) omitted variables formula, which provides a useful generalization of the problem of ME bias discussed above to the QR framework. This representation provides an explicit formulation for the bias in the slope coefficients and complements the results in Chesher (2001).

Monte Carlo simulations are used to assess the properties of the estimators in terms of bias, root mean squared error, and to compare its performance with LS methods. The simulations show that the QRFE estimator is severely biased in the presence of ME, while the proposed IV estimator is able to reduce the bias even in short panels. In addition, the Monte Carlo experiments suggest that IVQRFE performs better than LS-IV in terms of bias and root mean squared error for non-Gaussian heavy-tailed distributions.

Finally, we provide an example to illustrate the new methods. We apply the IVQRFE estimator to study the relationship between investment and Tobin’s $q$ and cash flow, a topic of considerable attention in corporate finance and applied econometrics in general. Tobin’s $q$ is the ratio of the market valuation of a firm and the replacement value of its assets. Economic theory predicts that firms with a high value of $q$ are attractive investment opportunities, whereas a low value of $q$ indicates the opposite. As argued in Erickson and Whited (2000), the poor performance of the Tobin’s $q$ theory is probably due to the measurement error of $q$ values. Related to this is the debate on whether cash flow has an effect on investment (Alti, 2003; Almeida, Campello, and Weisbach, 2004). We argue that QR methods capture important heterogeneity across firms in terms of their $q$ and cash flow sensitivities of in-
vestment. In the upper conditional quantiles of investment, investment may be driven by insiders knowledge of business opportunities or a particular capital structure that requires more investment, and therefore, we expect that investment would be more responsive to changes in $q$ and cash flow, as the firms would use all additional resources to finance its projects. Moreover, high investment ratios reduce the marginal productivity of additional investment, and therefore, it would be difficult to get additional resources. Then, we expect that $q$ and cash flow sensitivity will be higher in the upper quantiles than in the lower quantiles of investment. The results show interesting heterogeneity in the Tobin’s $q$ and cash flow sensitivities of investment. In both cases, the sensitivities are monotonically increasing along the quantiles. We show that $q$ values are subject to measurement error, and we use past values of $q$ in differences as instrumental variables to reduce the bias.

The rest of the paper is organized as follows. Section 2 presents the instrumental variables quantile regression panel data with FE estimator and derives its asymptotic properties and related inference. Section 4 has Monte Carlo experiments. In Section 5 illustrates the new approach in the Tobin’s $q$ theory of investment. Finally, Section 6 concludes the paper.

## 2 The Model and Assumptions

### 2.1 Measurement error bias in quantile regression

Consider the following representation of a panel data model with individual FE and ME

$$y_{it} = d_{it}'\eta + x_{it}'\beta + u_{it} \quad i = 1, ..., N; \quad t = 1, ..., T. \tag{1}$$

where $y_{it}$ is the response variable, $d_{it}$ denotes a dummy variable that identifies the $N$ distinct individuals in the sample, $\eta$ denotes the $N$-vector of individual FE, and $x_{it}^*$ is a $\dim(x)$-vector of the mismeasured regressors, $\beta$ is a $p \times 1$ vector of parameters of interest to be estimated, and $u_{it}$ is the innovation term. Suppose that we do not observe $x_{it}^*$, but rather $x_{it}$, which is a noisy measure of $x_{it}^*$ subject to an additive ME\(^3\) $\epsilon_{it}$,

$$x_{it} = x_{it}^* + \epsilon_{it}. \tag{2}$$

It is assumed that $\epsilon_{it}$ is independent and identically distributed (iid) with $\text{Var}[\epsilon_{it}] = 3\text{We do not consider Schennach (2008) case of a nonseparable error structure, rather we restrict ourselves to the traditional framework of additivity.}$
\( \sigma^2 < \infty \). Using equation (2) we can express (1) in terms of the observed \( y \)'s and \( x \)'s as

\[
y_{it} = d'_{it} \eta + x'_{it} \beta + u_{it} - \epsilon_{it} \beta \quad i = 1, \ldots, N; \quad t = 1, \ldots, T.
\]

(3)

It follows that the observed regressor \( x_{it} \) in (3) will be correlated with the composite error, \( u_{it} - \epsilon_{it} \beta \), inducing endogeneity in the model. This problem is of practical significance since the resulting bias may be large.

In the following paragraphs, we derive an approximation to the bias in the QR estimator in the presence of ME using Angrist, Chernozhukov, and Fernandez-Val (2006) (denoted ACFV hereafter) approximation to the omitted variable bias in QR. This approach shows that, as in LS, ME bias in QR can be derived analytically as an endogeneity bias, and provides a simpler representation than that in Chesher (2001). Since this is the first attempt in the QR literature to do so in this way, we do not tackle simultaneously the incidental parameter problem, but rather we consider a standard QR structure.\(^4\)

The standard result for the LS estimator with ME can be seen as an omitted variables problem, where \( -\epsilon_{it} \) is the omitted variable. In the rest of this section we omit the indexes \( i \) and \( t \) to simplify the notation. Define \( v^* = [d', x^*']', \Lambda_\epsilon = [0', \epsilon]'', v = [d', x']' = v^* + \Lambda_\epsilon \) and \( \phi = [\eta', \beta]' \). In addition, let

\[
\phi^* = \arg\min_{\phi} E[y - v^* \phi]^2,
\]

(4)

and

\[
\phi^0 = \arg\min_{\phi} E[y - v' \phi]^2,
\]

(5)

where \( \phi^* \) and \( \phi^0 \) are the parameters that solve the population minimization problem. Under known conditions, of course, these are the probability limit of the corresponding estimators. However, we follow ACFV exposition a close as possible in this sub-section.

In this case,

\[
\phi^0 = \phi^* - (E[vv'])^{-1} E[v \epsilon' \beta^*] = \phi^* - (E[v^* v^*'] + \Lambda_\epsilon \Lambda_\epsilon')^{-1} E[\Lambda_\epsilon \epsilon' \beta^*].
\]

(6)

This shows the standard result that the bias depends on the noise to signal ratio. Therefore, after some algebra, the bias in the least squares FE estimator of \( \beta \) can be also written

\(^4\)Alternatively the results presented here can be seen as the special case where \( N \) is fixed and \( T \) goes to infinity.
as
\[ \beta^o = \beta^* \left[ 1 - \frac{\sigma_i^2}{\text{Var}(x_{it}^* - \bar{x}_i^*)} \right], \]
where \( \bar{x}_i^* \) is the defined as \( \frac{1}{T} \sum_{t=1}^{T} x_{it}^* \).

Consider now the \( \tau \)th conditional quantile function of the response \( y \),
\[ Q_y(\tau|d, x^*) = d^\tau \eta^*(\tau) + x^\tau \beta^*(\tau). \] (7)
In this formulation \( \eta \) and \( \beta \) are allowed to depend upon the quantile, \( \tau \), of interest.\(^5\) Using equation (2) one can rewrite (7) as
\[ Q_y(\tau|v^*) = d^\tau \eta^*(\tau) + (x - \epsilon)' \beta^*(\tau) = Q_y(\tau|v, \epsilon). \] (8)

As in the standard LS case with measurement error, the QR counterpart can be seen as an omitted variable problem, where \( \epsilon \) is the omitted variable. We derive the approximate bias using the ACFV omitted variable bias formula.

Applying the standard estimation procedure in QR to equation (7) would solve
\[ \phi^*(\tau) = \arg\min_{\phi} E[\rho_\tau(y - v^\tau \varphi)], \] (9)
where \( \rho_\tau(u) := u(\tau - I(u < 0)) \) as in Koenker and Bassett (1978), which is analogous to equation (4). However, the QR FE estimator, as in the LS case, is biased in the presence of the mismeasured variables. In this case, in the problem of solving (8) omitting \( -\epsilon \), the standard QR solves
\[ \phi^o(\tau) = \arg\min_{\phi} E[\rho_\tau(y - v^\tau \varphi)]. \] (10)
Here \( \phi^*(\tau) \) and \( \phi^o(\tau) \) are the parameters that solve the population minimization problem, defined in an analog way to ACFV paper.

The following Lemma shows that the measurement error bias in QR can be approximated to an expression similar to that in (6).

**Lemma 1** Assume that: (i) the conditional density function \( f_y(y|v, \epsilon) \) exists and is bounded a.s.; (ii) \( E[y], E[Q_y(\tau|v, \epsilon)^2] \), and \( E ||v', \epsilon'||^2 \) are finite; (iii) \( \phi^*(\tau) \) and \( \phi^o(\tau) \) uniquely solves equations (9) and (10) respectively; (iv) \( \epsilon \) is independent of \( (d, x^*, u) \). Then,
\[ \phi^o(\tau) = \phi^*(\tau) - (E[\omega_\tau(v, \epsilon) \cdot (vv')])^{-1} E[\omega_\tau(v, \epsilon) \cdot v\epsilon' \beta^*(\tau)]. \] (11)

---

\(^5\)This approach is different from that in Koenker (2004) where the individual effects are constant across quantiles. A straightforward modification of our estimator returns the constant individual effects case. We discuss briefly the details in Appendix 0.
where $\omega(\tau) := \int_0^1 f_{\tau}(u \cdot \Delta(\tau)\mid v, \epsilon) du/2$ is a weighting function, and $\Delta(\tau) = v' \cdot (\phi(\tau) - \phi^*(\tau)) + \epsilon' \beta(\tau)$. 

Proof. The proof follows ACFV results for partial QR and omitted variables bias (p.545–548). Since the conditional quantile function is linear, $Q_y(\tau \mid v, \epsilon) = v' \phi^*(\tau) + \epsilon' \beta(\tau)$, where $\phi^*(\tau)$ is defined as in (9). Then, the conditional QR model in equation (7) can be seen as one with $[v', \epsilon]'$ as covariates. Moreover, the conditional QR with measurement error $Q_y(\tau \mid v) = v \phi(\tau)$, obtaining the coefficient $\phi^*(\tau)$ from equation (10), can be seen as a model with omitted variable $\epsilon$.

Recall that $\omega(\tau) := \int_0^1 f_{\tau}(u \cdot \Delta(\tau)\mid v, \epsilon) du/2$ where $f_{\tau}(.\mid .)$ is the conditional density function of $u(\tau) := y - Q_y(\tau \mid v, \epsilon)$, and $\Delta(\tau, v, \epsilon) := v' \phi - Q_y(\tau \mid v, \epsilon)$ is the bias in the estimated quantile function for a given $\phi$. Then,

$$\Delta(\tau, v, \epsilon; \phi(\tau)) = d' \cdot (\eta^*(\tau) - \eta^*(\tau)) + x'' \cdot (\beta^*(\tau) - \beta^*(\tau)) + \epsilon' \beta(\tau).$$

Under the stated assumptions, by Theorem 2 in ACFV, $\phi^*(\tau)$ uniquely solves the equation

$$\phi^*(\tau) := \arg\min_{\phi} E[\omega(\tau, \epsilon) \Delta^2(\tau, v, \epsilon; \phi)].$$

Solving for $\phi^*(\tau)$ we have

$$\phi^*(\tau) = \phi^*(\tau) - (E[\omega(\tau, \epsilon) \cdot (vv')])^{-1} E[\omega(\tau, \epsilon) \cdot \epsilon \beta^*(\tau)].$$

Note that the weighting function $\omega(.)$ depends on both $v$ and $\epsilon$ and it is a distinctive feature of QR when compared with LS case. However, it can be shown that the leading term in the QR bias has the same form as that in LS. In order to show this, assume that $f^y(y \mid v, \epsilon)$ has a first derivative in $y$ that is bounded in absolute value by $f(y \mid v, \epsilon)$ and consider a Taylor expansion of the weights as in ACFV, p.546,

$$\omega(\tau, \epsilon) = 1/2 \cdot f_y(y \mid v, \epsilon) \mid v, \epsilon) + \zeta(v, \epsilon),$$

where

$$|\zeta(v, \epsilon)| \leq 1/4 \cdot |\Delta(\tau, v, \epsilon; \phi^*(\tau))| \cdot f(y \mid v, \epsilon).$$
Note that by independence of $y$ and $\epsilon$, $f_y(Q_\tau(y|v,\epsilon)|v,\epsilon) = f_y(Q_\tau(y|v^*)|v^*)$ (with first derivative bounded by $\bar{f}'(v^*)$). Then, when either $\Delta_\tau(v,\epsilon;\varphi^*(\tau))$ or $\bar{f}'(v^*)$ is small,

$$\omega_\tau(v,\epsilon) \approx 1/2 \cdot f_y(Q_\tau(y|v^*)|v^*).$$

Then, the ACFV weighted LS approximation to QR implies that

$$\varphi^*(\tau) \approx \varphi^*(\tau) - (E[f_y(Q_\tau(y|v^*)|v^*) (v^*v^{*'} + \Lambda_\epsilon \Lambda'_\epsilon)])^{-1} E[f_y(Q_\tau(y|v^*)|v^*) \Lambda_\epsilon \epsilon' \beta^*(\tau)]. \quad (12)$$

It is important to note that a key factor in the coefficient bias approximation given by (12) is the conditional density function $f_y(y|v^*)$. In addition, we can compare equations (6) and (12), and as in the OLS case, the bias in the variable with measurement error parameter in the QR framework depends on the noise to signal ratio, but in the QR case, weighted by the conditional density function $f_y(y|v^*)$.

### 2.2 Estimation

We consider the panel data model with ME exposed in eqs. (1) and (2), and we add a covariate $z$ without ME to the model. We repeat the equations for convenience

$$y_{it} = d_{it}' \eta + x_{it}' \beta + z_{it}' \alpha + u_{it} \quad i = 1,\ldots,N; \quad t = 1,\ldots,T, \quad (13)$$

with

$$x_{it} = x_{it}^* + \epsilon_{it}. \quad (14)$$

As in the LS case, the bias in QR can be ameliorated through the use of IV, $w$, that affect the determination of $x^*$ but are independent of both $\epsilon$ and $u$. If the latent regressor is autocorrelated, provided that some structure is imposed on the disturbances and ME, instruments are available within the model. Examples of these are lagged values of the mismeasured variable (in levels or in differences) or other covariates. Following Biorn (2000) we use lags of the first differences of the mismeasured variable as IV. In this particular case, the bias can be solved without relying on additional exogenous variables that do not belong to the model. If this is not the case, the method is still valid but it relies on the availability of valid exogenous instruments.\(^6\) Other types of ME can be accommodated by

\(^6\)In a related work, Schennach (2008) discusses identification and estimation for general quantile functions in the presence of ME in the regressors, establishing the availability of IV that enables the identification and the consistent estimation of nonparametric QR models. Our estimator has the advantage over Schennach (2008) estimator that it can be implemented using standard QR and IV techniques.
the use of appropriate IV, although we consider this simple ME structure to concentrate on the asymptotic properties of the IV estimator.

Consider now the $\tau$th conditional quantile function of the response $y$,

\[
Q_y(\tau|d, x, z) = d'\eta(\tau) + x'\beta(\tau) + z'\alpha(\tau)
\]

As shown in the previous section, the variable $x$ is endogenous in this model and the associated coefficient of interest will be biased. Thus, we propose an IV procedure to reduce the bias.

Following Chernozhukov and Hansen (2006, 2008), from the availability of IV, $w_{it}$, we consider estimators defined as:

\[
\hat{\beta}(\tau) = \arg\min_{\beta} \|\hat{\gamma}(\beta, \tau)\|_A,
\]

where

\[
(\hat{\eta}(\beta, \tau), \hat{\alpha}(\beta, \tau), \hat{\gamma}(\beta, \tau)) = \arg\min_{\eta, \alpha, \gamma} \sum_{i=1}^{N} \sum_{t=1}^{T} \rho_\tau(y_{it} - d'_{it}\eta - x'_{it}\beta - z'_{it}\alpha - w'_{it}\gamma),
\]

with $\|x\|_A = \sqrt{x'Ax}$ and $A$ is a positive definite matrix.\(^7\) As suggested by Chernozhukov and Hansen (2008), with abuse of notation, in practice, a simple procedure is to let the instruments $w_{it}$ either be $w_{it}$ itself or the predicted value from a least squares projection of $x_{it}$ on $w_{it}$ and $z_{it}$. Our final parameter estimators are thus

\[
\hat{\phi}(\tau) := (\hat{\eta}(\hat{\beta}(\tau), \tau), \hat{\beta}(\tau), \hat{\alpha}(\hat{\beta}(\tau), \tau)).
\]

The intuition underlying the estimator is that, since $w$ is a valid instrument, it is independent of $\epsilon$ and $u$, and therefore, it should have a zero coefficient in (17). Thus, for given $\beta$, the QR of $(y_{it} - x'_{it}\beta)$ on the variables $(d_{it}, z_{it}, w_{it})$ should generate a zero coefficient for the variable $w_{it}$. Hence, by minimizing the coefficient of the variable $w_{it}$ one can recover a consistent estimator of $\eta$, $\beta$ and $\alpha$. Values of lagged $x$ and lags of the exogenous variable $z$ affect the determination of $x^*$ but are independent of $\epsilon$, so they can be used as instruments.\(^8\)

\(^7\)As discussed in Chernozhukov and Hansen (2006), the exact form of $A$ is irrelevant when the model is exactly identified, but it is desirable to set $A$ equal to the asymptotic variance-covariance matrix of $\hat{\gamma}(\alpha(\tau), \tau)$ otherwise.

\(^8\)It is known that if the distribution of the latent regressor vector is not time invariant, then consistent IV estimators of the coefficient of the latent regressor vector exist (see e.g. Griliches and Hausman, 1986; Biorn, 2000). The consistency of these estimators is robust to potential correlation between the individual heterogeneity and the latent regressor. An interesting point is that serial correlation or non-stationarity of the latent regressor is favorable from the point of view of identification and estimability.
The instrumental variables quantile regression (IVQR) estimator method may be viewed as an appropriate QR analog of the two stage least squares (2SLS). The 2SLS estimates can be obtained by using the same two steps procedure as described above for the IVQR. In Appendix 1 we show the details of the derivation.

The instrumental variables quantile regression with fixed effects (IVQRFE) estimator can be implemented as follows:

1) For a given quantile of interest \( \tau \), define a grid of values \( \{ \beta_j, j = 1, ..., J \} \), and run the ordinary \( \tau \)-QR of \( (y_{it} - x_{it}'\beta_j) \) on \( (d_{it}, z_{it}, w_{it}) \) to obtain coefficients \( \hat{\eta}(\beta_j, \tau) \), \( \hat{\alpha}(\beta_j, \tau) \) and \( \hat{\gamma}(\beta_j, \tau) \), that is, by solving equation (17) for each value \( \beta_j \).

2) Find \( \hat{\beta}(\tau) \) as the value among \( \{ \beta_j, j = 1, ..., J \} \) that makes \( \| \hat{\gamma}(\beta_j, \tau) \|_A \) the closest to zero. This gives us the parameters in (18). We shall show that this estimator is consistent and asymptotically normal under some regularity conditions.

Given the parameter estimates, for an individual \( i \), the \( \tau \)-th conditional quantile function of \( y_{it} \), can be estimated by,

\[
\hat{Q}_{y_{it}}(\tau|d_{it}, x_{it}, z_{it}) = d_{it}'\hat{\eta}(\tau) + x_{it}'\hat{\beta}(\tau) + z_{it}'\hat{\alpha}(\tau).
\]

In addition, given a family of estimated conditional quantile functions for an individual \( i \), the conditional density of \( y_{it} \) at several values of the conditioning covariate can be estimated by the difference quotients,

\[
\hat{f}_{y_{it}}(\tau|d_{it}, x_{it}, z_{it}) = \frac{\tau_k - \tau_{k-1}}{\hat{Q}_{y_{it}}(\tau_k|d_{it}, x_{it}, z_{it}) - \hat{Q}_{y_{it}}(\tau_{k-1}|d_{it}, x_{it}, z_{it})},
\]

for some appropriately chosen sequence of \( \tau_s \).

Now we discuss the asymptotic properties of the IVQRFE estimator. The parameter \( \eta \), whose dimension \( N \) is tending to infinity, raises some new issues for the asymptotic analysis of the proposed estimator. Following the recent literature on panel data, we derive consistency and asymptotic normality assuming that both \( N \) and \( T \) tend to infinity. We impose the following regularity conditions:

A1 The \( y_{it} \) are independent with conditional distribution functions \( F_{it} \), and differentiable conditional densities, \( 0 < f_{it} < \infty \), with bounded derivatives \( f_{it}' \) for \( i=1,...,N \) and \( t=1,...,T \);

A2 Let \( D = I_N \otimes \nu_T \), and \( \nu_T \) a \( T \)-vector of ones, \( X = (x_{it}) \) be a \( NT \times \text{dim}(\beta) \) matrix,
$Z = (z_{it})$ be a $NT \times \text{dim}(\alpha)$ matrix, and $W = (w_{it})$ be a $NT \times \text{dim}(\gamma)$ matrix. For

$$
\Pi(\eta, \beta, \alpha, \tau) := E[(\tau - 1(D'\eta + X'\beta + Z'\alpha))\tilde{X}]
$$

$$
\Pi(\eta, \beta, \alpha, \gamma, \tau) := E[(\tau - 1(D'\eta + X'\beta + Z'\alpha + W'\gamma))\tilde{X}]
$$

$$
\tilde{X} := [D', W', Z]',
$$

Jacobian matrices $\frac{\partial}{\partial(\eta, \beta, \alpha)} \Pi(\eta, \beta, \alpha, \tau)$ and $\frac{\partial}{\partial(\eta, \beta, \alpha, \gamma)} \Pi(\eta, \beta, \alpha, \gamma, \tau)$ are continuous and have full rank, uniformly over $E \times \mathcal{A} \times \mathcal{B} \times \mathcal{T}$. The parameter space, $E \times \mathcal{A} \times \mathcal{B}$, is a connected set. Moreover the image of $E \times \mathcal{A} \times \mathcal{B}$ under the map $(\eta, \alpha, \beta) \rightarrow \Pi(\eta, \alpha, \beta, \tau)$ is simply connected.

**A3** Denote $\Phi(\tau) = \text{diag}(f_{it}(\xi_{it}(\tau)))$, where $\xi_{it}(\tau) = d_{it}\eta(\tau) + x_{it}'\beta(\tau) + z_{it}'\alpha(\tau) + w_{it}\gamma(\tau)$, $M_D = I - P_D$ and $P_D = D(D'\Phi(\tau)D)^{-1}D'\Phi(\tau)$. Let $\tilde{X} = [Z, W]'$. Then, the following matrix is invertible:

$$
J_{\alpha \gamma} = E(\tilde{X}'M_D\Phi(\tau)M_D\tilde{X});
$$

Now define $[\tilde{J}_{\alpha}, \tilde{J}_{\gamma}]'$ as a partition of $J_{\alpha \gamma}^{-1}$, $J_{\beta} = E(\tilde{X}'M_D\Phi(\tau)M_DX)$ and $H = \tilde{J}_{\gamma}A[\beta(\tau)]\tilde{J}_{\gamma}$. Then, $J_{\beta}'HJ_{\beta}$ is also invertible;

**A4** For all $\tau \in T = [c, 1 - c]$ with $c \in (0, 1/2)$, $(\beta(\tau), \alpha(\tau)) \in \text{int} \mathcal{B} \times \mathcal{A}$, and $\mathcal{B} \times \mathcal{A}$ is compact and convex;

**A5** $\max_{it} \|x_{it}\| = O(\sqrt{NT})$; $\max_{it} \|z_{it}\| = O(\sqrt{NT})$; $\max_{it} \|w_{it}\| = O(\sqrt{NT})$;

**A6** $\frac{N}{T} \rightarrow 0$, for some $a > 0$.

Condition A1 is a standard assumption in the QR literature and imposes a restriction on the density function of $y_{it}$. Condition A2 is important for the parameter’s identification. This is shown through the use of a version of Hadamard’s theorem, as discussed in Chernozhukov and Hansen (2006). It requires that the instrument $w$ impacts the conditional distribution of $y$ at many relevant points. In addition, the condition that the image of the parameter space be simply connected requires that the image can be continuously shrunk to a point, and this condition can be interpreted as ruling out “holes” in the image of the set.\textsuperscript{9} Assumption A3 states invertibility conditions for matrices in order to guarantee asymptotic normality. A4 imposes compactness on the parameter space of $\beta(\tau)$. Such assumption is needed since the objective function is not convex in $\beta$. Assumption A5 imposes a bound on the variables.

\textsuperscript{9}We assume that the image of $E \times \mathcal{A} \times \mathcal{B}$ under the map $(\eta, \alpha, \beta) \rightarrow \Pi(\eta, \alpha, \beta, \tau)$ is connected for ease of exposition. However, it is straightforward to show that the image of a connected set by an continuous function is a connected set.
Finally, condition A6 is the same assumption as in Koenker (2004) and allows $T$ to grow very slowly relative to $N$.

To further comment on the nature of correlation between $X$ and $W$ required by A2, note that by A1 we have that

$$\partial E[(\tau - 1(D'\eta + X'\beta + Z'\alpha))\hat{X}] / \partial (\eta, \beta, \alpha) = E[(D', Z', W'\Phi(\tau)(D, X, Z)]$$

Hence, the Jacobian in A2 takes a form of density-weighted covariance matrix for $D$, $X$ and $W$, and A2 requires that this matrix has full rank. In addition, A2 imposes that global identifiability must hold; hence, the impact of $W$ should be rich enough to guarantee that the equations are solved uniquely.

We can now establish consistency and asymptotic normality. Proofs appear in Appendix 2. The following theorem states identification and consistency of $\hat{\varphi}(\tau)$.

**Theorem 1** Define $\psi_\tau(u) := (\tau - I(u < 0))$. Given assumptions A1-A6, $(\eta(\tau), \beta(\tau), \alpha(\tau))$ uniquely solves the equations $E[\psi_\tau(Y - D'\eta - X'\beta - Z'\alpha)\hat{X}] = 0$ over $\mathcal{E} \times \mathcal{B} \times \mathcal{A}$, and $\varphi(\tau) = (\eta(\tau), \beta(\tau), \alpha(\tau))$ is consistently estimable.

It is important to notice that even if the dimension of the parameter space increases with the number of cross-section, we only need to impose that parameter space, $\mathcal{E} \times \mathcal{B} \times \mathcal{A}$, is simple connected rather than compact. Therefore, by applying a Hadamards global univalence theorem for general metric spaces it is possible to show that there is a one-to-one correspondence between the parameter space and $\Pi(\mathcal{E}, \mathcal{B}, \mathcal{A}, \tau)$, the image of $\mathcal{E} \times \mathcal{B} \times \mathcal{A}$ under $\Pi(\cdot, \cdot, \cdot, \tau)$. In addition, the identification follows from the global convexity of the quantile function and the instrumental variables exclusion restriction.

Under conditions A1-A6 we show that the asymptotic properties of the IVQRFE estimator as $N^a/T \to 0$ for some $a > 0$. Theorem 1 provides a lower bound for the rate at which $T$ grows relative to $N$ for ensuring consistency. The intuition behind this condition is that $T$ must go to infinity fast enough to guarantee consistent estimates for the FE.

The intuition behind the proof of consistency relies on the uniform convergence of the objective function over the parameter space. The basic technique used to show this uniform convergence is similar to Wei and He (2006) where we divide the growing parameter space into small cubes. Then the total number of cubes grows at a polynomial rate so that the exponential bound obtained at each cube holds globally and the uniform convergence
follows. Using this technique we establish stochastic equicontinuity, and consistency follows from application of an argmax theorem as in van der Vaart and Wellner (1996).\textsuperscript{10}

In general, \( \eta \) is only a nuisance parameter with no particular interest. Define \( \theta := (\beta, \alpha) \) as the vector of parameters of interest in this context. The limiting distribution of these parameters’ IVQRFE estimators is given by Theorem 2.

**Theorem 2** (Asymptotic Normality)

Under conditions A1-A6, for a given \( \tau \in (0, 1) \), \( \hat{\theta}(\tau) \) converges to a Gaussian distribution as

\[
\sqrt{NT}(\hat{\theta}(\tau) - \theta(\tau)) \overset{d}{\to} N(0, \Omega(\tau)), \quad \Omega(\tau) = (K', L')'S(K', L')
\]

where \( S = \tau(1-\tau)E[VV'] \), \( V = \bar{X}'M_D \), \( K = (J_{\beta}HJ_{\beta})^{-1}J_{\beta}H \), \( H = \bar{J}_{\gamma}A[\beta(\tau)]\bar{J}_{\gamma} \), \( L = \bar{J}_{\alpha}M \), \( M = I-J_{\beta}K \), \( J_{\beta} = E(\bar{X}'M_D\Phi(\tau)M_DX) \), \( [\bar{J}_{\alpha}, \bar{J}_{\gamma}]' \) is a partition of \( J_{\alpha\gamma}^{-1} = (E(\bar{X}'M_D\Phi M_DX))^{-1} \), \( \Phi(\tau) = \text{diag}(f_{it}(\xi_{it}(\tau))) \), and \( \bar{X} = [W, Z]' \).

The proof of asymptotic normality has some elements of the nonlinear panel data literature where we concentrate out the FE. Here we write a asymptotic representation for the FE, then we plug them into the representation for all the coefficients. Therefore, there will be a reminder term coming from this two step procedure. It happens that the large \( N \) and \( T \) asymptotics with the restriction that \( N^a/T \to 0 \) is a sufficient condition to ensure that the reminder term is negligible and the estimator is asymptotically normal centered at zero.

**Remark 1.** For a finite collection of quantile indexes we have

\[
\sqrt{NT}(\hat{\theta}(\tau_j) - \theta(\tau_j))_{j \in J} \overset{d}{\to} N(0, \Omega(\tau_k, \tau_l))_{k,l \in J}
\]

where \( \Omega(\tau_k, \tau_l) = (K(\tau_k)', L(\tau_k)'), S(\tau_k, \tau_l)(K(\tau_l)', L(\tau_l')).
\]

**Remark 2.** When \( \text{dim}(\gamma) = \text{dim}(\beta) \), the choice of \( A(\beta) \) does not affect asymptotic variance, and the joint asymptotic variance of \( \beta(\tau) \) and \( \alpha(\tau) \) will generally have the simple form \( \Omega(\tau) = (K', L')'S(K', L') \), for \( S, K \) and \( L \) as defined above. As in Chernozhukov and Hansen (2008), when \( \text{dim}(\gamma) > \text{dim}(\beta) \), the choice of the weighting matrix \( A(\beta) \) generally matters, and it is important for efficiency. A natural choice for \( A(\beta) \) is given by the inverse

\textsuperscript{10}It is important to note that we can use this technique of proof since the parameter space is growing at a known rate, \( N \). There is a large literature showing the asymptotic properties of QR estimator for infinite dimension parameter space as He and Shao (2000) and Portnoy (1985) when the rate of the parameter increasing is not known. However, it is possible to achieve a better rate of \( N \) relative to \( T \) in the first case.
of the covariance matrix of $\hat{\gamma}(\beta(\tau), \tau)$. Noticing that $A(\beta)$ is equal to $(J_{\gamma}S_{\gamma}J_{\gamma})^{-1}$ at $\beta(\tau)$, it follows that the asymptotic variance of $\sqrt{NT}(\hat{\beta}(\tau) - \beta(\tau))$ is given by

$$\Omega_{\beta} = (J_{\beta}^T J_{\beta} (J_{\gamma}S_{\gamma}J_{\gamma})^{-1} J_{\gamma}J_{\beta})^{-1}. $$

The components of the asymptotic variance matrix that need to be estimated include $J_{\alpha\gamma}, J_\beta$ and $S$. The matrix $S$ can be estimated by its sample counterpart

$$\hat{S}(\tau, \tau') = (\min(\tau, \tau') - \tau\tau') \frac{1}{NT} \sum_{i=1}^{N} \sum_{t=1}^{T} V_{it}V_{it}'. \tag{19}$$

Following Powell (1986), $J_{\alpha\gamma}$ and $J_\beta$ can be estimated as stated in Theorem 2 above, such as

$$J_{\alpha\gamma} = E(\tilde{X}'M_D\Phi(\tau)M_D\tilde{X})$$

and

$$J_{\beta} = E(\tilde{X}'M_D\Phi(\tau)M_DX).$$

The estimator of $J_{\alpha\gamma}$ is given by the following form

$$\hat{J}_{\alpha\gamma} = \frac{1}{2NT h_n} \sum_{i=1}^{N} \sum_{t=1}^{T} I(|\hat{u}(\tau)| \leq h_n) \tilde{X}M_DM'D\tilde{X}'. \tag{20}$$

where $\hat{u}(\tau) := Y - D\hat{\eta}(\tau) - X\hat{\beta}(\tau) - Z\hat{\alpha}(\tau)$ and $h_n$ is an appropriately chosen bandwidth, with $h_n \to 0$ and $NT h_n^2 \to \infty$. The estimator of $J_\beta$ is analogous to $\hat{J}_{\alpha\gamma}$. By using the same procedure we can estimate the element $D\hat{\Phi}(\tau)D$ in $P_D$. The consistency of these asymptotic covariance matrix estimators are standard and will not be discussed further in this paper.

### 2.3 Inference

In this section, we turn our attention to inference in the IVQRF-E model, and suggest a Wald type test for general linear hypotheses, and a Kolmogorov-Smirnov test for linear hypothesis over a range of quantiles $\tau \in T$.

In the independent and identically distributed setup the conditional quantile functions of the response variable, given the covariates, are all parallel, implying that covariates effects shift the location of the response distribution but do not change the scale or shape. However, slopes estimates often vary across quantiles implying that it is important to test for equality of slopes across quantiles. Wald tests designed for this purpose were suggested by Koenker and Bassett (1982a), Koenker and Bassett (1982b), and Koenker and Machado (1999). It is possible to formulate a wide variety of tests using variants of the proposed Wald test, from simple tests on a single QR coefficient to joint tests involving many covariates and distinct
quantiles at the same time. General hypotheses on the vector $\theta(\tau)$ can be accommodated by Wald type tests. The Wald process and associated limiting theory provide a natural foundation for the hypothesis $R\theta(\tau) = r$, when $r$ is known.

Following the arguments of Portnoy (1984) and Gutenbrunner and Jureckova (1992), the QR process is tight and thus the limiting variate viewed as a function of $\tau$ is a Brownian Bridge over $\tau \in T$.\(^{11}\) Therefore, under the linear hypothesis $H_0 : R\theta(\tau) = r$, conditions A1-A6, and letting $\Sigma = (K', L')'EVV'(K', L')$, we have

$$\mathcal{V}_{NT} = \sqrt{NT}[R\Sigma(\tau)R']^{-1/2}(R\hat{\theta}(\tau) - r) \Rightarrow B_q(\tau),$$

(21)

where $B_q(\tau)$ represents a $q$-dimensional standard Brownian Bridge. For any fixed $\tau$, $B_q(\tau)$ is $N(0, \tau(1-\tau)I_q)$. The normalized Euclidean norm of $B_q(\tau)$

$$Q_q(\tau) = \|B_q(\tau)\|/\sqrt{\tau(1-\tau)}$$

is generally referred to as a Kiefer process of order $q$. Thus, for given $\tau$, the regression Wald process can be constructed as

$$\mathcal{W}_{NT}(\tau) = NT(R\hat{\theta}(\tau) - r)'[R\hat{\Omega}(\tau)R']^{-1}(R\hat{\theta}(\tau) - r)$$

(22)

where $\hat{\Omega}$ is a consistent estimator of $\Omega$, and $\Omega$ is given by

$$\Omega(\tau) = (K'(\tau), L'(\tau))'S(\tau, \tau)(K'(\tau), L'(\tau)).$$

Under $H_0$, the statistic $\mathcal{W}_{NT}$ is asymptotically $\chi^2_q$ with $q$-degrees of freedom, where $q$ is the rank of the matrix $R$. The limiting distributions of the test is summarized in the following theorem:

**Theorem 3** (Wald Test Inference). Under $H_0 : R\theta(\tau) = r$, for fixed $\tau$ and conditions A1-A6,

$$\mathcal{W}_{NT}(\tau) \sim \chi^2_q.$$

**Proof.** The proof of Theorem 3 is very simple and it follows from observing that for any fixed $\tau$, by Theorem 2

$$\sqrt{NT}(\hat{\theta}(\tau) - \theta(\tau)) \Rightarrow N(0, \Omega(\tau))$$

\(^{11}\)In a related result, Wei and He (2006) establish tightness of the QR process in the longitudinal data context with increasing parameter dimension, see for instance Lemma 8.4.
under the null hypothesis,

\[
\sqrt{NT}(R\hat{\theta}(\tau) - r) \Rightarrow N(0, R\Omega(\tau)R')
\]

since \(\hat{\Omega}(\tau)\) is a consistent estimator of \(\Omega(\tau)\), by Slutsky theorem

\[
W_{NT}(\tau) = NT(R\hat{\theta}(\tau) - r)'[R\hat{\Omega}(\tau)R']^{-1}(R\hat{\theta}(\tau) - r) \overset{d}{\sim} \chi^2_q.
\]

In order to implement the test it is necessary to estimate \(\Omega(\tau)\) consistently. It is possible to obtain such estimator as suggested in Theorem 2 in the previous section, and the main components of \(\hat{\Omega}(\tau)\) can be obtained as in equations (19) and (20).

More general hypotheses are also easily accommodated by the Wald approach. Let \(v = (\theta(\tau_1)', ..., \theta(\tau_m)')\) and define the null hypothesis as \(H_0 : Rv = r\). The test statistic is the same Wald test as equation (22). However, \(\Omega\) is now the matrix with \(kl\)th bock

\[
\Omega(\tau_k, \tau_l) = (K'(\tau_k), L'(\tau_k))'S(\tau_k, \tau_l)(K'(\tau_l), L'(\tau_l)),
\]

and

\[
S(\tau_k, \tau_l) = (\tau_k \wedge \tau_l - \tau_k \tau_l)E[VV'], \ \Phi(\tau_j) = diag(f_{it}(\xi_{it}(\tau_j))),
\]

and the other variables are as defined above. The statistic \(W_{NT}\) is still asymptotically \(\chi^2_q\) under \(H_0\) where \(q\) is the rank of the new matrix \(R\). This formulation accommodates a wide variety of testing situations, from a simple test on single quantiles regression coefficients to joint tests involving several covariates and several distinct quantiles. Thus, for instance, we might test for the equality of several slope coefficients across several quantiles.

Another important class of tests in the QR literature involves the Kolmogorov-Smirnov (KS) type tests, where the interest is to examine the property of the estimator over a range of quantiles \(\tau \in T\), instead of focusing only on a selected quantile. Thus, if one has interest in testing \(R\theta(\tau) = r\) over \(\tau \in T\), one may consider the KS type sup-Wald test. Following Koenker and Xiao (2006), we may construct a KS type test on the panel data regression quantile process in the following way:

\[
KSW_{NT} = \sup_{\tau \in T} W_{NT}(\tau).
\]

The limiting distribution of the Kolmogorov-Smirnov test is given in the following theorem:
**Theorem 4** *(Kolmogorov-Smirnov Test).* Under $H_0$ and conditions A1-A6,

\[
KSW_{NT} = \sup_{\tau \in T} W_{NT}(\tau) \Rightarrow \sup_{\tau \in T} Q_{q}^2(\tau).
\]

The proof of Theorem 4 follows directly from the continuous mapping theorem and equation (23). Critical values for $\sup Q_{q}^2(\tau)$ have been tabled by DeLong (1981) and, more extensively, by Andrews (1993) using simulation methods.

### 3 Monte Carlo Simulation

#### 3.1 Monte Carlo design for the performance of IVQRFE

In this section, we describe the design of some simulation experiments that have been conducted to assess the finite sample performance of the IVQRFE estimator discussed in the previous sections.\(^{12}\) Two simple versions of the basic model (1) are considered in the simulation experiment. In the first, reported in Tables 1 and 2, the scalar covariate, $z_{it}$, exerts a pure location shift effect. In the second, reported in Tables 3 and 4, $z_{it}$ exerts both location and scale effects. In the former case the response $y_{it}$ is generated by the model

\[
y_{it} = \eta_i + x_{it}^* \beta + z_{it} \alpha + u_{it},
\]

while in the latter

\[
y_{it} = \eta_i + x_{it}^* \beta + z_{it} \alpha + (\gamma z_{it}) u_{it}.
\]

In both cases we have an additive measurement error of the form

\[
x_{it} = x_{it}^* + \epsilon_{it},
\]

where $x_{it}^*$ follows an ARMA(1,1) process

\[
(1 - \phi L)x_{it}^* = \mu_i + \varepsilon_{it} + \theta \varepsilon_{it-1}
\]

and $\varepsilon_{it}$ follows the same distribution as $u_{it}$, that is, normal distribution and $t_3$ for Schemes 1 and 2 respectively. In all cases we set $x_{i,-50}^* = 0$ and generate $x_{it}^*$ for $t = -49, -48, ..., T$ according to

\[
x_{it}^* = \mu_i + \phi x_{it-1}^* + \varepsilon_{it} + \theta \varepsilon_{it-1}.
\]

\(^{12}\)The experiment shown in this section is based in Hsiao, Pesaran, and Tahmiscioglu (2002).
This ensures that the results are not unduly influenced by the initial values of the \( x_{it}^{*} \) process. Given the structure of the measurement error we use \( x_{it-1} \) as instrumental variable.

We employ two different schemes to generate the disturbances \((u_{it}, \varepsilon_{it})\). Under Scheme 1, we generate them as \( N(0, 1) \). Under Scheme 2 we generate them as \( t \)-distribution with 3 degrees of freedom. The exogenous regressor \( z_{it} \) is generated according to the same distribution as the innovations. In order to estimate the model we discarded the first 50 time series observations, using the observations \( t = 0 \) through \( T \) for estimation. The FE, \( \mu_i \) and \( \eta_i \), are generated as

\[
\mu_i = e_{1i} + T^{-1} \sum_{t=1}^{T} \varepsilon_{it}, \quad e_{2i} \sim N(0, \sigma_{e_2}^2).
\]

\[
\eta_i = e_{2i} + T^{-1} \sum_{t=1}^{T} z_{it}, \quad e_{2i} \sim N(0, \sigma_{e_2}^2).
\]

The above method of generating \( \mu_i \) and \( \eta_i \) ensures that the random effects estimator is inconsistent because of the correlation that exists among the individual effects and the explanatory variables.

In the simulations, we experiment with \( T = 10 \) and \( N = 100 \). We set the number of replications to 1000, and consider the following values for the remaining parameters:

\[
(\beta, \alpha) = (1, 1);
\]

\[
\phi = 0.6, \quad \theta = 0.7, \quad \gamma = 1, \quad \sigma_u^2 = \sigma_{e_1}^2 = \sigma_{e_2}^2 = 1.
\]

In the Monte Carlo study, we compare the LS and QR based estimators in terms of bias and root mean squared error (RMSE). More specifically, we study four estimators: the usual least squares within group estimator (FE); the least squares instrumental variables estimator (IVFE); the quantile regression fixed effects estimator proposed by Koenker (2004) (QRFE); and finally, the instrumental variables quantile regression fixed effects estimator proposed in this paper (IVQRFE). The QR estimators are studied only for the median case, although similar results are obtained for other quantiles.

### 3.2 Monte Carlo Results

Tables 1 and 2 present bias and RMSE simulations for estimates of the mismeasured coefficient, \( \beta \), and the perfectly measured variable coefficient, \( \alpha \), for the location-shift model and the normal and \( t_3 \) distributions of the innovations respectively. The results show that
Table 1: Location Shift Model: Bias and RMSE of estimators for normal distribution ($T = 10$ and $N = 100$)

<table>
<thead>
<tr>
<th></th>
<th>FE</th>
<th>IVFE</th>
<th>QRFE</th>
<th>IVQRFE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta = 1$ Bias</td>
<td>$-0.196$</td>
<td>$0.006$</td>
<td>$-0.197$</td>
<td>$0.010$</td>
</tr>
<tr>
<td>RMSE</td>
<td>$0.1967$</td>
<td>$0.0572$</td>
<td>$0.1978$</td>
<td>$0.0736$</td>
</tr>
<tr>
<td>$\alpha = 1$ Bias</td>
<td>$0.002$</td>
<td>$0.001$</td>
<td>$0.003$</td>
<td>$0.001$</td>
</tr>
<tr>
<td>RMSE</td>
<td>$0.0362$</td>
<td>$0.0462$</td>
<td>$0.0447$</td>
<td>$0.0475$</td>
</tr>
</tbody>
</table>

Table 2: Location Shift Model: Bias and RMSE of estimators for $t_3$ distribution ($T = 10$ and $N = 100$)

<table>
<thead>
<tr>
<th></th>
<th>FE</th>
<th>IVFE</th>
<th>QRFE</th>
<th>IVQRFE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta = 1$ Bias</td>
<td>$-0.201$</td>
<td>$-0.004$</td>
<td>$-0.159$</td>
<td>$0.009$</td>
</tr>
<tr>
<td>RMSE</td>
<td>$0.2075$</td>
<td>$0.0619$</td>
<td>$0.1531$</td>
<td>$0.0542$</td>
</tr>
<tr>
<td>$\alpha = 1$ Bias</td>
<td>$0.001$</td>
<td>$0.001$</td>
<td>$-0.001$</td>
<td>$-0.001$</td>
</tr>
<tr>
<td>RMSE</td>
<td>$0.0396$</td>
<td>$0.0471$</td>
<td>$0.0342$</td>
<td>$0.0363$</td>
</tr>
</tbody>
</table>

The bias in the mismeasured variable coefficient of the FE and QRFE estimators are severe. However the coefficients for the IVFE and IVQRFE are approximately unbiased. Moreover, since we do not consider any correlation among the regressors, as expected, the coefficient of the perfectly measured variable is approximately unbiased in all cases.

Table 1 shows that when the disturbances are sampled from a normal distribution, as expected, the mismeasured regressor coefficient is downward biased for the FE case, but the IVFE is approximately unbiased. Similarly, in the presence of errors in variables, the QRFE estimator proposed by Koenker (2004) is downward biased and IVQRFE is able to reduce the bias. In summary, estimates are biased in both the FE and the QRFE cases, and the IV strategy is able to considerably diminish the bias for both LS and QR cases. Regarding the RMSE, in the Gaussian condition, the LS based estimators perform better than the respective QR estimators. Thus, under Gaussian conditions, the IVQRFE is capable to reduce the bias but it has a larger RMSE when compared with the IVFE.

Table 2 presents simulations for the $t_3$-distribution case. The $\beta$ estimates of FE and QRFE are biased, and the FE has a larger bias when compared with the same estimator in the Gaussian case. The IVQRFE is approximately an unbiased estimator for both coefficients. Interestingly, in the non-Gaussian heavy-tailed condition, the RMSE of IVQRFE is smaller than the RMSE of IVFE, evidencing that there are gains in efficiency by using a robust estimator.
Table 3: Location-Scale Shift Model: Bias and RMSE of estimators for normal distribution
\((T = 10\) and \(N = 100)\)

<table>
<thead>
<tr>
<th></th>
<th>FE</th>
<th>IVFE</th>
<th>QRFE</th>
<th>IVQRFE</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\beta = 1) Bias</td>
<td>-0.199</td>
<td>0.005</td>
<td>-0.195</td>
<td>0.009</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.1970</td>
<td>0.0569</td>
<td>0.1962</td>
<td>0.0685</td>
</tr>
<tr>
<td>(\alpha = 1) Bias</td>
<td>0.001</td>
<td>0.001</td>
<td>0.000</td>
<td>0.001</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.0533</td>
<td>0.0579</td>
<td>0.0566</td>
<td>0.0622</td>
</tr>
</tbody>
</table>

Table 4: Location-Scale Shift Model: Bias and RMSE of estimators for \(t_3\) distribution
\((T = 10\) and \(N = 100)\)

<table>
<thead>
<tr>
<th></th>
<th>FE</th>
<th>IVFE</th>
<th>QRFE</th>
<th>IVQRFE</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\beta = 1) Bias</td>
<td>-0.208</td>
<td>0.004</td>
<td>-0.146</td>
<td>0.007</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.2086</td>
<td>0.0779</td>
<td>0.1475</td>
<td>0.0480</td>
</tr>
<tr>
<td>(\alpha = 1) Bias</td>
<td>0.002</td>
<td>0.003</td>
<td>0.004</td>
<td>0.001</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.2797</td>
<td>0.2801</td>
<td>0.0791</td>
<td>0.0789</td>
</tr>
</tbody>
</table>

Tables 3 and 4 present bias and RMSE results for the location-scale-shift model for the normal and \(t_3\) distributions respectively. In both cases the FE and QRFE estimators are downward biased and the IVFE and IVQRFE are approximately unbiased. Note that the IVQRFE estimator presents a considerable smaller bias than QRFE and much more precision when compared with IVFE in the \(t_3\) case.

4 Empirical application: Investment, Tobin’s \(q\) and cash flow

As pointed out in Wansbeek (2001), the most frequent application of measurement error techniques is in the estimation of investment models using Tobin’s \(q\). This variable is the ratio of the market valuation of a firm and the replacement value of its assets. Firms with a high value of \(q\) are considered attractive as to the investment opportunities, whereas a low value of \(q\) indicates the opposite. Since the operationalization of \(q\) is not clear-cut and unambiguous, estimation poses a measurement error problem. Many empirical investment studies found a very disappointing performance of the \(q\) theory of investment, although this theory has a good performance when measurement error is purged as in Erickson and Whited (2000). In parallel, investment theory is also interested in the effect of cash flow, as the theory predicts that financially constrained firms are more likely to rely on internal funds.
to finance investment (see for instance Alti, 2003; Almeida, Campello and Weisbach, 2004). However, Erickson and Whited (2000) argue that cash flow has no effect on investment once measurement error in Tobin’s $q$ is taken into account.

There are distinct advantages in exploiting panel data on individual firms (see for instance Blundell, Bond, Devereux and Schiantarelli, 1992). In the first place it allows testing the theory, developed in the context of a ‘representative’ firm, in the context of many firms, so reducing econometric problems introduced by aggregation across firms. Aggregation problems may be important here since the standard $q$ model is specified in ratios and there are clear nonlinearities. Secondly, the estimates are obtained by using both the time-series and cross-sectional variation in the data. This contributes to their precision and also allows consistent estimation in the presence of firm specific effects correlated both with investment and $q$ values. Although not reported, pooled and FE estimates differ in our estimation, which determines that firm individual FE need to be controlled for in our model.

We argue that QR is useful to describe differences in investment ratios across firms in the presence of unobserved heterogeneity. Unobserved characteristics (for the econometrician) across firms may be due to several reasons. The ability of managers (insiders) or the characteristics of investors (outsiders) can be named as the main unobservable component. For instance, Bertrand and Schoar (2003) find that a significant extent of the heterogeneity in investment, financial, and organizational practices of firms can be explained by managers ‘style’. Walentin and Lorenzoni (2007) develop a model of financially constrained firms financed partly by insiders, who control its assets, and partly by outside investors. When their wealth is scarce, insiders earn a rate of return higher than the market rate of return, that is, they receive a quasi-rent on invested capital. Therefore, differences in insiders and outsiders characteristics across firms may contribute to differences in investment behavior. Additional heterogeneity may be due to differences in firms’ capital structure. Chirinko (1993) shows that when the $q$ theory is expanded for the possibility that the value of the firm depends on two or more capital inputs with differing adjustment cost technologies, the econometric equation following from optimizing behavior includes $q$ as well as additional variables (e.g. inventory, research and development). In the upper conditional quantiles of investment, investment may be driven by insiders knowledge of business opportunities or a particular capital structure that requires more investment, and therefore, we expect that investment would be more responsive to changes in $q$ and cash flow, as the firms would use all available resources to finance its projects. Moreover, high investment ratios reduce the
marginal productivity of additional investment, and therefore, it would be difficult to get additional resources. In other words, $q$ and cash flow sensitivities will be higher in the upper quantiles of investment than in the lower quantiles.

In contrast with the interpretation of QR in cross-section, by controlling for the firm-specific characteristics, the quantiles should be interpreted in terms of the pairs firm-year. In this case, low (high) quantiles refer to firms in periods with unusually low (high) investment ratios when conditioning on other time-variant observable information. This determines that the same firm can be at different quantiles in different periods, which is in line with the idea that firm’s behavior will change depending on their investment needs.

The baseline model in the literature is

$$I_{it}/K_{it} = \eta_{i} + \beta q^{\ast}_{it} + \alpha CF_{it}/K_{it} + u_{it},$$

where $I$ denotes investment, $K$ capital stock, $CF$ cash flow, $q^{\ast}$ well-measured Tobin’s $q$, $\eta$ is the firm-specific effects and $u$ is the innovation term. Our objective is estimating the following conditional quantile function:

$$Q_{I/K}(\tau|\eta, CF/K, q) = \eta_{i}(\tau) + \beta(\tau)q^{\ast}_{it} + \alpha(\tau)CF_{it}/K_{it}.$$  

As mentioned earlier, if $q$ is subject to measurement error, estimates of $\beta(\tau)$ will be biased down (assuming $\beta(\cdot) > 0$), but this problem can be ameliorated by using instrumental variables.

We follow Almeida, Campello, and Weisbach (2004) approach by considering a sample of manufacturing firms (SICs 2000 to 3999) over the 1980 to 2005 period with data available from COMPUSTAT’s P/S/T, Full Coverage. Only firms with observations in every year are used, in order to construct a balanced panel of firms for the 26 year period.\footnote{The choice of a balanced panel is made to reduce the computational burden.} Moreover, following those authors we eliminate firms for which cash-holdings exceeded the value of total assets and those displaying asset or sales growth exceeding 100%. Our final sample consists of 4550 firm-years and 175 firms. Summary statistics of the variables employed in our econometric specifications appear in Table 5. Because we only consider firms that report information in each of the 26 years, the sample consists mainly of relatively large firms. Although this reduces the sample heterogeneity in terms of credit constraints (e.g. ...
presumably firms with market information for continuous 26 years are credit unconstrained), it serves for our purposes of studying firm heterogeneity along different quantiles.

Table 5: Summary statistics

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>Std.Dev.</th>
<th>0.25 quantile</th>
<th>Median</th>
<th>0.75 quantile</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I/K$</td>
<td>0.203</td>
<td>0.145</td>
<td>0.119</td>
<td>0.174</td>
<td>0.249</td>
</tr>
<tr>
<td>$q$</td>
<td>0.778</td>
<td>0.265</td>
<td>0.617</td>
<td>0.738</td>
<td>0.873</td>
</tr>
<tr>
<td>$CF/K$</td>
<td>0.414</td>
<td>0.444</td>
<td>0.211</td>
<td>0.345</td>
<td>0.534</td>
</tr>
<tr>
<td>$\Delta I/K$</td>
<td>-0.003</td>
<td>0.168</td>
<td>-0.050</td>
<td>-0.000</td>
<td>0.045</td>
</tr>
<tr>
<td>$\Delta q$</td>
<td>-0.004</td>
<td>0.136</td>
<td>-0.057</td>
<td>-0.004</td>
<td>0.049</td>
</tr>
<tr>
<td>$\Delta CF/K$</td>
<td>-0.000</td>
<td>0.302</td>
<td>-0.066</td>
<td>0.006</td>
<td>0.074</td>
</tr>
</tbody>
</table>

Table 6 report the regression estimates. The first column reports least squares within group (FE) estimators without (first set of rows) and with instruments (last set of rows, IVFE). The second column reports least squares in first differences for the same set of rows (FD and IVFD respectively). Following Biorn (2000) we use lags of the first differences of the mismeasured variable as instruments for fixed effects, and lags in levels for the first differences estimator. The last five columns report QR estimates with fixed effects (QRFE). Our proposed estimator, IVQRFE, appears in the last rows where the same instruments used in FE are employed. IV estimates are reported with one instrument ($\Delta q_{t-1}$ for the model in levels, $q_{t-2}$ for FD) and with two instruments ($\Delta q_{t-1}, \Delta q_{t-2}$ for the model in levels, $q_{t-2}, q_{t-3}$ for FD) to assess the sensitivity of the estimates to the instrument selection.

Table 6: Econometric results

<table>
<thead>
<tr>
<th>Variable</th>
<th>FE</th>
<th>FD</th>
<th>$\tau = 0.10$</th>
<th>$\tau = 0.25$</th>
<th>$\tau = 0.50$</th>
<th>$\tau = 0.75$</th>
<th>$\tau = 0.90$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q$</td>
<td>0.087</td>
<td>0.100</td>
<td>0.043</td>
<td>0.050</td>
<td>0.078</td>
<td>0.089</td>
<td>0.099</td>
</tr>
<tr>
<td></td>
<td>(0.010)</td>
<td>(0.018)</td>
<td>(0.009)</td>
<td>(0.009)</td>
<td>(0.009)</td>
<td>(0.013)</td>
<td>(0.017)</td>
</tr>
<tr>
<td>$CF/K$</td>
<td>0.095</td>
<td>0.053</td>
<td>0.049</td>
<td>0.060</td>
<td>0.088</td>
<td>0.112</td>
<td>0.142</td>
</tr>
<tr>
<td></td>
<td>(0.006)</td>
<td>(0.008)</td>
<td>(0.007)</td>
<td>(0.009)</td>
<td>(0.009)</td>
<td>(0.013)</td>
<td>(0.014)</td>
</tr>
<tr>
<td></td>
<td>IVFE</td>
<td>IVFD</td>
<td>IVQRFE</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$q$</td>
<td>0.282</td>
<td>0.224</td>
<td>0.092</td>
<td>0.144</td>
<td>0.275</td>
<td>0.211</td>
<td>0.426</td>
</tr>
<tr>
<td></td>
<td>(0.074)</td>
<td>(0.081)</td>
<td>(0.033)</td>
<td>(0.045)</td>
<td>(0.089)</td>
<td>(0.104)</td>
<td>(0.219)</td>
</tr>
<tr>
<td>$CF/K$</td>
<td>0.074</td>
<td>0.053</td>
<td>0.043</td>
<td>0.052</td>
<td>0.066</td>
<td>0.111</td>
<td>0.123</td>
</tr>
<tr>
<td></td>
<td>(0.010)</td>
<td>(0.008)</td>
<td>(0.008)</td>
<td>(0.008)</td>
<td>(0.012)</td>
<td>(0.025)</td>
<td>(0.032)</td>
</tr>
</tbody>
</table>

\[ 14 \text{Although not reported, we also use least squares projections as a different set of instruments in the QR estimations. We consider the projection of } q_{it} \text{ on each respective instrument and the exogenous variables, i.e. the fixed effects and cash flow. In every case, we obtain similar results.} \]
Both FE and FD estimators give similar results for the effect of Tobin’s $q$ on investment, implying that firms with higher $q$ values would invest more. In particular, the $q$-sensitivity of investment is close to 0.10. Cash flow appear as positive and statistically significant. However, the FD estimate of cash flow is half of that in FE. When instrumental variables are used, the effect of Tobin’s $q$ raises considerably, which is in line with the presence of measurement error in this variable. By contrasting the effect of the instrumental variables across different estimates, it can be concluded that measurement error in Tobin’s $q$ reduces its effect by a half. Moreover, the point estimates of cash flow do not change, which can be interpreted as the fact that measurement error in Tobin’s $q$ has no spillover measurement error to cash flow. In turn, this contradicts Erickson and Whited (2000) statement that cash flow “does not matter” as it has a highly significant (mean) effect.

FE, FD and QRFE point estimates differ both in terms of Tobin’s $q$ and cash flow effects. QRFE estimates are monotonically increasing in $\tau$, ranging from 0.045 for $\tau = 0.05$ to 0.11 at $\tau = 0.95$ (see figure 1). In terms of the Tobin’s $q$ point estimates, QRFE is below FE for $\tau < 0.75$ and below FD almost everywhere. As a result, firms-years with unusually high investment ratios will be very responsive to changes in their market valuation. In a similar token, the effect of cash flow on investment is monotonically increasing in $\tau$. This determines that firms with conditionally high investment ratios have a higher propensity to use additional internal resources to finance investment than those with low investment ratios.

The use of IVQRFE differ from QRFE point estimates in a similar way as IVFE and IVFD differ from FE and FD respectively (see figures 2 and 3). However, in this case, the monotonicity is weakened in the q-sensitivity of investment. For low quantiles, QRFE and IVQRFE provide similar point estimates. However, both estimators differ greatly as $\tau$ increases. This suggests an interesting asymmetry in terms of the measurement error problem,
as it may manifest itself mostly for firms-years in the upper quantiles of the investment distribution. Point estimates for IVQRFE are particularly high for $\tau \geq 0.90$, reaching a $q$-sensitivity of 0.4. Nevertheless, IVQRFE has bigger standard errors than both IVFE and QRFE. In fact for $\tau > 0.25$ the IVFE confidence interval is contained in the IVQRFE interval, while QRFE interval is always contained. In addition, QRFE and IVQRFE give similar estimates in terms of the cash flow sensitivity of investment, which reassures the fact that the effect of this variable on investment is not due to measurement error in Tobin’s $q$ and that its effect is increasing in $\tau$. Finally, it can be observed that the effect of expanding the instruments’ set on the IVQRFE point estimates is in line with that in least squares model. That is, using only $\Delta q_{t-1}$ produces a higher estimate for the $q$-sensitivity of investment than when $\Delta q_{t-1}$ and $\Delta q_{t-2}$ are used.
Figure 1: FE and QRFE
Figure 2: IVFE and IVQRFE (Instrument $\Delta q_{t-1}$)
Figure 3: IVFE and IVQRFE (Instruments $\Delta q_{t-1}, \Delta q_{t-2}$)
5 Conclusion

We propose the use of an instrumental variables strategy for estimation and inference in quantile regression FE panel data models with measurement errors. Quantile regression methods allow one to explore a range of conditional quantiles exposing a variety of forms of conditional heterogeneity under less compelling distributional assumptions and provide a framework for robust estimation and inference. Most instrumental variables estimators are at least partly based on the intuition that first differencing yields a model free of FE. Despite its appeal as a procedure that avoids the estimation of the individual effects, differencing transformation to eliminate the FE is not available in the quantile regression framework, and we are required to deal directly with the full problem. We derive an approximation to the bias in the QRFE estimator in the presence of a mismeasured variable. We suggest the use of an instrumental variables strategy for estimation based on Chernozhukov and Hansen (2006, 2008) that reduces the bias in the resulting point estimates. We show that the IV FE panel estimator is consistent and asymptotically normal, provided that both $N$ and $T$ grow to infinity and $N^a/T \to 0$, for some $a > 0$. In addition, we suggest Wald and Kolmogorov-Smirnov type of tests for general linear hypotheses, and derive the respective limiting distributions.

Monte Carlo studies are conducted to evaluate the finite sample properties of the quantile regression instrumental variables estimator for different types of distributions. It is shown that the estimator proposed by Koenker (2004) is severely biased in the presence of mismeasured variables, while the IVQRFE sharply reduces the bias in this environment. In addition, IVQRFE has a better performance vis-a-vis the IV least squares based approach in terms of the bias and root mean square error of the estimators for non-Gaussian heavy-tailed distributions.

Finally, we apply the instrumental variables estimator to the most frequent application of measurement error techniques, the Tobin’s $q$ theory of investment in corporate finance. We show that the IVQRFE estimator purges for measurement error in a similar way to standard IV techniques in the least squares framework, but it shows interesting asymmetries in terms of the measurement error correction across quantiles.
Appendix 0: η’s with Pure Location Shift

The η’s are intend to capture some individual specific source of variability, or “unobserved heterogeneity,” that was not adequately controlled for by other covariates. In most applications the time series dimension \( T \) is relatively small compared to the number of individuals \( N \). Therefore, it might be difficult to estimate a \( \tau \)-dependent distributional individual effect. In this case, we still can estimate an individual specific location-shift effect.

Consider the following model for conditional quantile functions

\[
Q_{it}(\tau|x^*_it, z_{it}) = \eta_i + x^*_{it} \beta(\tau) + z^*_{it} \alpha(\tau),
\]

(28)

where \( x_{it} = x^*_it + \epsilon_{it} \).

In this formulation the η’s have a pure location shift effect on the conditional quantiles of the response variable. The effects of the covariates \( (x_{it}, z_{it}) \) are allowed to depend upon the quantile, \( \tau \), of interest but the η’s do not. From the availability of a valid instrument, \( w \), following Koenker (2004) and Chernozhukov and Hansen (2006, 2008) to estimate model (28) for several quantiles simultaneously we propose the following estimator

\[
\hat{\beta}(\tau_k) = \arg\min_{\beta} \| \hat{\gamma}(\beta, \tau_k) \|,
\]

(29)

where

\[
(\hat{\eta}(\beta), \hat{\alpha}(\beta, \tau), \hat{\gamma}(\beta, \tau)) = \arg\min_{\eta, \alpha, \gamma} \sum_{k=1}^{K} \sum_{i=1}^{N} \sum_{t=1}^{T} v_k \rho_{\tau}(y_{it} - d_{it}'\eta - x^*_{it}'\beta(\tau_k) - z^*_{it}'\alpha(\tau_k) - w^*_{it}'\gamma(\tau_k)),
\]

(30)

and \( v_k \) are the weights that control the relative influence of the \( K \) quantiles \( \{\tau_1, ..., \tau_K\} \) on the estimation of the \( \eta_i \) parameter. The design matrix for the problem of estimating \( K > 1 \) is as follows:

\[
[v \otimes (I_n \otimes 1_T) : Y \otimes X : Y \otimes Z : Y \otimes W],
\]

where \( I_n \) is a \( N \times N \) identity matrix, \( 1_T \) is a \( T \times 1 \) vector of ones, \( Y \) is a \( K \times K \) diagonal matrix with the weights \( \nu \) in the diagonal. Moreover, as Koenker (2004) observes, in typical applications the above design matrix of the full problem is very sparse, i.e. has mostly zero elements. Standard sparse matrix storage schemes only require space for the non-zero elements and their indexing locations, and this considerably reduces the computational effort and memory requirements in large problems.
The optimization may become very large depending on the number of estimated quantiles. Therefore, instead of using a grid search we use a numerical optimization function in R (\texttt{optim}). As starting values, we use the parameters of “naive” estimation (28) without any instruments. It is important to notice that all the results presented previously are still valid. In addition, inference is essentially the same to that presented in section 2. However, the elements of the variance-covariance matrix in Theorem 2 should now be as in the design matrix presented above.

Appendix 1: Analogy between QRIV and 2SLS

Regular OLS Case

Consider the following model

$$y = X'\beta + Z'\alpha + u$$

where $X$ is the endogenous variable, $Z$ is the exogenous covariate and $u$ is the error term. Let $W$ be a valid instrument for $X$. In the two stage least squares procedure

$$\hat{\beta} = (X'P_{M_{Z}W}X)^{-1}X'P_{M_{Z}W}y,$$  \hspace{1cm} (31)

where $P_{M_{Z}W} = M_{Z}W(W'M_{Z}W)^{-1}W'M_{Z}$. Note that if the same number of columns in $X$ is the same as in $W$, then $W'M_{Z}X$ is an invertible matrix and we can simplify the above equation to

$$\hat{\beta} = (W'M_{Z}X)^{-1}W'M_{Z}y.$$  \hspace{1cm} (32)

Grid Case

Now we consider the Grid case. Define a grid for $\beta$, $\{\beta_{j}, j = 1, ..., J\}$, and for given $\beta_{j}$, consider the following regression

$$y - X'\beta_{j} = Z'\alpha + \hat{W}'\gamma + v,$$

where $\hat{W}$ is an instrument for $X$, defined as the projection of $X$ on $Z$ and $W$;

$$\hat{W} := \hat{X} = Z'\hat{\lambda} + W'\hat{\delta}.$$

The estimator $\hat{\gamma}(\beta_{j})$ is

$$\hat{\gamma}(\beta_{j}) = (\hat{W}'M_{Z}\hat{W})^{-1}\hat{W}'M_{Z}(y - X\beta_{j}).$$
Now define the estimator of $\hat{\beta}$ as

$$\hat{\beta} = \arg\min_\beta \|\hat{\gamma}(\beta)\|_A,$$

where $\|\hat{\gamma}(\beta)\|_A = \hat{\gamma}(\beta)'A\hat{\gamma}(\beta)$, $\hat{\gamma}(\beta)$ is the vector containing the estimates $\hat{\gamma}(\beta_j)$, and $A$ is the identity matrix. Noticing that $M_Z\hat{W} = M_ZW'(W'M_ZW)^{-1}W'M_ZX$, and from the first order condition

$$\hat{\beta} = (X'M_ZW(W'M_ZW)^{-1}W'M_ZX)^{-1}X'M_ZW(W'M_ZW)^{-1}W'M_Zy.$$

Using the definition of $P_{M_ZW}$ we have

$$\hat{\beta} = (X'P_{M_ZW}X)^{-1}X'P_{M_ZWy}, \quad (33)$$

which is the same estimator as in equation (31). When the model is exactly identified

$$\hat{\beta} = (W'M_ZX)^{-1}W'M_Zy, \quad (34)$$

which is the same estimator as in equation (32).

**Appendix 2: Proof of the Theorems**

The next three Lemmas help in the derivation of the results. The first Lemma shows the identification of the parameters. The second guarantees a law of large numbers. The third Lemma states an Argmax Process argument which is helpful in the derivation of consistency. Later we show consistency of $\hat{\theta}(\tau)$.

**Lemma 2** Given assumptions A1-A6, $(\eta(\tau), \beta(\tau), \alpha(\tau))$ uniquely solves the equations $E[\psi(Y - D\eta - X\beta - Z\alpha)\tilde{X}(\tau)] = 0$ over $\mathcal{E} \times \mathcal{B} \times \mathcal{A}$.

**Proof.** We want to show that $(\eta(\tau), \beta(\tau), \alpha(\tau))$ uniquely solves the limit problem for each $\tau$, that is $\eta(\beta^*(\tau), \tau) = \eta(\tau)$, $\beta^*(\tau) = \beta(\tau)$, and $\alpha(\beta^*(\tau), \tau) = \alpha(\tau)$. Let $\psi(u) := (\tau - I(u < 0))$. Define:

$$\Pi(\eta, \beta, \alpha, \tau) := E[\psi(Y - D'\eta(\tau) - X'\beta(\tau) - Z'\alpha(\tau))\tilde{X}(\tau)]$$

$$H(\eta, \beta, \alpha, \tau) := \frac{\partial}{\partial(\eta, \beta, \alpha)} E[\psi(Y - D'\eta(\tau) - X'\beta(\tau) - Z'\alpha(\tau))\tilde{X}(\tau)]$$

By assumption A2 $H(\eta, \beta, \alpha, \tau)$ is continuous in $(\eta, \beta, \alpha)$ and full rank, uniformly over $\mathcal{E} \times \mathcal{B} \times \mathcal{A}$. Moreover, by A2, the image of the set $\mathcal{E} \times \mathcal{B} \times \mathcal{A}$ under the mapping
According to the preceding argument, it is the only such solution. Thus, also by (37)

We need to find \( \phi \). Define \( \phi := (\eta, \alpha, \gamma) \). By assumption and in view of the global convexity of \( Q(\beta, \phi, \tau) \) in \( \phi \) for each \( \tau \) and \( \beta \), \( \phi(\beta, \tau) \) is defined by the subgradient condition

\[
E[\psi(Y - D'\eta - X'\beta - Z'\alpha - W'0)\bar{X}(\tau)] = 0. \tag{35}
\]

Define \( \phi := (\eta, \alpha, \gamma) \). By assumption and in view of the global convexity of \( Q(\beta, \phi, \tau) \) in \( \phi \) for each \( \tau \) and \( \beta \), \( \phi(\beta, \tau) \) is defined by the subgradient condition

\[
E[\psi(Y - D'\eta(\beta, \tau) - X'\beta - Z'\alpha(\beta, \tau) - W'\gamma(\beta, \tau))\bar{X}(\tau)]v \geq 0 \tag{36}
\]

for all \( v : \phi(\beta, \tau) + v \in \mathcal{E} \times \mathcal{A} \times \mathcal{G} \).

In fact, if \( \phi(\beta, \tau) \) is in the interior of \( \mathcal{E} \times \mathcal{A} \times \mathcal{G} \), it uniquely solves the first order condition version of (36)

\[
E[\psi(Y - D'\eta(\beta, \tau) - X'\beta - Z'\alpha(\beta, \tau) - W'\gamma(\beta, \tau))\bar{X}(\tau)] = 0. \tag{37}
\]

We need to find \( \beta^*(\tau) \) by minimizing \( ||\gamma(\beta, \tau)|| \) over \( \beta \) subject to (36) holding. By (35) \( \beta^*(\tau) = \beta(\tau) \) makes \( ||\gamma(\beta^*, \tau)|| = 0 \) and satisfies (37) and hence (36) at the same time.

According to the preceding argument, it is the only such solution. Thus, also by (37)

\( (\eta(\beta^*(\tau), \tau) = \eta(\tau), \alpha(\beta^*(\tau), \tau) = \alpha(\tau)) \).

\[ \Box \]

**Lemma 3**

Let \( \xi_{u}(\tau) = d'_{u}\eta(\tau) + x'_{u}\beta(\tau) + z'_{u}\alpha(\tau) + w'_{u}\gamma(\tau) \) and \( u_{it}(\tau) = y_{it} - \xi_{u}(\tau) \). Let \( \vartheta := (\eta, \beta, \alpha, \gamma) \) be a parameter vector in \( \mathcal{V} := \mathcal{E} \times \mathcal{B} \times \mathcal{A} \times \mathcal{G} \). Let

\[
\delta = \begin{pmatrix}
\delta_{\eta} \\
\delta_{\beta} \\
\delta_{\alpha} \\
\delta_{\gamma}
\end{pmatrix} = \begin{pmatrix}
\sqrt{T}(\eta - \eta(\tau)) \\
\sqrt{NT}(\beta - \beta(\tau)) \\
\sqrt{NT}(\alpha - \alpha(\tau)) \\
\sqrt{NT}(\gamma - \gamma(\tau))
\end{pmatrix}.
\]

Under conditions A1-A6,

\[
\sup_{\vartheta \in \mathcal{V}} (NT)^{-1} \sum_{i} \sum_{t} \left[ \rho_{r}(u_{it}(\tau) - \frac{d'_{u}\delta_{\eta}}{\sqrt{T}} - \frac{x'_{u}\delta_{\beta}}{\sqrt{NT}} - \frac{z'_{u}\delta_{\alpha}}{\sqrt{NT}} - \frac{w'_{u}\delta_{\gamma}}{\sqrt{NT}} - \rho_{r}(u_{it}(\tau))) - E[\rho_{r}(u_{it}(\tau) - \frac{d'_{u}\delta_{\eta}}{\sqrt{T}} - \frac{x'_{u}\delta_{\beta}}{\sqrt{NT}} - \frac{z'_{u}\delta_{\alpha}}{\sqrt{NT}} - \frac{w'_{u}\delta_{\gamma}}{\sqrt{NT}} - \rho_{r}(u_{it}(\tau))] \right] = o_{p}(1). \tag{38}
\]

33
Proof. With some abuse of notation let $\tilde{x}_{it} = (x_{it}, z_{it}, w_{it})$, $\tilde{\beta} = (\beta, \alpha, \gamma)$. Let $\| \cdot \|$ denote the Euclidean norm.

It is sufficient to show that for any $\epsilon > 0$

$$P\left( \sup_{\theta \in \mathcal{V}} (NT)^{-1} \left| \sum_{i} \sum_{t} \left[ \rho_{r}(u_{it}(\tau)) - \tilde{x}_{it} \frac{\delta_{\tilde{\beta}}}{\sqrt{NT}} - d_{it} \frac{\delta_{\eta}}{\sqrt{T}} \right] \right| > \epsilon \right) \to 0.$$  \hfill (39)

Partition the parameter space $\Gamma = \mathcal{V}$ into $K_N$ disjoint parts $\Gamma_1, \Gamma_2, \ldots, \Gamma_{K_N}$, such that the diameter of each part is less than $q_{NT} = \frac{\epsilon N^a}{12CT}$. Let $p_N$ be the dimension of $\vartheta$, $p_N = O(N)$, and then $K_N \leq (2\sqrt{p_N}/q_{NT} + 1)^{p_N}$ (c.f. Wei and He (2006)).

Let $\zeta_i \in \Gamma_i$, $i = 1, \ldots, K_N$ be fixed points. Then the left-hand side of (39) can be bounded by $P_1 + P_2$, where

$$P_1 = P\left( \max_{1 \leq q \leq K_N} \sup_{\vartheta \in \Gamma_q} (NT)^{-1} \left| \sum_{i} \sum_{t} \left[ \rho_{r}(u_{it}(\tau)) - \tilde{x}_{it} \frac{\delta_{\tilde{\beta}}}{\sqrt{NT}} - d_{it} \frac{\delta_{\eta}}{\sqrt{T}} \right] \right| > \epsilon/2 \right)$$

and

$$P_2 = P\left( \max_{1 \leq q \leq K_N} (NT)^{-1} \left| \sum_{i} \sum_{t} \left[ \rho_{r}(u_{it}(\tau)) - \tilde{x}_{it} \frac{\delta_{\tilde{\beta}}}{\sqrt{NT}} - d_{it} \frac{\delta_{\eta}}{\sqrt{T}} \right] \right| > \epsilon/2 \right).$$

Therefore, it suffices to show that both $P_1$ and $P_2$ are $o_p(1)$. Noting that $|\rho_{r}(x + y) - \rho_{r}(x)| \leq 2|y|$, we have
\[
\max_{1 \leq q \leq K_N} \sup_{\theta \in \Gamma_q} (NT)^{-1} \left[ \sum_i \sum_t \left[ \rho_r(u_{it}(\tau)) - \bar{x}_{it} \frac{\delta_\beta}{\sqrt{NT}} - d_{it} \frac{\delta_\eta}{\sqrt{T}} \right] - \rho_r(u_{it}(\tau)) \right] \\
- \rho_r(u_{it}(\tau)) - \bar{x}_{it} \frac{\zeta_q \delta_\beta}{\sqrt{NT}} - d_{it} \frac{q \zeta_q \delta_\eta}{\sqrt{T}} + \rho_r(u_{it}(\tau)) \\
- E[\rho_r(u_{it}(\tau)) - \bar{x}_{it} \frac{\delta_\beta}{\sqrt{NT}} - d_{it} \frac{\delta_\eta}{\sqrt{T}}] - \rho_r(u_{it}(\tau)) \\
+ E[\rho(u_{it} - \bar{x}_{it} \frac{\zeta_q \delta_\beta}{\sqrt{NT}} - d_{it} \frac{\zeta_q \delta_\eta}{\sqrt{T}})]
\]

\[
\leq \max_{1 \leq q \leq K_N} \sup_{\theta \in \Gamma_q} (NT)^{-1} \left[ \sum_i \sum_t \left[ \left( \bar{x}_{it} \frac{\delta_\beta}{\sqrt{NT}} - \zeta_q \bar{x}_{it} \frac{\zeta_q \delta_\beta}{\sqrt{NT}} - \zeta_q d_{it} \frac{\zeta_q \delta_\eta}{\sqrt{T}} \right) \right] - \rho_r(u_{it}(\tau)) \right] \\
+ E\left[ \rho(u_{it} - \bar{x}_{it} \frac{\zeta_q \delta_\beta}{\sqrt{NT}} - d_{it} \frac{\zeta_q \delta_\eta}{\sqrt{T}}) \right]
\]

\[
\leq \max_{1 \leq q \leq K_N} \sup_{\theta \in \Gamma_q} (NT)^{-1} \left[ \sum_i \sum_t \left[ \left( \frac{1}{\sqrt{NT}} \| \bar{x}_{it} \| (\delta_\beta - \zeta_q \delta_\beta) \right) \right] - \frac{1}{\sqrt{T}} \| d_{it} \| (\delta_\eta - \zeta_q \delta_\eta) \right] \\
+ \sum_i \sum_t E\left[ \frac{1}{\sqrt{NT}} \| \bar{x}_{it} \| (\delta_\beta - \zeta_q \delta_\beta) \right] - \frac{1}{\sqrt{T}} \| d_{it} \| (\delta_\eta - \zeta_q \delta_\eta) \right]
\]

\[
\leq \left[ 4qNT \right] \leq \frac{\epsilon}{2},
\]

where the last equality follows by assumptions A5-A6, and implies \( P_1 = o_\rho(1). \) Thus, it remains to show that \( P_2 = o_\rho(1). \)

If we write \( m_{itq} = [\rho_r(u_{it}(\tau)) - \bar{x}_{it} \frac{\zeta_q \delta_\beta}{\sqrt{NT}} - d_{it} \frac{\zeta_q \delta_\eta}{\sqrt{T}} - \rho_r(u_{it}(\tau))] \) en

\[
P_2 = P\left( \max_{1 \leq q \leq K_N} (NT)^{-1} \left| \sum_i \sum_t \left[ m_{itq} - Em_{itq} \right] \right| > \epsilon/2 \right)
\]

\[
\leq \sum_{q=1}^{K_N} P\left( (NT)^{-1} \left| \sum_i \left[ m_{itq} - E \sum_t m_{itq} \right] \right| > \epsilon/2 \right)
\]

For fixed \( i, \)

\[
\sum_t m_{itq} \leq \sum_t \sup_{\zeta \in \Gamma_q} \left| \rho_r(u_{it}(\tau)) - \bar{x}_{it} \frac{\zeta \delta_\beta}{\sqrt{NT}} - d_{it} \frac{\zeta \delta_\eta}{\sqrt{T}} - \rho_r(u_{it}(\tau)) \right|
\]

\[
\leq \sum_t \sup_{\zeta \in \Gamma_q} 2 \left| \bar{x}_{it} \frac{\zeta \delta_\beta}{\sqrt{NT}} + d_{it} \frac{\zeta \delta_\eta}{\sqrt{T}} \right|
\]

\[
\leq \sum_t \sup_{\zeta \in \Gamma_q} 2 \left[ \frac{1}{\sqrt{NT}} \| \bar{x}_{it} \| \| \zeta \delta_\beta \| + \frac{1}{\sqrt{T}} \| d_{it} \| \| \zeta \delta_\eta \| \right] \leq TC_2,
\]
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and,

\[ \text{Var}(\sum_{t=1}^{T} m_{itq}) \leq T \sum_{t=1}^{T} \text{Var}(m_{itq}). \]

Note that,

\[ | \bar{x}_{it} \frac{\zeta_{q\beta}}{\sqrt{NT}} + d'_{it} \frac{\zeta_{q\eta}}{\sqrt{T}} |^2 \leq C_3 \| \zeta_{q\beta} \| + C_4 \| \zeta_{q\eta} \| \]

Using the fact that \( \| \zeta_q \| < C \) for any \( q \) and the independence across individuals in A1, we have

\[ \sum_i \text{Var} \sum_t m_{itq} \leq T \sum_i \sum_t E m_{itq}^2 \leq NT^2C_5 + o(1) \]

By the assumption of independence, we can bound \( P_2 \) using Bernstein’s inequality:

\[ P_2 \leq 2K_N \exp \left( - \frac{(\frac{\epsilon NT}{2})^2}{\sum_i \text{Var} \sum_t m_{it} + \frac{TC_3}{3} \left( \frac{\epsilon NT}{2} \right)} \right) \]

\[ \leq 2(2\sqrt{pN/qNT} + 1)^pN \exp \left( - \frac{(\frac{\epsilon NT}{2})^2}{NT^2C_5 + o(1) + \frac{TC_3}{3} \left( \frac{\epsilon NT}{2} \right)} \right) \]

\[ = 2 \exp \left( pN \ln(2\sqrt{pN/qNT} + 1) - \frac{(\frac{\epsilon NT}{2})^2}{NT^2C_5 + o(1) + \frac{TC_3}{3} \left( \frac{\epsilon NT}{2} \right)} \right) \]

\[ = 2 \exp \left( O(N) \ln(24O(N^{1/2-aT})C_1/\epsilon + 1) - \frac{(\frac{\epsilon NT}{2})^2}{NT^2C_5 + o(1) + \frac{TC_3}{3} \left( \frac{\epsilon NT}{2} \right)} \right) \]

Hence, \( P_2 \to 0 \) as \( N, T \to \infty \) and \( N^a/T \to 0 \) and the lemma follows.

**Lemma 4** (Corollary 3.2.3 - van der Vaart and Wellner (1996))

Let \( M_n \) be stochastic processes indexed by a metric space \( \Theta \), and let \( M : \Theta \to \mathbb{R} \) be a deterministic function. Suppose that \( \| M_n - M \|_{\Theta} \overset{p}{\to} 0 \) and that there exists a point \( \theta_0 \) such that

\[ M(\theta_0) > \sup_{\theta \in D} M(\theta) \]

for every open set \( D \) that contains \( \theta_0 \). Then any sequence \( \hat{\theta}_n \), such that \( Q_n(\hat{\theta}_n) > \sup_{\theta} Q_n(\theta) - o_p(1) \), satisfies \( \hat{\theta}_n \overset{p}{\to} \theta_0 \).
**Theorem 1** (Consistency):
Under conditions A1-A6
\[ \hat{\varphi}(\tau) = \varphi(\tau) + o_p(1). \]

**Proof.**

Define
\[ \mathcal{P} = (\eta, \beta, \alpha, \gamma) \to \rho_\tau (Y - D'\eta - X'\beta - Z'\alpha - W'\gamma) \]
and note that \( \mathcal{P} \) is continuous. Therefore, uniform convergence is given by Lemma 3, such that
\[ \sup_{\vartheta \in \mathcal{V}} |M_n(\vartheta) - M(\vartheta)| = o_p(1) \]
where \( M_n \equiv \frac{1}{NT} \sum_{i=1}^{N} \sum_{t=1}^{T} \rho_\tau (u_{it}(\tau) - \tilde{x}'_{it} \frac{\delta_{\beta}}{\sqrt{NT}} - d'_it \frac{\delta_{\rho}}{\sqrt{T}} - \rho_\tau (u_{it}(\tau))) \), and \( M = EM_n \).

Therefore, denoting \( \phi := (\eta', \alpha', \gamma')', \) by Lemma 4 we have that \( \| \hat{\phi}(\beta, \tau) - \phi(\beta, \tau) \| \overset{P}{\to} 0 \) (*), which implies that \( \| \hat{\gamma}(\beta, \tau) - \gamma(\beta, \tau) \| \overset{P}{\to} 0 \), which by a simple Argmax process over a compact set argument (assumption A4) implies that \( \| \hat{\alpha}(\tau) - \alpha(\tau) \| \overset{P}{\to} 0 \) and \( \| \hat{\gamma}(\beta, \tau) - 0 \| \overset{P}{\to} 0 \). Therefore, \( \| \hat{\theta}(\tau) - \theta(\tau) \| \overset{P}{\to} 0 \) and the theorem follows.

Now we prove Theorem 2, i.e., under conditions A1-A6 the proposed estimator is asymptotically normal.

**Proof.**

Consider the following model
\[ y_{it} = d'_it \eta + x'_it \beta + z'_it \alpha + u_{it}. \] (40)

The objective function is
\[ \min_{\eta, \beta, \alpha, \gamma} \sum_{i=1}^{N} \sum_{t=1}^{T} \rho_\tau (y_{it} - d'_it \eta - x'_it \beta - z'_it \alpha - w'_it \gamma). \] (41)

Consider a collection of closed balls \( B_n(\beta(\tau)) \), centered at \( \beta(\tau) \), with radius \( \pi_n \), and \( \pi_n \to 0 \) slowly enough. Note that, for any \( \beta_n(\tau) \overset{P}{\to} \beta(\tau) \) we can write the objective function as
\[ V_{NT}(\delta_N) = \sum_{i=1}^{N} \sum_{t=1}^{T} \rho_\tau(y_{it} - \xi_{it}(\tau) - d_{it}\delta_\eta/\sqrt{T} - x'_{it}\delta_\beta/\sqrt{NT} - z'_{it}\delta_\alpha/\sqrt{NT} - w'_{it}\delta_\gamma/\sqrt{NT}) - \rho_\tau(y_{it} - \xi_{it}(\tau)) \]

where \( \xi_{it}(\tau) = d'_{it}\eta(\tau) + x'_{it}\beta(\tau) + z'_{it}\alpha(\tau) + w'_{it}\gamma(\tau) \), and in the minimum

\[ \hat{\delta}_n = \left( \begin{array}{c} \hat{\delta}_\eta(\beta_n(\tau)) \\ \hat{\delta}_\beta(\beta_n(\tau)) \\ \hat{\delta}_\alpha(\beta_n(\tau)) \\ \hat{\delta}_\gamma(\beta_n(\tau)) \end{array} \right) = \left( \begin{array}{c} \sqrt{T}(\hat{\eta}(\beta_n(\tau), \tau) - \eta(\tau)) \\ \sqrt{NT}(\hat{\beta}(\beta_n(\tau), \tau) - \beta(\tau)) \\ \sqrt{NT}(\hat{\alpha}(\beta_n(\tau), \tau) - \alpha(\tau)) \\ \sqrt{NT}(\hat{\gamma}(\beta_n(\tau), \tau) - 0) \end{array} \right). \]

Note that, for fixed \((\delta_\beta, \delta_\alpha, \delta_\gamma)\), we can consider the behavior of \(\delta_\eta\). For each \(i\),

\[ g_i(\delta_\eta, \delta_\beta, \delta_\alpha, \delta_\gamma) = -\frac{1}{\sqrt{T}} \sum_{t=1}^{T} \psi_\tau(y_{it} - \xi_{it}(\tau) - \delta_\eta - x'_{it}\delta_\beta/\sqrt{NT} - z'_{it}\delta_\alpha/\sqrt{NT} - w'_{it}\delta_\gamma/\sqrt{NT}). \]

For, fixed \(\delta_\alpha, \delta_\gamma\), \(\sup_{r \in \mathcal{R}} \|\beta_n(\tau) - \beta(\tau)\| \overset{p}{\rightarrow} 0\), and \(K > 0\)

\[ \sup_{|\delta_\eta| < K} \|g_i(\delta_\eta, \delta_\beta, \delta_\alpha, \delta_\gamma) - g_i(0, 0, 0, 0) - E[g_i(\delta_\eta, \delta_\beta, \delta_\alpha, \delta_\gamma) - g_i(0, 0, 0, 0)]\| = o_p(1). \]

Expanding we have

\[ E[g_i(\delta_\eta, \delta_\beta, \delta_\alpha, \delta_\gamma) - g_i(0, 0, 0, 0)] \]

\[ = E\left(-\frac{1}{\sqrt{T}} \sum_{t=1}^{T} \psi_\tau(y_{it} - \xi_{it}(\tau) - \delta_\eta - x'_{it}\delta_\beta/\sqrt{NT} - z'_{it}\delta_\alpha/\sqrt{NT} - w'_{it}\delta_\gamma/\sqrt{NT}) + \frac{1}{\sqrt{T}} \sum_{t=1}^{T} \psi_\tau(y_{it} - \xi_{it}(\tau)) \right) \]

\[ = -\frac{1}{\sqrt{T}} \sum_{t=1}^{T} \left[ \tau - F(\xi_{it}(\tau) + \delta_\eta + x'_{it}\delta_\beta/\sqrt{NT} + z'_{it}\delta_\alpha/\sqrt{NT} + w'_{it}\delta_\gamma/\sqrt{NT}) \right] \]

\[ = \frac{1}{\sqrt{T}} \sum_{t=1}^{T} \left[ \sum_{t=1}^{T} f_{it}(\xi_{it}(\tau)) \left[ \delta_\eta + x'_{it}\delta_\beta/\sqrt{NT} + z'_{it}\delta_\alpha/\sqrt{NT} + w'_{it}\delta_\gamma/\sqrt{NT} \right] + R_{it} \right] \]

Optimality of \(\hat{\delta}_n\) implies that \(g_i(\delta_\eta, \delta_\beta, \delta_\alpha, \delta_\gamma) = o(T^{-1})\), and thus

\[ \hat{\delta}_n = -\frac{1}{\sqrt{T}} \sum_{t=1}^{T} f_{it}(\xi_{it}(\tau)) \left[ x'_{it}\delta_\beta/\sqrt{NT} + z'_{it}\delta_\alpha/\sqrt{NT} + w'_{it}\delta_\gamma/\sqrt{NT} \right] + R_{it}. \]
where \( \overline{f}_i = T^{-1} \sum_t f_{it} \) and \( R_{it} \) is the remainder term for each \( i \).

Substituting \( \delta_n \)'s, we denote

\[
G(\delta_\beta, \delta_\alpha, \delta_\gamma) = -\frac{1}{\sqrt{NT}} \sum_i \sum_{t=1}^T \bar{X}_{it} \psi_{\tau}(y_{it} - \xi_{it}(\tau)) - d_{it} \frac{\hat{\delta}_\eta}{\sqrt{T}} - x_{it} \frac{\delta_\beta}{\sqrt{NT}} - z'_{it} \beta + w_{it} \frac{\delta_\alpha}{\sqrt{NT}} - w_{it} \frac{\delta_\gamma}{\sqrt{NT}}
\]

where \( \bar{X}_{it} = (w_{it} x'_{it})' \), and \( \delta_\beta(\beta_n) = \sqrt{NT}(\beta_n(\tau) - \beta(\tau)) \), \( \delta_\alpha(\beta_n) = \sqrt{NT}(\alpha(\beta_n, \tau) - \alpha) \), and \( \delta_\gamma(\beta_n) = \sqrt{NT}(\gamma(\beta_n, \tau) - 0) \).


\[
\sup_{\|\delta_\beta, \delta_\alpha, \delta_\gamma\| < K} \|G_i(\delta_\beta, \delta_\alpha, \delta_\gamma) - G_i(0, 0, 0) - E[G_i(\delta_\beta, \delta_\alpha, \delta_\gamma) - G_i(0, 0, 0)]\| = o_p(1),
\]

and at the minimizer, \( G(\delta_\beta, \hat{\delta}_\alpha, \hat{\delta}_\gamma) = o((NT)^{-1}) \).

Expanding, as above,

\[
E[G(\delta_\beta, \delta_\alpha, \delta_\gamma) - G(0, 0, 0)]
\]

\[
= \frac{1}{\sqrt{NT}} \sum_i \sum_t \bar{X}_{it} f_{it} \left( x_{it} \frac{\delta_\beta}{\sqrt{NT}} + z_{it} \frac{\delta_\alpha}{\sqrt{NT}} + w_{it} \frac{\delta_\gamma}{\sqrt{NT}} \right) + o_p(1)
\]

\[
= \frac{1}{\sqrt{NT}} \sum_i \sum_t \bar{X}_{it} f_{it} \left[ x_{it} \frac{\delta_\beta}{\sqrt{NT}} + z_{it} \frac{\delta_\alpha}{\sqrt{NT}} + w_{it} \frac{\delta_\gamma}{\sqrt{NT}} \right] - T^{-1/2} \sum_{t=1}^T \psi(y_{it} - \xi_{it}(\tau)) + R_{it} \bigg] + o_p(1)
\]

\[
= \frac{1}{NT} \sum_i \sum_t \bar{X}_{it} f_{it} \left( x_{it} - \overline{f}_i^{-1} T^{-1} \sum_t f_{it} x_{it} \right)' \delta_\beta + \frac{1}{NT} \sum_i \sum_t \bar{X}_{it} f_{it} \left( z_{it} - \overline{f}_i^{-1} T^{-1} \sum_t f_{it} z_{it} \right) \delta_\alpha
\]

\[
+ \frac{1}{NT} \sum_i \sum_t \bar{X}_{it} f_{it} \left( w_{it} - \overline{f}_i^{-1} T^{-1} \sum_t f_{it} w_{it} \right)' \delta_\gamma - \frac{1}{\sqrt{NT}} \sum_i \sum_t \bar{X}_{it} f_{it} \overline{f}_i^{-1} T^{-1/2} \sum_t \psi(y_{it} - \xi_{it})
\]

\[
- \frac{1}{\sqrt{NT}} \sum_i \sum_t \bar{X}_{it} f_{it} R_{it}/\sqrt{T} + o_p(1),
\]

where the order of the final term is controlled by the bound on the derivative of the conditional density. It is important to note that \( G(\delta_\beta, \hat{\delta}_\alpha, \hat{\delta}_\gamma) = 0 \) and then \( E[G(\delta_\beta, \delta_\alpha, \delta_\gamma) - G(0, 0, 0)] = -G(0, 0, 0) \). Let \( \delta_{\alpha \gamma} = (\delta_\alpha, \delta_\gamma) \) and let \( \Psi_\tau \) be a NT-vector \((\psi_{\tau}(y_{it} - \xi_{it}(\tau)))\),

\[
E(\tilde{X}' M D \Phi(\tau) M D X) \delta_\beta + E(\tilde{X}' M D \Phi(\tau) M D X) \delta_{\alpha \gamma} \tilde{X}' P_D \Psi_\tau = -\tilde{X}' \Psi_\tau + R_{nT}
\]

\[
J_{\alpha \gamma} \delta_{\alpha \gamma} = \left(-\tilde{X}' M D \Psi_\tau - R_{nT}\right) - J_\beta \delta_\beta
\]

\[
\tilde{\delta}_{\alpha \gamma} = J^{-1}_{\alpha \gamma} \left( -\tilde{X}' M D \Psi_\tau - R_{nT}\right) - J_\beta \delta_\beta
\]
where

\[ M_D = I - P_D \]
\[ P_D = D(D'\Phi(\tau)D)^{-1}D\Phi(\tau) \]
\[ J_{\alpha\gamma} = E(\tilde{X}'M_D\Phi(\tau))M_D\tilde{X} \]
\[ J_\beta = E(\tilde{X}'M_D\Phi(\tau)M_D\tilde{X}) \]

and

\[ R_{nT} = \frac{1}{\sqrt{NT}} \sum_{i=1}^{N} \sum_{t=1}^{T} \tilde{X}_{it}f_{it}R_{it}/\sqrt{T} + o_p(1). \]

Let \([\bar{J}_\alpha', \bar{J}_\gamma']\) be the conformable partition of \(J_{\alpha\gamma}^{-1}\), then

\[ \hat{\delta}_\gamma = \bar{J}_\gamma[-(\tilde{X}'M_D\Psi(\tau) - R_{nT}) - J_\beta\delta_\beta] \]
\[ \hat{\delta}_\alpha = \bar{J}_\alpha[-(\tilde{X}'M_D\Psi(\tau) - R_{nT}) - J_\beta\delta_\beta]. \]

The remainder term \(R_{nT}\) has a dominant component that comes from the Bahadur representation of the \(\eta\)'s. By A1 and A5, we have for a generic constant \(K\)

\[ R_{nT} = T^{-1/4} \frac{K}{\sqrt{N}} \sum_{i=1}^{N} R_{i0} + o_p(1). \]

The analysis of Knight (2001) shows that the summands converge in distribution, that is as \(T \to \infty\) the remainder term \(T^{1/4}R_{it} \overset{d}{\to} R_{i0}\), where \(R_{i0}\) are functionals of Brownian motions with finite second moment. Therefore, independence of \(y_{it}\), and condition A6 ensure that the contribution of the remainder is negligible. Thus (43) and (34) simplify to

\[ \hat{\delta}_\gamma = \bar{J}_\gamma[-(\tilde{X}'M_D\Psi(\tau)) - J_\beta\delta_\beta] \]
\[ \hat{\delta}_\alpha = \bar{J}_\alpha[-(\tilde{X}'M_D\Psi(\tau)) - J_\beta\delta_\beta]. \]

By consistency, \(wp \to 1\)

\[ \hat{\delta}_\beta = \min_{\delta_\beta \in B_n(\beta(\tau))} \hat{\delta}_\gamma(\delta_\beta)'A\hat{\delta}_\gamma(\delta_\beta), \]

assuming that \(\hat{\delta}_\gamma A\hat{\delta}_\gamma\) is continuous in \(\delta_\beta\), and from the first order condition

\[ \hat{\delta}_\beta = -(J_\beta J_\gamma A J_\gamma J_\beta)^{-1}[J_\beta J_\gamma A J_\gamma(\tilde{X}'M_D\Psi)]. \]
Substituting $\hat{\delta}_\beta$ back in $\delta_\alpha$ we obtain

$$\hat{\delta}_\alpha = -\bar{J}_\alpha[(\bar{X}'M_D\Psi) - J_\beta[J'_\beta\bar{J}_\gamma A\bar{J}_\gamma J_\beta]^{-1}J'_\beta\bar{J}_\gamma A\bar{J}_\gamma (\bar{X}'M_D\Psi)]$$

$$= -\bar{J}_\alpha[(I - J_\beta[J'_\beta\bar{J}_\gamma A\bar{J}_\gamma J_\beta]^{-1}J'_\beta\bar{J}_\gamma A\bar{J}_\gamma ) (\bar{X}'M_D\Psi)].$$

It is also important to analyze $\hat{\delta}_\gamma$. Thus, replacing $\hat{\delta}_\beta$ in $\delta_\gamma$

$$\hat{\delta}_\gamma = -\bar{J}_\gamma[(\bar{X}'M_D\Psi) - J_\beta[J'_\beta\bar{J}_\gamma A\bar{J}_\gamma J_\beta]^{-1}J'_\beta\bar{J}_\gamma A\bar{J}_\gamma (\bar{X}'M_D\Psi)]$$

$$= -\bar{J}_\gamma[(I - J_\beta[J'_\beta\bar{J}_\gamma A\bar{J}_\gamma J_\beta]^{-1}J'_\beta\bar{J}_\gamma A\bar{J}_\gamma ) (\bar{X}'M_D\Psi)].$$

By condition A3, using the fact that $\bar{J}_\gamma J_\beta$ is invertible

$$\hat{\delta}_\gamma = 0 + O_p(1) + o_p(1).$$

Noticing that under assumptions A1-A6, $\Psi \overset{d}{\to} N(0, \omega)$, where $\omega = \tau(1 - \tau)$. Neglecting the remainder term, and using the definition of $\delta_\beta$ and $\delta_\alpha$ we have

$$\sqrt{NT}(\hat{\theta} - \theta) \overset{d}{\to} N(0, \Omega), \quad \Omega = (K', L')'S(K', L')$$

where $S = \tau(1 - \tau)E[VV']$, $V = \bar{X}'M_D$, $K = (J'_\beta H J_\beta)^{-1}J_\beta H$, $H = \bar{J}_\gamma A[\beta(\tau)]\bar{J}_\gamma$, $L = \bar{J}_\alpha M$, $M = I - J_\beta K$.

\[ \blacksquare \]
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