Abstract

Dopamine plays a key role in motivation. Phasic dopamine response reflects a reinforcement prediction error (RPE), whereas tonic dopamine activity is postulated to represent an average reward that mediates motivational vigor. However, it has been hard to find evidence concerning the neural encoding of average reward that is uncorrupted by influences of RPEs. We circumvented this difficulty in a novel visual search task where we measured participants’ button pressing vigor in a context where information (underlying an RPE) about future average reward was provided well before the average reward itself. Despite no instrumental consequence, participants’ pressing force increased for greater current average reward, consistent with a form of Pavlovian effect on motivational vigor. We recorded participants’ brain activity during task performance with fMRI. Greater average reward was associated with enhanced activity in dopaminergic midbrain to a degree that correlated with the relationship between average reward and pressing vigor. Interestingly, an opposite pattern was observed in subgenual cingulate cortex, a region implicated in negative mood and motivational inhibition. These findings highlight a crucial role for dopaminergic midbrain in representing aspects of average reward and motivational vigor.

INTRODUCTION

The ventral tegmental area/substantia nigra (VTA/SN) region of midbrain is the major source of ascending brain dopaminergic neuromodulation. Substantial evidence indicates that rapid bursts in VTA/SN neuronal firing rates correlate with expression of an appetitive reinforcement prediction error (RPE; D’Ardenne, McClure, Nystrom, & Cohen, 2008; Tobler, Fiorillo, & Schultz, 2005; Schultz, Dayan, & Montague, 1997). It has been suggested that tonic dopaminergic activity in VTA/SN also plays a key role in instrumental aspects of motivation by representing the average rate of reward (Skvortsova, Palminteri, & Pessiglione, 2014; Meyniel, Sergent, Rigoux, Daunizeau, & Pessiglione, 2013; Niv, Daw, Joel, & Dayan, 2007), which quantifies an opportunity cost of sloth and balances the price of alacuity.

In a recent test of this model, we showed that RTs (as one index of motor vigor) decrease proportionally to the average experienced reward (Guitart-Masip, Beierholm, Dolan, Duzel, & Dayan, 2011). A link to dopamine activity was established in a subsequent finding where the impact of average reward on vigor was enhanced by administration of levodopa, a dopaminergic precursor that increases the availability of this neurotransmitter (Beierholm et al., 2013). Nevertheless, several fundamental questions remain including whether activity in dopaminergic rich VTA/SN is modulated by average reward. This question has been problematic to address because of the need to disentangle an effect of average reward from effects linked to the expression of RPEs. Moreover, whether a putative representation of average reward in VTA/SN is connected with expressions of motor vigor remains to be tested.

To investigate both questions, we used fMRI recording brain activity in healthy human participants while they performed a novel computer-based task (Figure 1A) that required a right/left button press corresponding to the position of a visual target stimulus, presented together with distractors. On each trial, participants received a performance-independent baseline monetary reward, as well as a fixed (£3) reward for a correct response. Within blocks, the baseline reward was fixed, but across blocks it varied over three levels (£1, £6, £11). To ensure incentive compatibility, at the end of the task, a random trial was selected and the corresponding total reward was added to an initial payment of £17. Given that baseline reward remained fixed within blocks, this variable can be linked to average reward as it is the key determinant of long run rate of reinforcement. Crucially, our design allowed us to isolate the impact of this baseline reward from any influence of an RPE. We accomplished this segregation by signaling, at the start of each block $n$, the baseline reward of the subsequent block $n + 1$, an experimental manipulation expected to generate an RPE at this time point. This implies a temporal lag between information about baseline reward (underlying RPE) and the same baseline reward being available (associated with average reward). Therefore,
we could dissociate the impact of the baseline reward of the current block $n$ (associated with an average reward) from the impact of the associated reward information provided at the start of the previous block $n-1$, the time at which it would have generated an RPE.

As an index of motor vigor, on each trial we measured the force (see Methods) participants exerted when pressing the button. One hypothesis is that larger baseline reward would enhance vigor. This hypothesis could fit with a form of Pavlovian effect, because there is no instrumental consequence of acting more vigorously. This is because, by design, the reward amount dependent on performance was fixed across conditions. However, we also considered the possibility that participants might press harder with smaller baseline reward, because reward amount dependent on performance (fixed across conditions) might be rescaled relative to the baseline reward, reflecting a form of endowment effect (Kahneman, Knetsch, & Thaler, 1991). This predicts that, for instance, the performance-dependent £3 reward would be perceived as subjectively more valuable in a condition associated to £1 than £1 baseline reward. In addition, we used computational modeling to test whether force production was influenced by the information about the baseline reward of block $n+1$ that was provided at the start of block $n$ and led to an RPE. The presence of an influence at this time point would support the idea that participants paid attention to the RPE-related information and hence that our task manipulation was effective.

Dissociating the influence of a current baseline reward from an RPE allowed us to study the relationship between relatively higher or lower average available reward and signals in regions implicated in respectively appetitive or aversive motivation. For appetitive motivation, we focused on the VTA/SN and ventral striatum (Bartra, McGuire, & Kable, 2013; D’Ardenne et al., 2008; Tobler et al., 2005; O’Doherty et al., 2004; O’Doherty, Dayan, Friston, Critchley, & Dolan, 2003; Schultz et al., 1997). For aversive motivation, we considered the subgenual cingulate cortex (sGC), a region implicated in the expression of inhibition seen in negative mood states (Rauch & Drevets, 2009). For example, sGC is activated by negative...
mood (Kohn et al., 2014; Rauch & Drevets, 2009; Phan et al., 2005; Mayberg et al., 1999; George et al., 1995), whereas activity in this region distinguishes depressed patients and healthy controls (Drevets, Savitz, & Trimble, 2008; Drevets et al., 1997). In addition, deep brain stimulation to SGC has been reported as being efficacious in refractory depression (Berlim, McGirr, Van den Eynde, Fleck, & Giacobbe, 2014; Mayberg et al., 2005). We also studied the amygdala, as it is widely implicated in coordinating Pavlovian conditioned responses in both appetitive and aversive contexts (Talmi, Seymour, Dayan, & Dolan, 2008; Fanselow & Gale, 2003; Davis, 1992).

METHODS

Participants

Twenty healthy right-handed adults participated in the experiment. Two participants were excluded from analyses because they repeatedly stopped doing the task inside the scanner and did not complete the entire task. Thus, the experimental sample included 18 participants (12 women, age = 19–34 years, mean age = 26 years). The study was approved by the University College of London research ethics committee.

Experimental Paradigm and Procedure

Inside the MRI scanner, participants performed a computer-based task lasting 32 min (Figure 1A). On each trial, a target (corresponding to the letter 't') and three distractors (corresponding to the letter 'd') appeared simultaneously on the screen, and the four stimuli were shown in a randomized position with two of them appearing on each side of the screen. For each trial, participants received a baseline monetary reward varying across blocks on three levels ($1, $6, $11) that was independent of performance plus a £3 reward (fixed across blocks) if they correctly pressed a right/left button on a keypad (using the middle/index finger of the right hand) corresponding to the position of the target within 2 sec. Trials with equal baseline reward were arranged in blocks (each including eight trials) ordered pseudorandomly. During the intertrial interval, an information panel was presented for 2 sec showing (i) the number of trials remaining in the current block n represented as a row of equal monetary amounts displayed on the top of the screen and (ii) the baseline reward of the subsequent block n + 1 represented by a monetary amount displayed in the bottom of the screen in brackets. After the information panel, the target and distractors were presented and remained on the screen for 2 sec independently from RT, followed either by a new information panel or by an error feedback appearing for 1 sec when participants pressed the wrong button or did not press at all. At the end of the experiment, one outcome was randomly selected among all those received in the entire task and added to an initial participation payment of £17. We recorded the force exerted by participants during button pressing using a purpose-built two-button box. Pressure in units proportional to Pascals was measured on a continuous scale.

Participants were tested at the Wellcome Trust Centre for Neuroimaging at the University College London. Before scanning, participants provided informed consent and were fully instructed as to the task contingencies and rules about the payment. They were not told that the force with which they pressed was recorded. Next, they familiarized with the task outside the scanner for up to 100 unpaid trials. Inside the scanner, participants performed the task in two separate sessions each including 30 blocks. After scanning, participants were debriefed and informed about their total remuneration.

Behavioral Methods

We analyzed the data about pressing force by comparing the predictions made by different computational models of the data. We considered several hypotheses about the mechanisms relating reward contingency and force production. Below we formalize each hypothesis using a computational model and outline and test the predictions that each model makes. Crucially, the different models make specific predictions that allow us to infer which model explains better the connection between reward contingency and force production in the real data. We characterized two influences: one based on a latent variable we call reward value \( V \), which updates with every reward experience, and the other based on a reward prediction error signal RPE, which applies just to the first trial of a block, when new information was provided.

In all models, at every trial \( t \) belonging to block \( n \), a reward \( R(n) \) is collected depending on the baseline reward associated with block \( n \) (for simplicity, we discarded error trials and thus omitted the performance-dependent $3, given that this amount was constant across trials and performance was almost perfect for all participants—i.e., 95%). We considered four different models of how this determines the reward value \( V \).

Baseline Model Learning (BM_{LEA}): At every trial \( t \) belonging to block \( n \), a reward \( R(n) \) is collected and used to update a representation of reward value \( V \) according to a delta rule characterized by a learning rate \( \alpha \):

\[
V_{1}(t) = V_{1}(t-1) + \alpha(R(n) - V_{1}(t-1))
\]

Baseline Model Previous (BM_{PRE}): At every trial \( t \) belonging to block \( n \), the reward value \( V_2(t) \) corresponds to the baseline reward of the previous block \( n - 1 \):

\[
V_2(t) = R(n-1)
\]

Baseline Model Current (BM_{CUR}): At every trial \( t \) belonging to block \( n \), the reward value \( V_3(t) \) corresponds...
to the baseline reward of the current block \( n \) (note that this model corresponds to \( BM_{LEA} \) with a learning rate \( \alpha \) equal to one):

\[
V_3(t) = R(n)
\]

Baseline Model Subsequent (\( BM_{SUB} \)): At every trial \( t \) belonging to block \( n \), the reward value \( V_4(t) \) corresponds to the baseline reward of the subsequent block \( n + 1 \):

\[
V_4(t) = R(n + 1)
\]

We also considered the influence on force of the information provided just before the first trial of a block \( n \) about the baseline reward of the subsequent block \( n + 1 \).

We tested the possibility that this novel information would produce an RPE which in turn affects force production in the first trial of block \( n \). In general, an RPE occurs when novel information is used to update a prior expectation of reward. The models considered here differ with respect to which variables are considered as novel reward information and prior reward expectation.

RPE Model Subsequent/Current (\( RPE_{M_SUB/CUR} \)): The novel reward information provided at trial \( t \) (which is the first trial of block \( n \)) corresponds to the baseline reward of the subsequent block \( n + 1 \), and the prior reward expectation corresponds to the baseline reward of the current block \( n \). Thus, the RPE at the first trial of a block is

\[
RPE_1(t) = R(n + 1) - R(n)
\]

RPE Model Subsequent/Previous (\( RPE_{M_SUB/PRE} \)): The novel reward information provided at trial \( t \) (which is the first trial of block \( n \)) corresponds to the baseline reward of the subsequent block \( n + 1 \), and the prior reward expectation corresponds to the baseline reward of the previous block \( n - 1 \). Thus, the RPE at the first trial of a block is

\[
RPE_2(t) = R(n + 1) - R(n - 1)
\]

RPE Model Subsequent/Average (\( RPE_{M_SUB/AVG} \)): The novel reward information provided at trial \( t \) (which is the first trial of block \( n \)) corresponds to the baseline reward of the subsequent block \( n + 1 \), and the prior reward expectation corresponds to the average baseline reward (motivated by the fact that baseline rewards were pseudorandomized and participants were informed about this during instructions). Thus, the RPE at the first trial of a block is

\[
RPE_3(t) = R(n + 1) - \text{mean}(R)
\]

RPE Model Current/Average (\( RPE_{M_CUR/AVG} \)): We also considered the possibility that participants started paying attention to the current baseline reward only at the start of the current block. In this account, the novel reward information provided at trial \( t \) (which is the first trial of block \( n \)) corresponds to the baseline reward of the current block \( n \), and the prior reward expectation corresponds to the average baseline reward (motivated by the fact that baseline rewards were pseudorandomized). Thus, the RPE at the first trial of a block would be

\[
RPE_4(t) = R(n) - \text{mean}(R)
\]

In total, we assumed that the force \( F \) exerted in button-pressing was represented by

\[
F(t) = \beta_0 + \beta_1 V(t) + \omega \beta RPE(t) + \epsilon
\]

where \( \omega \) is equal to 1 and 0 for first and nonfirst trials of blocks, respectively, \( \epsilon \) represents a noise parameter, and \( \beta \)'s represent linear weight parameters.

Different models made different predictions with respect to our behavioral analyses (see Results), allowing us to assess which model fits better with the empirical results from the analyses. Models were compared based on whether they predicted the statistical effects that emerged from our data. We did not perform a trial-by-trial model fit and comparison as this would have been redundant. Note that a possibility is that participants used a mixed strategy involving the use of a mixture of models. For instance, a model integrating \( BM_{LEA} \) and \( BM_{SUB} \) would compute the reward value \( V_{1,t} \) as follows:

\[
V_{1,t} = \rho V_{1,t-1} + \alpha (V_{1,t-1} - R(n)) + (1 - \rho) R(n + 1)
\]

in which \( \rho \) corresponds to a weighting parameter. Our analyses allowed us to consider the possibility of a mixed strategy given that, if participants used more than one model, we would expect results compatible with all these models, manifested in the data as a combination of the associated effects.

### Imaging Methods

The task was programmed with the Cogent toolbox (Wellcome Trust Centre for Neuroimaging, London) in Matlab (The MathWorks, Natick, MA). Visual stimuli were back-projected onto a translucent screen positioned behind the bore of the magnet and viewed via an angled mirror. BOLD contrast functional images were acquired with echo-planar T2*-weighted imaging using a Siemens (Berlin, Germany) Trio 3-T MR system with a 32-channel head coil. To maximize amount of data in our ROIs, a partial volume of the ventral part of the brain was recorded. Each image volume consisted of 25 interleaved 3-mm-thick sagittal slices (in-plane resolution = 3 × 3 mm; time to echo = 30 msec; repetition time = 1.75 sec). The first six volumes acquired were discarded to allow for T1 equilibration effects. T1-weighted structural images were acquired at a 1 × 1 × 1 mm resolution. fMRI data were analyzed using Statistical Parametric Mapping version 8 (Wellcome Trust Centre for Neuroimaging). Data preprocessing included spatial realignment, unwarping using individual field maps, slice timing correction, normalization, and smoothing. Specifically, functional
volumes were realigned to the mean volume, the first slice was used as reference for slice timing correction, and volumes were spatially normalized to the standard Montreal Neurological Institute (MNI) template with a $3 \times 3 \times 3$ voxel size and were smoothed with 8-mm Gaussian kernel. High-pass filtering with a cutoff of 256 sec (chosen because the design involved relatively long blocks—i.e., 30 sec) and AR(1) model were applied.

The main general linear model (GLM) included a canonical hemodynamic response function and three box car function regressors associated with the different baseline rewards of the current block $n$ ($\$1$, $\$6$, $\$11$) with durations corresponding to block lengths. Three stick function regressors associated with the baseline reward of the subsequent block $n + 1$ were also included at start of block $n$, plus a stick function regressor indicating when an error response occurred. Note that regressors were largely uncorrelated (maximum $\cos(\theta)$ was around 0.2 across regressors; see Figure S1) due to the temporal gap between regressors associated with the current block $n$ and the regressors associated with the subsequent block $n + 1$. This GLM was also used in a psychophysiological interaction (PPI) analysis to probe interregional coupling changes as a function of baseline reward condition of the current block $n$. A second GLM was estimated to test the effect of pressing force and included a box car function regressor with durations corresponding to block lengths modulated by the average pressing force exerted in each block. Again, three stick function regressors associated with the baseline reward of the subsequent block $n + 1$ were also included at the start of block $n$, plus a stick function regressor indicating error responses. This GLM was used to investigate separately the relationship of brain activity with force and baseline reward, given their behavioral correlation. Participants’ respiration and heart rate signals were recorded and, together with estimated motion, were included as regressors of no interest in all GLMs. For each GLM, contrasts of interest were computed participant by participant and used for second-level one-sample $t$ tests and regressions across participants.

Statistical testing was based on an ROI approach, motivated by prior findings in relation to appetitive and aversive forms of motivation. For VTA/SN, the ROI was manually defined using the software MRicro and the mean structural image, using a method similar to that of Guitart-Masip, Fuentemilla, et al. (2011). Other ROIs were defined as 6-mm spheres centered on coordinates extracted from previous studies (for ventral striatum, Bartra et al., 2013; for amygdala, De Martino, Kumanan, Seymour, & Dolan, 2006; for sGC, Davey, Harrison, Yücel, & Allen, 2012). For hypothesis testing on ROIs, a small volume correction (SVC) with $p < .05$ family wise error (FWE) was applied. For exploratory purposes, we also looked at other areas using $p < .05$ FWE-corrected with respect to the partial volume recorded. However, no activation was found in any region using these criteria.

RESULTS

Behavior

Across participants, the average percentage of correct responses was 95% (in the range 87–99%). We considered potential effects of current baseline reward on two behavioral measures: RTs and force. We found no effect of current baseline reward on z-scored RTs ($F(2, 34) = 1.28, p = .291$; two-tailed $p < .05$ is used as significance criterion for behavioral statistical tests). This may be explained by the nature of the task used here, which is different from those adopted in other studies in which RTs did reflect motivational vigor (e.g., Guitart-Masip, Beterholm, et al., 2011).

In particular, a visual search-type task requires a speed–accuracy trade-off that may have limited any effect on RTs. For instance, higher baseline reward might slow down RTs in some participants because of an attempt to improve accuracy. For this reason, we hypothesized that the force exerted during button pressing would be better suited in this task as an expression of motivational vigor. Consistently, the force of pressing (Z-scored for all behavioral and neural analyses separately for each finger, index, or middle) was affected by baseline reward (Figure 1B; $F(2, 34) = 5.4, p = .009$; main results on force are presented in Table 1), reflecting an enhanced response for a large baseline reward condition compared with both medium ($t(17) = 2.15, p = .046$) and small reward ($t(17) = 2.67, p = .016$) conditions. There was no significant difference between medium and small baseline rewards ($t(17) = 1.29, p = .213$). We interpret this effect of large baseline reward as reflecting a Pavlovian influence in so far as reward dependent on performance was fixed across the different baseline reward conditions; hence, exertion of an excess force during a large baseline reward condition had no instrumental consequence. We observed no relationship between previous or subsequent baseline reward on pressing force (Figure 1B; previous reward: $F(2, 34) = 0.507, p = .607$; subsequent reward: $F(2, 34) = 0.815, p = .451$).

Behavior: Computational Modeling

We probed the behavioral data further by comparing the predictions arising from different computational models of force production (described in Methods). Synthetic data were generated by simulating the models (see Figures 2 and 3). Following the behavioral results reported above, the models assume that the reward collected at each trial is equal to 1 during blocks with large baseline reward and equal to 0 during blocks with both medium and small baseline reward. Note that the models do not have free parameters except the $BMLEA$ for which we used $V_1(0) = 0$ and $a = 0.2$ for the simulation. Four thousand trials were run organized in blocks each including eight trials with equal baseline reward; blocks were ordered randomly. On the basis of the simulated data, we outlined and tested the predictions made by each model. Note that, qualitatively, predictions of $BMLEA$ (shown in
Figure 2) are independent of the parameters chosen (except for $\alpha$ equal to 1, where $B_{MLEA}$ reduces to $B_{MCUR}$). Crucially, different models make different predictions with respect to these behavioral analyses, allowing us to assess which model fits better with the empirical results emerged from the analyses.

### Analysis 1. Effect of Baseline Reward of the Current, Previous, and Subsequent Block

As reported above, we observed an effect on force of baseline reward of current ($F(2, 34) = 5.4, p = .009$) but not previous ($F(2, 34) = 0.507, p = .607$) nor subsequent ($F(2, 34) = 0.815, p = .451$) block. The effect was driven by an increase in force with large baseline reward compared with both medium ($t(17) = 2.15, p = .046^*$) and small baseline reward ($t(17) = 2.67, p = .016^*$) conditions, with no difference between medium and small baseline reward ($t(17) = 1.29, p = .213$).

Data simulated by the different models relative to this analysis are reported in Figure 2. These results are compatible with $B_{MCUR}$ (that predicts an effect of baseline reward at current block alone) and are incompatible with $B_{MPRE}$ (that predicts an effect of baseline reward at previous but not current block) and $B_{MSUB}$ (that predicts an effect of baseline reward at subsequent but not current block). In relation with $B_{MLEA}$, these results are consistent with a large learning rate $\alpha$ only (because $B_{MLEA}$ can be reduced to $B_{MCUR}$ if the learning rate $\alpha$ is equal to one).

### Analysis 2. Trial-by-Trial Impact of Reward

The previous analysis leaves open the question of whether in our data there was any effect of reward history, as in $B_{MLEA}$, or not, as in $B_{MCUR}$. From our simulated data, $B_{MLEA}$ alone predicts that force should decrease over the course of blocks characterized by small baseline reward (and medium baseline reward, given that these two conditions were indistinguishable in the previous analysis). Also, $B_{MLEA}$ alone predicts that force should increase along blocks characterized by large baseline reward. For each baseline reward condition separately, we correlated the force with the trial number within block (i.e., the first trial was assigned a value of 1, the second trial a value of 2, and so on) and found no correlation (large reward: $t(17) = -1.37, p = .190$; medium reward: $t(17) = -0.999, p = .332$; small reward: $t(17) = -0.382, p = .708$), contrary to predictions of $B_{MLEA}$ and consistent with predictions of $B_{MCUR}$.

### Analysis 3. Effect of Information on the Subsequent Baseline Reward

To test for an effect of the information provided just before the first trial of block $n$ about the reward that will be

---

Table 1. Behavioral Results Relative to the Main Analyses of Pressing Force

<table>
<thead>
<tr>
<th>Effect on Force</th>
<th>Independent Variable</th>
<th>Contrast</th>
<th>Statistic</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Effect on all trials of blocks</td>
<td>Baseline reward of current block $n$</td>
<td>$F$ contrast</td>
<td>$F(2, 34) = 5.4$</td>
<td>.009*</td>
</tr>
<tr>
<td></td>
<td>Baseline reward of previous block $n - 1$</td>
<td>$F$ contrast</td>
<td>$F(2, 34) = 0.507$</td>
<td>.451</td>
</tr>
<tr>
<td></td>
<td>Baseline reward of subsequent block $n + 1$</td>
<td>$F$ contrast</td>
<td>$F(2, 34) = 0.815$</td>
<td>.607</td>
</tr>
<tr>
<td></td>
<td>Baseline reward of current block $n$</td>
<td>Large minus Medium</td>
<td>$t(17) = 2.15$</td>
<td>.046*</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Large minus Small</td>
<td>$t(17) = 2.67$</td>
<td>.016*</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Medium minus Small</td>
<td>$t(17) = 1.29$</td>
<td>.213</td>
</tr>
<tr>
<td>Additional effect on the first trial of blocks</td>
<td>Baseline reward of subsequent block $n + 1$</td>
<td>Large minus Medium</td>
<td>$t(17) = 2.896$</td>
<td>.010*</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Large minus Small</td>
<td>$t(17) = 2.312$</td>
<td>.034*</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Medium minus Small</td>
<td>$t(17) = -0.092$</td>
<td>.928</td>
</tr>
<tr>
<td></td>
<td>Baseline reward of current block $n$</td>
<td>Large minus Medium</td>
<td>$t(17) = -0.432$</td>
<td>.672</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Large minus Small</td>
<td>$t(17) = -0.210$</td>
<td>.836</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Medium minus Small</td>
<td>$t(17) = 0.262$</td>
<td>.796</td>
</tr>
<tr>
<td></td>
<td>Baseline reward of previous block $n - 1$</td>
<td>Large minus Medium</td>
<td>$t(17) = 0.784$</td>
<td>.445</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Large minus Small</td>
<td>$t(17) = -0.533$</td>
<td>.601</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Medium minus Small</td>
<td>$t(17) = -1.224$</td>
<td>.238</td>
</tr>
</tbody>
</table>

The statistical tests are performed over parameters extracted from different GLMs. To obtain consistency within the table, note that some $t$ statistics of the section “Additional Effect on the First Trial of Blocks” have flipped sign compared with the same analyses reported in the main text. Significant $p$ values are marked with asterisks.
provided in the subsequent block \( n + 1 \), we tested the impact of the reward of the previous, current, and subsequent baseline reward on the first trials of blocks. Simulated data of the different models relative to this analysis are reported in Figure 3. Models \( \text{RPE}_{\text{SUB/AVE}} \), \( \text{RPE}_{\text{SUB/AVE}} \), and \( \text{RPE}_{\text{SUB/AVE}} \), but not \( \text{RPE}_{\text{CUR/AVE}} \), predict an increased force when the information about the reward of the subsequent block \( n + 1 \) signals a large baseline reward.

We tested this prediction using a GLM of force that included as regressors an intercept parameter, the force at previous trial (as nuisance regressor), and five binary characteristic function regressors reporting (i) medium baseline reward for current block \( n \), (ii) small baseline reward for current block \( n \), (iii) whether a trial was the first of block \( n \), (iv) whether a trial was the first of block \( n \) and the subsequent block \( n + 1 \) was associated with medium baseline reward, and (v) whether a trial was the first of block \( n \) and the subsequent block \( n + 1 \) was associated with small baseline reward. Second-level \( t \)-tests on the parameters (Figure 1C) confirmed that large baseline reward in the current block enhanced force compared with medium (one-sample \( t \)-test on the binary regressor (i): \( t(17) = -2.249, p = .038 \)) and small baseline reward (one-sample \( t \)-test on the binary regressor (ii): \( t(17) = -2.786, p = .013 \)) with no difference between medium and small baseline reward (two-sample \( t \)-test of the binary regressor (i) minus (ii): \( t(17) = 1.104, p = .285 \)). In addition, when testing for effects on the first trial of block \( n \) dependent on information about the baseline reward of block \( n \), (iv) whether a trial was the first of block \( n \) and the subsequent block \( n + 1 \) was associated with medium baseline reward, and (v) whether a trial was the first of block \( n \) and the subsequent block \( n + 1 \) was associated with small baseline reward. Second-level \( t \)-tests on the parameters (Figure 1C) confirmed that large baseline reward in the current block enhanced force compared with medium (one-sample \( t \)-test on the binary regressor (i): \( t(17) = -2.249, p = .038 \)) and small baseline reward (one-sample \( t \)-test on the binary regressor (ii): \( t(17) = -2.786, p = .013 \)) with no difference between medium and small baseline reward (two-sample \( t \)-test of the binary regressor (i) minus (ii): \( t(17) = 1.104, p = .285 \)). In addition, when testing for effects on the first trial of block \( n \) dependent on information about the baseline reward of...
the subsequent block \( n + 1 \), we observed that force increased for a large subsequent baseline reward compared with nonfirst trials (one-sample \( t \) test on the binary regressor (iii): \( t(17) = 2.942, p = .009 \)) and decreased with medium compared with large (one-sample \( t \) test on the binary regressor (iv): \( t(17) = -2.896, p = .010 \)) and small compared with large subsequent baseline rewards (one-sample \( t \) test on the binary regressor (v): \( t(17) = -2.312, p = .034 \)), with no difference between the medium and small subsequent baseline reward (two-sample \( t \) test of the binary regressor (iv) minus (v): \( t(17) = -0.092, p = .928 \)). These results show an increased force on the first trial of block \( n \) when the information about the reward of the subsequent block \( n + 1 \) signals a large baseline reward (compared with when it signals a medium and small baseline reward) and are consistent with \( \text{RPE}_{\text{SUB/CUR}}, \text{RPE}_{\text{SUB/PRE}}, \) and \( \text{RPE}_{\text{SUB/AVE}} \), but not \( \text{RPE}_{\text{CUR/AVE}} \).

\( \text{RPE}_{\text{SUB/CUR}} \) alone predicts decreased force in the first trials of blocks when the current block is associated with large baseline reward. We tested this prediction with a GLM of pressing force equal to the one described above except that now regressor (iv) indicates whether a trial was the first of block \( n \) and the current block \( n \) was associated with medium baseline reward and regressor (v) indicates whether a trial was the first of block \( n \) and the current block \( n \) was associated with small baseline reward. When testing for effects on the first trial of blocks dependent on the baseline reward of the current block, we found no difference between large and medium (one-sample \( t \) test on the binary regressor (iv): \( t(17) = 0.432, p = .672 \)), large and small (one-sample \( t \) test on the binary regressor (v): \( t(17) = 0.210, p = .836 \)), and medium and small baseline reward (two-sample \( t \) test of the binary regressor (iv) minus (v): \( t(17) = 0.262, p = .796 \)).

\( \text{RPE}_{\text{SUB/PRE}} \) alone predicts a decreased force in first trials of blocks when the previous block is associated with large baseline reward. We tested this prediction with a GLM of pressing force equal to the one described above except that now regressor (iv) indicates whether a trial was the first of block \( n \) and the previous block \( n - 1 \) was associated with medium baseline reward and regressor (v) indicates whether a trial was the first of block \( n \) and the previous block \( n - 1 \) was associated with small baseline reward. When testing for effects on the first trial of blocks dependent on the baseline reward of the previous block, we found no difference between large and medium (one-sample \( t \) test on the binary regressor (iv): \( t(17) = -0.784, p = .445 \)), large and small (one-sample \( t \) test on the binary regressor (v): \( t(17) = 0.533, p = .601 \)), and medium and small baseline reward (two-sample \( t \) test of the binary regressor (iv) minus (v): \( t(17) = -1.224, p = .238 \)).

Altogether, these results are consistent with \( \text{RPE}_{\text{SUB/AVE}} \). According to this, information delivered at the start of block \( n \) concerning the baseline reward of a subsequent block \( n + 1 \) exerts an influence on force. That is, motor vigor was boosted when a large baseline reward was signaled for the subsequent block \( n + 1 \), compared with when medium and small baseline rewards were signaled. In addition, this effect was not affected by the baseline reward of previous or current block. This is consistent with the possibility that, because each of the three baseline rewards had the same chance of occurrence in every block (based on the fact that order of baseline rewards was pseudorandomized), at the start of a block \( n \) participants had the same expectancy (i.e., independent of previous and current baseline reward) about the baseline reward for the subsequent block \( n + 1 \). Therefore, signaling that a subsequent block \( n + 1 \) has a large baseline reward leads to a positive RPE and greater force on the first trial of block \( n \); signaling that the subsequent block \( n + 1 \) has a small or medium baseline reward leads to a negative RPE and smaller force.

In summary, these data confirm that participant responses were influenced by information about the baseline reward available for block \( n + 1 \). This dissociation allowed us to segregate the effects of this form of information (underlying generation of an RPE) from the effects associated with the corresponding baseline reward, because such information was provided temporarily prior to the baseline reward becoming available.

### Imaging

While participants performed the visual search task, we used MRI to measure BOLD activation in brain areas of a priori interest by virtue of their link to valuation and motivation. We estimated parameters of a GLM including three boxcar function regressors associated with the different baseline reward conditions of the current block (small, medium, and large reward) with durations corresponding to block length. The model also included three RPE stick function regressors at the start of block \( n \) associated with the signaling of the different baseline reward conditions on the subsequent block \( n + 1 \). This implementation of RPE regressors followed from our behavioral results (see also Methods). Crucially, following convolution with the hemodynamic response function, the boxcar regressors associated with the current baseline reward were uncorrelated with their corresponding stick function RPE regressors, as the latter occurred about 32 sec before the former.

Comparing the current block during large baseline reward against medium and small baseline reward (a contrast based on the behavioral results), we observed increased activation in left VTA/SN (Figure 4A; \(-11, -22, -10; Z = 3.07, p = .014 \) SVC; in MNI coordinates space; neural results are reported in Table 2) and right ventral striatum (right: 17, 8, -5; \( Z = 2.81, p = .042 \) SVC). For the opposite contrast, we observed increased activation in the current block for medium and small compared with large baseline reward in bilateral sGC (Figure 4B; right: 7, 21, -10; \( Z = 3.59, p = .005 \) SVC; left = -8,
31, −15; Z = 4.36, p < .001 SVC) and left amygdala (Figure 5A; −21, 3, −25; Z = 2.80, p = .044 SVC). In support of our behavioral observation of an apparent equivalence between medium and small baseline reward, we observed no differential activation effect in any ROIs when comparing these two conditions (p > .05 SVC).

A main goal of our experiment was to examine the relationships between average reward, vigor (as measured by the pressing force), and activity in dopaminergic VTA/SN (Niv et al., 2007). On the basis of our finding that baseline reward affects both force and activity in VTA/SN, we considered three distinct hypotheses: (a) baseline reward directly impacts both VTA/SN and force, with no further association between VTA/SN and force; (b) baseline reward directly impacts both VTA/SN and force, and VTA/SN has a separate, additional, association with force; and (c) baseline reward impacts on activity in VTA/SN, and this structure is in turn associated with force.

Note that all three hypotheses imply that activation in VTA/SN would correlate with force. To test this prediction, we estimated a GLM that included a regressor at block start, with duration corresponding to block length, modulated by the average force exerted in that block (thus capturing the relationship between neural activation with tonic force rather than with trial-by-trial variation in force) plus three regressors encoding the information (provided at the start of the current block n) about the baseline reward of the subsequent block n + 1 (as in the first GLM of brain neural data). In this GLM, we observed that left VTA/SN activity correlated with average force (−8, −15, −15; Z = 2.64, p = .032 SVC) whereas right sGC activity was inversely correlated with force (5, 28, −5, Z = 2.86, p = .027 SVC). No other ROI showed a significant positive or negative correlation.

Hypotheses (b) and (c), but not (a), predict that the individual beta weights relating baseline reward and VTA/SN activity should correlate with the beta weight relating baseline reward and force. To test this, we correlated the behavioral parameter encoding the difference in force for large on the one hand minus medium and small current baseline reward on the other, with the parameter encoding a difference in brain activity in these conditions. Specifically, the behavioral parameter corresponded to the negative of the sum of parameter (iv) and (v) of the first GLM described above in the subsection “Analysis 3. Effect of Information on the Subsequent Baseline Reward.” Note that a positive behavioral parameter indicates that large baseline reward increases vigor compared with medium and small baseline reward. We found a positive correlation between the beta weights relating baseline reward and VTA/SN activity with the beta weight relating baseline reward and force in left VTA/SN (Figure 4D; −8, −17, −13; Z = 3.22, p = .011 SVC) and an inverse correlation in left sGC with a trend level effect in right sGC (left: −8, 31, −15; Z = 3.29, p = .024 SVC; right: 10, 26, −15; Z = 2.65, p = .060 SVC).

Figure 4. (A) Activation in left VTA/SN for the contrast large minus medium and small baseline reward at the current block (−11, −22, −10; Z = 3.07, p = .014 SVC; for this and following analyses, the statistic relative to the peak activation voxel within a ROI is small volume corrected with a FWE of p < .05, see also Methods; further we used the MNI coordinates space). (B) Activation in sGC for the contrast medium and small minus large baseline reward at the current block (right: 7, 21, −10; Z = 3.59, p = .005 SVC; left: −8, 31, −15; Z = 4.36, p < .001 SVC). (C) Beta weights for large (L), medium (M), and small (S) baseline reward at the current block for peak activation voxel in left VTA/SN (a.u.: arbitrary units). Beta weights are estimated using a GLM including three boxcar function regressors associated with the three baseline reward conditions at the current block n, plus three stick function regressors associated with the different baseline reward conditions at the subsequent block n + 1. Beta weights are shown for displaying purposes, and no statistical tests were conducted on them. (D) Corresponding data plotted for left sGC. (E) Correlation between the individual behavioral parameter describing the effect of large (L) minus medium (M) and small (S) baseline reward at the current block on force and the neural activation for L minus M and S baseline reward in left VTA/SN (−8, −17, −13; Z = 3.22, p = .011 SVC). (F) Corresponding data plotted for left sGC (−8, 31, −15; Z = 3.29, p = .024 SVC).
### Table 2. Neural Results Relative to the Main Analyses

<table>
<thead>
<tr>
<th>Region</th>
<th>Coordinates</th>
<th>t</th>
<th>p (uncorrected)</th>
<th>Z</th>
<th>p SVC</th>
<th>Cluster Size</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Large Minus Medium and Small Baseline Reward at Current Block</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Right VTA/SN</td>
<td>9 −22 −15</td>
<td>2.72</td>
<td>0.008</td>
<td>2.43</td>
<td>0.095</td>
<td>0</td>
</tr>
<tr>
<td>Left VTA/SN</td>
<td>−11, −22, −10</td>
<td>3.76</td>
<td>0.001</td>
<td>3.07</td>
<td>0.014*</td>
<td>20</td>
</tr>
<tr>
<td>Right ventral striatum</td>
<td>−13, 13, −3</td>
<td>2.30</td>
<td>0.011</td>
<td>2.56</td>
<td>0.095*</td>
<td>0</td>
</tr>
<tr>
<td>Right sGC</td>
<td>7, 21, −10</td>
<td>−4.55</td>
<td>&lt;0.001</td>
<td>−3.59</td>
<td>&lt;0.001*</td>
<td>25</td>
</tr>
<tr>
<td>Left sGC</td>
<td>−8, 31, −15</td>
<td>−6.20</td>
<td>&lt;0.001</td>
<td>−4.36</td>
<td>&lt;0.001*</td>
<td>22</td>
</tr>
<tr>
<td>Right amygdala</td>
<td>17, 6 −23</td>
<td>−2.93</td>
<td>0.005</td>
<td>−2.58</td>
<td>0.069</td>
<td>0</td>
</tr>
<tr>
<td>Left amygdala</td>
<td>−21, 3, −25</td>
<td>−3.24</td>
<td>0.003</td>
<td>−2.80</td>
<td>0.044*</td>
<td>15</td>
</tr>
<tr>
<td><strong>Correlation with Pressing Force Exerted over Blocks</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Right VTA/SN</td>
<td>10 −12 −13</td>
<td>2.67</td>
<td>0.008</td>
<td>2.41</td>
<td>0.071</td>
<td>0</td>
</tr>
<tr>
<td>Left VTA/SN</td>
<td>−8, −15, −15</td>
<td>2.98</td>
<td>0.004</td>
<td>2.64</td>
<td>0.032*</td>
<td>8</td>
</tr>
<tr>
<td>Right ventral striatum</td>
<td>12, 6, −3</td>
<td>0.63</td>
<td>0.236</td>
<td>0.72</td>
<td>0.512</td>
<td>0</td>
</tr>
<tr>
<td>Left ventral striatum</td>
<td>−8, 3, 0</td>
<td>0.51</td>
<td>0.307</td>
<td>0.35</td>
<td>0.563</td>
<td>0</td>
</tr>
<tr>
<td>Right sGC</td>
<td>5, 28, −5</td>
<td>−3.29</td>
<td>0.002</td>
<td>−2.86</td>
<td>0.027*</td>
<td>21</td>
</tr>
<tr>
<td>Left sGC</td>
<td>−1, 31, −18</td>
<td>−3.03</td>
<td>0.004</td>
<td>−2.50</td>
<td>0.059</td>
<td>1</td>
</tr>
<tr>
<td>Right amygdala</td>
<td>22 −2 −23</td>
<td>−2.42</td>
<td>0.014</td>
<td>−2.21</td>
<td>0.102</td>
<td>0</td>
</tr>
<tr>
<td>Left amygdala</td>
<td>−21, 3, −20</td>
<td>−1.99</td>
<td>0.031</td>
<td>−1.86</td>
<td>0.177</td>
<td>0</td>
</tr>
<tr>
<td><strong>Correlation across Subjects between the Behavioral Effect on Force and the Neural Contrast for Large Minus Medium and Small Baseline Reward at Current Block</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Right VTA/SN</td>
<td>10 −22 −18</td>
<td>2.91</td>
<td>0.005</td>
<td>2.57</td>
<td>0.071</td>
<td>0</td>
</tr>
<tr>
<td>Left VTA/SN</td>
<td>−8, −17, −13</td>
<td>3.90</td>
<td>0.001</td>
<td>3.22</td>
<td>0.011*</td>
<td>21</td>
</tr>
<tr>
<td>Right ventral striatum</td>
<td>12 6 −3</td>
<td>2.38</td>
<td>0.015</td>
<td>2.17</td>
<td>0.144</td>
<td>0</td>
</tr>
<tr>
<td>Left ventral striatum</td>
<td>−13 6 −3</td>
<td>3.31</td>
<td>0.002</td>
<td>2.85</td>
<td>0.068</td>
<td>12</td>
</tr>
<tr>
<td>Left sGC</td>
<td>−8, 31, −15</td>
<td>−4.01</td>
<td>0.001</td>
<td>−3.29</td>
<td>0.024*</td>
<td>25</td>
</tr>
<tr>
<td>Right sGC</td>
<td>10, 26, −15</td>
<td>−3.03</td>
<td>0.004</td>
<td>−2.65</td>
<td>0.060</td>
<td>2</td>
</tr>
<tr>
<td>Right amygdala</td>
<td>22, 1, −28</td>
<td>−1.98</td>
<td>0.032</td>
<td>−1.86</td>
<td>0.227</td>
<td>0</td>
</tr>
<tr>
<td>Left amygdala</td>
<td>−21, 1, −23</td>
<td>−2.04</td>
<td>0.029</td>
<td>−1.90</td>
<td>0.213</td>
<td>0</td>
</tr>
<tr>
<td><strong>Correlation across Subjects between the Behavioral Effect on Force and the Interaction Parameter Extracted from the PPI Relative to Amygdala</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Right VTA/SN</td>
<td>10, −20, −10</td>
<td>1.54</td>
<td>0.069</td>
<td>1.48</td>
<td>0.263</td>
<td>0</td>
</tr>
<tr>
<td>Left VTA/SN</td>
<td>−13, −15, −13</td>
<td>1.03</td>
<td>0.147</td>
<td>1.05</td>
<td>0.393</td>
<td>0</td>
</tr>
<tr>
<td>Right ventral striatum</td>
<td>7, 18, 0</td>
<td>1.57</td>
<td>0.066</td>
<td>1.51</td>
<td>0.256</td>
<td>0</td>
</tr>
<tr>
<td>Left ventral striatum</td>
<td>−11, 8, −5</td>
<td>1.37</td>
<td>0.090</td>
<td>1.34</td>
<td>0.305</td>
<td>0</td>
</tr>
<tr>
<td>Left sGC</td>
<td>−3, 31, −15</td>
<td>−4.26</td>
<td>&lt;0.001</td>
<td>−3.43</td>
<td>&lt;0.001*</td>
<td>26</td>
</tr>
</tbody>
</table>
Unlike hypotheses (a) and (b), hypothesis (c) predicts that a relationship between baseline reward and force is fully explained by the relationship between baseline reward and VTA/SN activity. To test this, we built a GLM relating the behavioral parameter (encoding the difference in force between large minus medium and small baseline reward) to an intercept parameter plus two regressors encoding differential brain activity for large minus medium and small baseline reward at the peak activation voxel in left VTA/SN and at the peak activation voxel in right sGC. Hypotheses (a) and (b), but not hypothesis (c), predict the intercept parameter would be different from zero, but results showed no such significant difference ($t(17) = -1.077, p = .298$). Conversely, parameters associated with activity in VTA/SN ($t(17) = 3.074, p = .008$) and right sGC ($t(17) = -2.150, p = .048$) were significantly different from zero. We also ran a similar analysis using a likelihood ratio test to compare this GLM with an equivalent GLM that lacked the intercept parameter and found a nonsignificant chi-square statistic ($\chi^2(1) = 0.61, p = .435$), indicating that adding the intercept parameter did not significantly improve the model fitting. Altogether these results provide support for a hypothesis that average reward influences activation in VTA/SN and sGC, and these in turn influence force.

On the basis of substantial evidence highlighting a central role for amygdala in coordinating Pavlovian behavior (Talmi et al., 2008; Fanselow & Gale, 2003; Davis, 1992), we hypothesized that this region would modulate the response of VTA/SN and sGC to baseline reward. To investigate this, we ran a PPI analysis taking as seed region the peak activation voxel in amygdala found when comparing large minus medium and small baseline reward in the current block (Figure 5B). We next built a second-level regression analysis using a likelihood ratio test to compare this GLM with an equivalent GLM that lacked the intercept parameter and found a nonsignificant chi-square statistic ($\chi^2(1) = 0.61, p = .435$), indicating that adding the intercept parameter did not significantly improve the model fitting. Altogether these results provide support for a hypothesis that average reward influences activation in VTA/SN and sGC, and these in turn influence force.

### Table 2. (continued)

<table>
<thead>
<tr>
<th>Region</th>
<th>Coordinates</th>
<th>$t$</th>
<th>$p$ (uncorrected)</th>
<th>$Z$</th>
<th>$p$ SVC</th>
<th>Cluster Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Right sGC</td>
<td>7, 31, −15</td>
<td>−1.52</td>
<td>.071</td>
<td>−1.47</td>
<td>.267</td>
<td>0</td>
</tr>
<tr>
<td>Right amygdala</td>
<td>15, −7, −20</td>
<td>−1.62</td>
<td>.0</td>
<td>−1.55</td>
<td>.242</td>
<td>0</td>
</tr>
<tr>
<td>Left amygdala</td>
<td>−16, −7, −20</td>
<td>−1.08</td>
<td>.138</td>
<td>−1.09</td>
<td>.380</td>
<td>0</td>
</tr>
</tbody>
</table>

For all ROIs, we report uncorrected $t$ statistics and relative uncorrected $p$ values, plus small volume corrected (SVC) $Z$ statistics and corrected $p$ values. Significant statistics have $p < .05$ SVC and are marked with asterisks. Cluster size is reported using a threshold of $p < .005$ uncorrected. Pearson correlation coefficients are also reported for correlation analyses.

$\text{Figure 5. (A) Activation in left amygdala for the contrast small and medium minus large baseline reward of current block (z} = 2.80, p = .044 \text{SVC. (B) Schematic of a PPI analysis in which we tested whether the effect of baseline reward in the current block on sGC response was modulated by activity in the peak activation voxel in amygdala found when comparing large minus medium and small baseline reward in the current block. (C) In the top panel, the relationship between the behavioral parameter representing the strength of the behavioral effect on force (i.e., the effect of large (L) minus medium (M) and small (S) baseline reward at the current block) and the interaction parameter extracted from the PPI relative to amygdala and sGC (a.u.: arbitrary units) is plotted. Data are plotted for the peak activation voxel in sGC and show a significant correlation (z} = 3.43, p = .005 \text{SVC). In the bottom panel, the relationship between the parameter describing the effect of large minus medium and small baseline reward in the current block on sGC activity and the interaction parameter extracted from the PPI relative to amygdala and sGC is plotted. Data are plotted for the peak activation voxels in sGC extracted from the first and second analysis respectively and show a significant correlation (r} = −.573; p = .013).}$
DISCUSSION

Influential theories of motivation distinguish phasic and tonic components, the former linked to acquisition of new information about reward/punishment and the latter to repeated experiences of reward/punishment (Toates, 1986). To date, the neural substrates underlying phasic aspects of motivation have been characterized in terms of RPEs (D’Ardenne et al., 2008; Tobler et al., 2005; Schultz et al., 1997), and indeed, it is well established that areas such as VTA/SN and ventral striatum encode an RPE signal (Bartra et al., 2013; O’Doherty et al., 2003, 2004). However, previous empirical literature has not examined expression of a tonic motivation.

Here, based on theoretical (Niv et al., 2007) and prior empirical evidence (Beierholm et al., 2013; Guitart-Masip, Beierholm, et al., 2011), we set out to examine the relationship between brain activity and long-run reward rate, a concept connected with tonic aspects of motivation, in the absence of RPEs. Because in our paradigm the provision of new, surprising information (which leads to expression of an RPE) about average reward occurs well in advance of that average reward actually becoming available, we could decorrelate effects of an RPE from the effects of an average reward rate. In so doing, we show that average reward modulates a VTA/SN response which, in turn, was tightly coupled to the expression of a form of motivational vigor.

Although the BOLD signal is uninformative on the underlying neurochemical mechanisms, the likelihood that the effect we found in the VTA/SN involves the recruitment of dopamine circuitry is consistent with theories that propose a role for this neuromodulator in regulating motor vigor (Pessiglione et al., 2007; Salamone & Correa, 2002; Dickinson, Smith, & Mirenowicz, 2000; Berridge & Robinson, 1998). Physiological evidence indicates that tonic and phasic dopaminergic responses are at least partially independent, with the phasic signal linked to a bursting response and the tonic signal to the overall number of nonsilent dopaminergic neurons as well as presynaptic glutamatergic inputs (Lodge & Grace, 2006; Floresco, West, Ash, Moore, & Grace, 2003; Cheramy et al., 1997). Moreover, distinct regions projecting to VTA/SN affect these two forms of dopamine signaling in different ways. For example, inputs from the pedunculopontine nucleus influence primarily phasic bursts whereas inputs from ventral pallidum influence overall population activity (Lodge & Grace, 2006; Floresco et al., 2003; Cheramy et al., 1990). To identify both signals, we modeled the neural response to baseline reward with boxcar function regressors and the neural response to RPE with stick function regressors. We stress that it is not possible to infer the precise temporal profile of an underlying neural activation pattern with fMRI, and thus, whether the effect on BOLD activity found here is determined by tonic or phasic activity of neurons remains conjectural. However, previous research has coupled a phasic VTA/SN response almost exclusively with the expression of an RPE (D’Ardenne et al., 2008; Tobler et al., 2005; Schultz et al., 1997), and the lack of an RPE within blocks in our design renders it unlikely that a phasic, within-block, response is source of the effect on the block-wise BOLD signal we report here.

Evidence in favor of a somatotopic organization within VTA/SN is weak (Nambu, 2011), although a left/right differentiation depending on the nature of the target movement has been reported in dopaminergic regions (Gershman, Pesaran, & Daw, 2009). In addition, findings in rats and Parkinson’s disease patients show an accentuated lateralized motor impairment linked with contralateral VTA/SN damage (Djaldetti, Ziv, & Melamed, 2006; Dunnett, Bjo, Stenevi, & Iversen, 1981). In our experiment, significant effects in VTA/SN were confined to the left hemisphere, whereas a mixed pattern was observed in other areas. However, we observed trends toward significance also on contralateral regions (see Table 2), and hence, a lack of significant effect might be explained by low power. This renders our data unsuitable to address any hypothesis about laterality in VTA/SN and ventral striatum.

An average reward rate could in principle be estimated either prospectively in a model-based manner or retrospectively in a model-free manner (Sutton & Barto, 1998). The latter estimate could be updated using a delta rule based on novel reward experience without reference to such considerations as the rules of the task. However, we found no evidence for such model-free learning as participants’ behavior was unaffected by past experience of average reward. Instead, our data show that participants’ behavior was influenced by the current baseline reward condition, suggesting that participants’ performance reflected the sort of representation of task rules that model-based reinforcement learning algorithms exploit, albeit for average, rather than phasic, rewards.

Theoretical accounts relating average reward to vigor (Niv et al., 2007) suggest an instrumental effect, in that acting quickly is lucrative when there is a high prevailing...
reward rate. However, one might hypothesize that evolution has favored increased vigor with increased reward rate even when this is not formally advantageous, as a Pavlovian effect. Our effect is of this nature because the baseline reward was delivered independently of performance and the performance-dependent reward was fixed. Such a Pavlovian effect might explain why reward (or its prediction) sometimes exerts an influence on behavior that might seem paradoxical (Rigoli, Pezzulo, & Dolan, 2016; Rigoli, Pavone, & Pezzulo, 2012; Dayan, Niv, Seymour, & Daw, 2006; Berridge & Robinson, 1998; Mackintosh, 1983; Williams & Williams, 1969). For instance, this is relevant in some forms of impulsivity in which performance decreases with reward in contexts where less vigorous behavior is more appropriate (Guitart-Masip, Fuentemilla, et al., 2011). By design, a larger baseline reward was associated with a decreased ratio between performance-contingent and noncontingent reward. In some contexts such as decision-making under risk, research has shown an endowment effect, which prescribes that agents treat the portion of reward dependent on choice/performance as larger when the portion of reward independent of performance is smaller (Kahneman et al., 1991). This would have led our participants to show increased vigor with smaller baseline reward, exactly contrary to our findings. An important difference between our task and other tasks in which an endowment effect has emerged is that, in the former, reward is delivered after an action is performed, whereas in the latter, the endowment is provided before making a choice. This might entail a different framing in such a way that a reward not yet collected might be attributed a higher weight, hence increasing Pavlovian vigor, whereas a reward collected already might increase a reward reference point and hence underweight the impact of future expected rewards.

Greater activation for large, compared with medium and small, average reward was seen in ventral striatum, linked to appetitive motivation. This region receives extensive dopaminergic inputs from VTA/SN and, as a consequence, is known to be robustly influenced by RPEs (Bartra et al., 2013; O’Doherty et al., 2003, 2004). Our data extend these previous observations by showing that activity in the two regions is coupled in response to average reward.

Enhanced sGC activity characterizes conditions linked to behavioral inhibition seen with negative mood states, such as depression and sadness (Drevets et al., 1997, 2008), whereas deep brain stimulation of this area (potentially having a deactivating effect) is reported as an effective treatment for refractory depression (Berlim et al., 2014; Mayberg et al., 2005). In this region, we observed a decreased activation for larger average reward. Moreover, sGC response to average reward influenced motor vigor consistent with a role for this area in behavioral inhibition. The sGC is known to be densely innervated with serotonergic inputs (Canli & Lesch, 2007). It has been suggested (Daw, Kakade, & Dayan, 2002; Deakin & Graeff, 1991) that some of the many effects of serotonin are opponent to dopamine, with dopamine being boosted by reward (and the attainment of safety; Oleson & Cheer, 2013) leading to an increase in vigor (Dayan, 2012) whereas (albeit based on substantially less evidence, and with contrary observations; Miyazaki et al., 2014) serotonin would be boosted by punishment (Schweimer & Ungless, 2010) and potential omission of reward leading to an increased inhibition (Cools, Roberts, & Robbins, 2008; Daw et al., 2002). There is no previous report of a phasic RPE in sGC, and asymmetries in the coding of reward and punishment (Boureau & Dayan, 2010) could be consistent with serotonin acting mainly in a tonic capacity, whereas dopamine would act in both phasic and tonic modes in its target regions.

The amygdala plays a key role in emotional regulation by coordinating Pavlovian responses and influencing Pavlovian instrumental transfer (Talmi et al., 2008; Corbit & Balleine, 2005; Fanselow & Gale, 2003). Consistent with an involvement of this structure in negative emotions (Sotres-Bayon, Sierra-Mercado, Pardilla-Delgado, & Quirk, 2012; Davis, 1992), we observed increased amygdala response with smaller average reward availability. A PPI analysis showed results consistent with the idea that, in participants showing a stronger Pavlovian vigor effect, the amygdala amplified the response to smaller and medium average reward in sGC while decreased such a response in participants showing a weaker Pavlovian vigor effect. However, we stress that PPI does not test for directionality, and therefore, these data are also consistent with the hypothesis that sGC exerts a modulatory influence on amygdala. These data extend to the appetitive domain previous animal reports consistent with the idea that amygdala coordinates Pavlovian fear responses by gating the expression of such responses that are more directly regulated by prefrontal regions (Sotres-Bayon et al., 2012).

In summary, we provide evidence that activity in VTA/SN increases with larger average reward when controlling for RPE and that this neural response enhances the expression of Pavlovian motor vigor. An opposite activation pattern was found in sGC, whose activation decreased with larger average reward and was associated with decreased motor vigor. The amygdala was found to amplify the sGC response to smaller average reward in participants with stronger behavioral vigor effect and to decrease such sGC response in participants with weaker behavioral vigor effect. Our findings shed important light on the neural substrates underlying tonic aspects of motivation.
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