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Abstract

The aim of this report is to present results related to the application of the Finite Difference Time Domain (FDTD) method for the study of various devices at terahertz frequencies. The FDTD method has emerged as one of the most widely used numerical analysis methods used for electromagnetic simulations. The FDTD method can be used to solve numerous types of problems ranging from modelling the behaviour of microwave circuits, waveguides, and photonics to simulating terahertz devices and plasmas.

In this study the FDTD approach is derived from first principles (finite differences) and explicit equations are shown based on Maxwell’s equations. Furthermore, absorbing boundary conditions (ABCs) are discussed for the FDTD method. The algorithm is tested against a range of problems to ensure its validity and accuracy. The FDTD method is then applied for the numerical analysis of a range of devices at terahertz frequencies. The numerical results obtained from the application of the FDTD method to examine a microstrip circuit with filter loading and a Multi-mode Interference (MMI) coupler at terahertz frequencies are discussed in detail. Moreover, the results of the application of the FDTD method for the calculation of the dispersion characteristics of plasmonic waveguides are also presented.

Finally, a summary of the work carried out is presented and an outline is given for future research which can be carried out by using the FDTD method for the study of terahertz frequency devices.
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Chapter 1

Introduction

In recent years extensive research has been carried out in the terahertz portion of the electromagnetic spectrum, which is loosely defined as the frequencies from 300 GHz to 30 THz (wavelengths from 1 mm to 10 μm). Traditionally terahertz science and technology has been applied in space spectroscopy, examining far-infrared radiation, molecular spectroscopy and in the diagnostics of plasma [1]. Today terahertz science and technology is applied to many more sectors, given the recent advancements and innovations in photonics and nanotechnology. The unique properties of this frequency domain have resulted in terahertz technology emerging as a state-of-the-art research field, thus gaining popular interest. In September, 2011 the IEEE launched the inaugural edition of the IEEE Transactions on Terahertz Science and Technology as a means to bridge the gap between microwaves and visible light, with topics and technologies that encompass terahertz techniques and applications [2].

The rapid growth in terahertz technology and science is closely linked with the continual advances of high-frequency electronics and cutting edge technology in semiconductors and superconductor logic circuits also operating at higher frequencies. In particular terahertz technology is growing rapidly in a wide range of independent fields from terahertz sources and detectors to application specific systems [3].
In terms of terahertz sources, there have been three major approaches in the field. For the past few decades optical generation of terahertz radiation using lasers has been the dominant approach. Primarily femtosecond lasers are used for terahertz Time Domain Spectroscopy (TDS), whereas for Frequency Domain Spectroscopy (FDS) other types of lasers are used [4]. Another approach is based on the recently developed terahertz Quantum Cascade Laser (QCL). The development of terahertz QCL has witnessed remarkable progress recently. The third approach which is well established at low frequencies employs solid-state electronic devices for generating terahertz radiation [5].

Progress in terahertz applications depends on the transmission properties of terahertz sources, the penetration of terahertz radiation through dielectric materials and the high sensitivity of terahertz sensors. The unique properties of terahertz radiation and spectroscopic sensing have led to new fields of interest and significant advances in astrophysics and atmospheric science, biological and medical sciences, security screening and illicit material detection, homeland security, non-destructive evaluation (NDE), information and communications technology (ICT), and ultrafast spectroscopy. Terahertz radiation exhibits good balance between good resolution and penetration as well as good selectivity (fingerprint) in many materials [1]. Based on the above, two distinct categories emerge from terahertz technology applications: sensing and communications.

Moreover terahertz TDS and Frequency Domain Spectroscopy (FDS) combined with advanced analytical technological methods that are applicable to various materials have been employed in biological, medical and pharmaceutical applications, security, information and communication technology, earth and space exploration, as well as semiconductor and other industrial applications [4]. In terms of medical and pharmaceutical applications, terahertz technology has been used for tissue identification, and detecting disease [6] and terahertz TDS has been applied to observe many materials including biomolecules, cancer tissue, DNA (single stranded), proteins and bacteria with far greater detail than infrared spectroscopy [7, 8]. It has also been reported that several studies have been carried out on the diagnosis of cancer using terahertz TDS [9].
In the field of Information and Communication Technologies (ICT) the development speed in terms of computation and memory size is unprecedented. Over a period of more than forty years, processor speed and memory size are doubling roughly every 18 months, according to Moore’s Law [10]. Experts believe that this development will continue in the next decade, but this demands radical changes in architecture and software. In the next two decades, diminishing transistor-speed scaling and practical energy limits create new challenges for continued performance scaling. As a result, the frequency of operations will increase slowly, with energy the key limiter of performance, forcing designs to use large-scale parallelism, heterogeneous cores, and accelerators to achieve performance and energy efficiency [11]. Recently, there has been an increasing interest in the application of terahertz waves to broadband wireless communications. The demand for higher data rates and seamless connection of fibre optic (wired) and wireless communication networks in terms of modulation and data rates has led to the development of terahertz wireless communications based on photonics technologies [12]. Also in telecommunication networks the first integrated photonic devices that were deployed during the past decade and the fibre-linked optical communication is growing at unprecedented rates, realizing data rates greater than terabit per second. High-performance wireless networks could be implemented with the breakthrough and the development circuits based on terahertz technology that could enable wireless communication at speeds nearing 40 Gigabits using sub-THz waves [13]. In terms of the development of various circuits for ICT, recent studies have reported integrated quantum circuits operating at a frequency of 1 THz [14]. Furthermore, the transport of THz pulses on the surface of metal wires with negligible dispersion and low attenuation has also been reported [15].

Terahertz wave generation and detection is a key element in ICT to realize faster, mobile, robust, and relatively inexpensive systems. In order to achieve even greater system functionality and cost as well as bringing the economics of Moore’s Law to photonic and terahertz components and devices, the need for more accurate models describing the behaviour of electromagnetic fields in novel optical devices is required. For this purpose computer modelling and simulation of the complex electromagnetic fields in devices and components is used. Computer
modelling and simulation is based on analytical and numerical methods that are formulated based on the governing Maxwell’s equations. Furthermore, numerical simulations provide a framework for feasibility studies and design optimization of devices thus reducing fabrication costs and saving time.

The behaviour of electromagnetic structures can be modelled using numerical modelling techniques. These techniques can be classified into analytical methods and numerical methods. With analytical methods, a solution is obtained by solving the basic electromagnetic equations, thus minimising the final computation time. However, it is often applicable to much simpler structures only. On the other hand numerical methods are computational schemes or models that can be applied to a spectrum of problems by modifying the basic model to fit the problem. Numerical methods provide the advantage of solving a problem in a finite sequence of arithmetic and logical operations. In contrast with analytical methods, numerical methods lack the analytical investigation of the problem and fail to describe the physical mechanisms that are taking place. Furthermore semi-analytical methods could be used to find a solution to a simplified problem with certain acceptable approximations based on analytical approaches [16].

Due to the complex nature of modern optical devices, the use of analytical methods has been restricted to modelling only simple structures. Instead, existing and improved numerical methods and techniques are receiving wider attention for modelling of practical optical components and devices. Numerical methods are often applicable to a wide range of problems, thus offering approximate solutions to Maxwell’s equations with good accuracy. These methods are often flexible and robust and in most cases a particular method is preferred depending on the media or the structure under consideration. However, these advantages do not come without a cost, specifically with long computational times and memory requirements. Numerical methods are divided into two distinct categories: time and frequency domain.
Frequency domain numerical methods solve Maxwell’s equations for a specific frequency. These numerical methods produce accurate and stable results in simulating complicated structures and they have proved robust over the years. However, they are not suitable for simulating devices where it is desirable to analyse the characteristics of a device over a broad range of frequencies. Incorporating the material and device nonlinearities in frequency domain numerical methods still poses a significant problem. The most widely used frequency domain numerical methods are the Method of Moments (MoM) [17, 18], the Finite Element Method (FEM) [19, 20], and the Beam Propagation Method (BPM) [21, 22]. A wide range of commercial software packages are available that offer a wide range of tools to simulate devices using one or more frequency domain methods. Some of the most popular packages in the scientific community are FEM based COMSOL Multiphysics [23] and Ansoft HFSS [24], and MoM based FEKO, for radiation and coupling analysis [25].

Time domain numerical analysis methods solve Maxwell’s equations over time. These allow the simulation of devices and obtain results using Fast or Discrete Fourier Transforms (FFT/DFT) over a wide range of frequencies. The most well known time domain methods include the Finite Element Time Domain Method (FETD) [26], the Finite Difference Time Domain (FDTD) method [27, 28], the Transmission Line Modelling method (TLM) [27, 28], and the Time Domain Integral Equation (TDIE) [29] techniques. Similarly, some of the most popular commercial software packages that employ time domain numerical analysis include Lumerical FDTD Solutions [30], Remcom XFdtd [31], and Optiwave OptiFDTD [32]. Moreover, some well-known open source FDTD software under the General Public Licence (GPL) licence are the Massachusetts Institute of Technology Electromagnetic Equation Propagation (MEEP) [33], Angora: a free FDTD electromagnetic simulation package with full parallelizability based on the Message Passing Interface (MPI) developed by the Biomedical Engineering Department of Northwestern University [34], and California Institute of Technology 3D FDTD – pFDTD for single core CPU [35].
1.1 Finite Element Method

The Finite Element Method (FEM) is a numerical technique for solving a wide variety of engineering problems. The Finite Element Method could be used to solve Maxwell's differential equations based on the formulation of a problem.

In the FEM formulation, the domain of interest is divided into discrete elements, otherwise called finite elements, often triangular, which is the principal characteristic of the method. Each element can have different properties in terms of its relative conductivity and relative permittivity, thus making the dielectric material lossy, anisotropic, or nonlinear.

This method provides an approximation to a continuous physical problem in which the approximation of physical fields on finite elements provides good precision; hence by increasing the number of elements, so do the numbers of discrete variables, thus the solution approaches a continuous domain of computation. Variations in the formulation of this method have been reported for both optical and microwave problems [36]. The FEM has become a powerful computational tool for studying complicated problems with the introduction of various improvements to the formulation, such as the development of methods to suppress or eliminate spurious [37] and nonphysical solutions [38].

The FEM with the aid of perturbation techniques has been used to determine the complex propagation characteristics of surface-plasmon modes that are supported by metal-dielectric interfaces. Symmetrical and nonsymmetrical three-layer optical waveguides incorporating a thin metal layer can be studied, and the variations of the effective index and the attenuation constant with metal thicknesses have been presented for both the short-range and long-range modes [39].

Although the FEM has been used as to solve Maxwell's equations in terms of the eigenvalue problems, it has also been extended for the analysis of various shaped optical integrated circuits to include time-domain propagation yielding to the Finite Element Time Domain (FETD) method [40].
1.2 Beam Propagation Method

One of the most popular methods based on simplified wave equations is the Beam Propagation Method (BPM). This type of field propagation was initially used for underwater acoustic and seismology research [21]. The BPM is a frequency-domain approach and it is widely used for the simulation of integrated photonic devices. The BPM originally solved the paraxial wave equation under the scalar approximation, providing a spectral propagation algorithm for an arbitrary incident beam propagating in a medium of slowly-varying refractive index.

The BPM was first formulated by Feit and Fleck using the Fast Fourier Transform for optical problems [41]. Today the BPM is used to investigate linear and nonlinear phenomena in lightwave propagation in various materials based on the Helmholtz Equation. The BPM yields the response of a given device to an external optical signal. Then analysis of the results can be used to obtain information about the modal properties of that device.

The BPM can be used for a layout of devices that are not described by a quantitative theory and it can influence the technological problems on the operation of components. Furthermore it can also be used for solving problems with theories and approximations using computers as CAD to gain insight on the behaviour of a special device.

The BPM has been studied and developed extensively. It has been extended to include one-, two- and three-dimensional problem solving using a full vectorial approach [42]. Due to its numerical efficiency and versatility, the finite element method has been used to extend the full vectorial BPM formulation to the full vector finite-element BPM (FE-BPM) formulation [43]. A new method was also introduced based on the vector finite-element formulation of the beam propagation method combined with the imaginary distance propagation technique [44] to obtain modes. The BPM was also extended to a new method called time-domain reflective beam propagation method (TD-RBPM) again for the analysis of optical pulse propagation and reflection in waveguide structures with multiple discontinuities [45]. Moreover, the BPM has been extended to the bidirectional
BPM formulation to allow the analysis of strong reflections in waveguiding structures [46]. The bidirectional BPM can simulate the wave propagation for optical discontinuity problems, as well as the junction between two different optical waveguide structures. The iterative bidirectional BPM can also be used for the analysis of the reflectivity of coated optical fibres [47].

Recently an alternating direction implicit (ADI), scheme for the wide-angle finite-difference beam propagation method (FD-BPM) based on the wide angled Pade multistep method has been proposed [48].

1.3 Finite Difference Time Domain Method

Kane Yee published the first paper in May 1966 to describe Maxwell's equations in the equivalent set of finite difference equations, thus showing the discretisation of space and time [28]. This has lead to further investigation of time-varying media and also formed the basis of the Finite Difference Time Domain method. Yee's approach applies simple, second order accurate central-difference approximations for the space and time derivatives of the electric and magnetic fields directly to the respective differential operators of the curl equations. The algorithm proposed by Yee solves for both electric and magnetic fields using the coupled Maxwell's equations instead of solving individual components (electric or magnetic) with a wave equation, which is similar to the combined-field integral equation of the Method of Moments. Thus creating a more robust solution and a straightforward manner in which the electric and magnetic properties of the material can be modelled.

The Finite Difference Time Domain Method will be presented in greater detail in the following chapter to include the explicit equations, stability factors, incident wave conditions and absorbing boundary conditions. Furthermore, results will be presented later on for different electromagnetic problems solved using the FDTD method.
1.4 Organisation of this Thesis

The aim of this thesis is to present the results of the application of the FDTD method as a numerical analysis tool for modelling various devices such as microstrips, multimode-interference couplers (MMI), low-loss waveguides, and the study of surface plasmons in low-loss waveguide at terahertz frequencies.

Chapter 1 reports on the progress in terahertz science and technology. The chapter outlines the growth in terahertz techniques and applications in recent years, in terms of terahertz sources, wave generation and transmission, as well as sensing applications. Moreover, widely used numerical methods for modelling electromagnetic structures, both in frequency and time domain, are presented and briefly discussed.

In this thesis, Chapter 2 introduces the theory of Finite Difference approximation and the FDTD method based on Yee’s algorithm. The chapter provides an overview of Maxwell’s equations and how finite differences are used to solve Maxwell’s equations. The basic theory on the finite-differences is outlined and applied to the one-dimensional wave equation and the Finite-Difference Time Domain method equations are presented. Finally absorbing boundary conditions are discussed and explicit equations are outlined for terminating the computational domain.

Chapter 3 presents the application of the FDTD method on a variety of devices. Numerical results are presented in order to emphasize the general applicability of the method to a variety of problems. This also serves as a test of the application implemented in MATLAB to a wide range of structures from the lower frequency spectrum up to terahertz frequency applications. The findings are then compared with results found in the literature.

In Chapter 4, the performance of microstrip circuits and microstrip transmission lines is presented. A rigorous investigation of microstrip circuits at terahertz frequencies is demonstrated with specific interest in the effect of the deposition of polysterene film along the metal surface of the device thus
controlling the position of the resonant frequency using the FDTD method, whereas the FEM is used for modal analysis of the device [49]. The modelling of such structures can be applied in developing terahertz band-stop filters and in sensing applications.

Chapter 5 introduces a low-loss multimode interference coupler for terahertz waves [50, 51]. The FDTD method is used to model a novel design of a low-loss hollow-core polystyrene coated waveguide operating as a multimode interference-based half-power (3dB) splitter for THz frequencies. The FDTD method has been utilized to demonstrate the optical field evolution along the direction of propagation both in time and space.

Chapter 6 investigates the nature of plasmonic waveguides and the numerical dispersion artefacts using the FDTD method for numerical analysis [52]. A rectangular low-loss plasmonic waveguide at terahertz frequencies is presented. The FDTD method is used to simulate and calculate the numerical dispersion of a low-loss polystyrene coated rectangular waveguide at terahertz frequencies, by varying the width of the source (spot size) and the structural properties of the waveguide.

Finally, Chapter 7 concludes this work with a summary of the main ideas introduced and an outline of future research that could be carried out.
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Chapter 2

Finite Difference Time Domain Method

The four main categories of numerical methods used in computational electromagnetics are differential equation, integral equation methods, mode matching, and numerical methods based on asymptotic approximations. The Finite-Difference Time-Domain (FDTD) Method is based on the approximation of derivatives by finite differences. Essentially the algorithm divides the problem geometry into a spatial grid where electric and magnetic fields are placed at discrete positions in space, and Maxwell's equations are solved in time at discrete time instances. This can be implemented by applying finite-difference approximations to the time and space derivatives appearing in Maxwell's equations, thus constructing a time marching algorithm that simulates the progression of the fields in time [1]. In the following sections the theory of the finite differences method is outlined.

2.1 Finite-Differences Approximation and Numerical Differentiation

The definition of the derivative of a continuous function $f(x)$ sampled at discrete points can be expressed as

$$f'(x) = \lim_{\Delta x \to 0} \frac{f(x + \Delta x) - f(x)}{\Delta x}$$  \hspace{1cm} (2.1)
Given that $\Delta x$ is a small non-zero finite value, then the derivative of the function $f(x)$ can be approximated to

$$f'(x) \approx \frac{f(x+\Delta x) - f(x)}{\Delta x}$$  \hspace{1cm} (2.2)$$

Equation (2.2) is called the \textit{forward difference} formula and is used to evaluate $f'(x)$ between the forward point $f(x+\Delta x)$ and the current point $f(x)$, where the prime identifies the first derivative.

Similarly by using the backward point $f(x-\Delta x)$ the \textit{backward difference} formula can be obtained, such that

$$f'(x) \approx \frac{f(x) - f(x-\Delta x)}{\Delta x}$$  \hspace{1cm} (2.3)$$

Finally by combining equations (2.2) and (2.3) a formula can be obtained for approximating $f'(x)$ by averaging the forward and backward difference formulae.

$$f'(x) \approx \frac{f(x+\Delta x) - f(x-\Delta x)}{2\Delta x}$$  \hspace{1cm} (2.4)$$

Equation (2.4) is called the \textit{central difference} formula due to the averaging scheme employed.

In finite differences a Taylor's expansion of a function $u(x, t_n)$ about the space point $x_i$ to the space point $x_i + \Delta x$, keeping time fixed at $t_n$ yields:

$$u(x_i + \Delta x) \big|_{t_n} = u(x_i, t_n) + \Delta x \frac{\partial u}{\partial x} \bigg|_{x_i, t_n} + \frac{(\Delta x)^2}{2} \frac{\partial^2 u}{\partial x^2} \bigg|_{x_i, t_n} + \frac{(\Delta x)^3}{6} \frac{\partial^3 u}{\partial x^3} \bigg|_{x_i, t_n}$$

$$+ \frac{(\Delta x)^4}{24} \frac{\partial^4 u}{\partial x^4} \bigg|_{x_i, t_n}$$  \hspace{1cm} (2.5)$$
where the last term is the error term and $\xi_1$ is a point in space located between $x_i$ and $x_i + \Delta x$. Similarly consider the Taylor’s expansion about the space point $x_i$ to the space point $x_i - \Delta x$:

$$
u(x_i - \Delta x) = \left[ u_{x_i, n} - \Delta x \frac{\partial u}{\partial x} \right]_{x_i, n} + \frac{(\Delta x)^2}{2} \left[ \frac{\partial^2 u}{\partial x^2} \right]_{x_i, n} - \frac{(\Delta x)^3}{6} \left[ \frac{\partial^3 u}{\partial x^3} \right]_{x_i, n} + \frac{(\Delta x)^4}{24} \left[ \frac{\partial^4 u}{\partial x^4} \right]_{\xi, n}$$

(2.6)

where the last term is the error term and $\xi_2$ is a point in space located between $x_i$ and $x_i - \Delta x$. Now, using the mean value theorem and adding equations (2.5) and (2.6) yields

$$u(x_i + \Delta x) + u(x_i - \Delta x) = 2 \cdot u_{x_i, n} + (\Delta x)^2 \left[ \frac{\partial^2 u}{\partial x^2} \right]_{x_i, n} + \frac{(\Delta x)^4}{12} \left[ \frac{\partial^4 u}{\partial x^4} \right]_{\xi, n}$$

(2.7)

where the last term is the error term and $\xi_3$ is a point in space located between $x_i - \Delta x$ and $x_i + \Delta x$. Rearranging equation (2.7) results in

$$\left[ \frac{\partial^2 u}{\partial x^2} \right]_{x_i, n} = \left[ \frac{u(x_i + \Delta x) - 2 \cdot u(x_i) + u(x_i - \Delta x)}{(\Delta x)^2} \right]_{n} + O[(\Delta x)^2]$$

(2.8)

where $O[(\Delta x)^2]$ is a notation for the remainder term, which approaches to zero as the square of the space increment $\Delta x$. Equation (2.8) is commonly referred to as a second-order accurate, central difference approximation to second partial space derivative of $u$. Thus, the latest value of the function $u$ is obtained by

$$u_{i}^{n+1} \equiv \left( c \Delta t \right)^2 \left[ \frac{u_{i+1}^{n} - 2 \cdot u_{i}^{n} + u_{i-1}^{n}}{(\Delta x)^2} \right] + 2 \cdot u_{i}^{n} - u_{i}^{n-1}$$

(2.9)
where the subscript $i$ denotes the space position, with $\Delta x$ space increment, and the superscript $n$ is the time observation point, with $\Delta t$ time step. In terms of all subsequent finite-differences expressions, the notation $u_i^n$ denotes a field quantity calculated at the space point $x_i = i\Delta x$ and at time point $t_n = n\Delta t$. Applying the same principle in equation (2.4) the derivative $f'(x)$ can be expressed as

$$f'(x) = \frac{f(x + \Delta x) - f(x - \Delta x)}{2\Delta x} + O[(\Delta x)^2] \tag{2.10}$$

Based on the second-order accurate formula (2.10) the error introduced is proportional to square of the sampling rate. Hence, if the sampling period is decreased by half, the error is reduced by a factor of four.

Consider a function $f(x) = \sin(x) \cdot e^{-0.4x}$ illustrated in Figure 2.1, where the exact first-order derivative is given by $f'(x) = \cos(x) \cdot e^{-0.4x} - 0.4 \cdot \sin(x) \cdot e^{-0.4x}$. The function is sampled at $\Delta x = \pi/5$, and approximate derivatives are calculated based on the forward, backward and central difference formulae plotted in Figure 2.2. Moreover, the approximate derivatives and error are calculated also for a sampling period of $\Delta x = \pi/10$. The results are illustrated in the following figures:
Figure 2.2. Finite differences for the function \( f'(x) = \cos(x) \cdot e^{-0.4x} - 0.4 \cdot \sin(x) \cdot e^{-0.4x} \).

Figure 2.3. Error calculated for the function \( f'(x) = \cos(x) \cdot e^{-0.4x} - 0.4 \cdot \sin(x) \cdot e^{-0.4x} \) for \( \Delta x = \pi/5 \).

Based on the results illustrated in Figures 2.3 and 2.4 in calculating the error for the two different sampling periods, \( \Delta x = \pi/5 \) and \( \Delta x = \pi/10 \), it is evident that the error introduced by the central difference formula is less than the error introduced by calculating the forward difference and the backward difference formulae. Furthermore, as the sampling rate is halved, then the errors for the forward difference and the backward difference formulae are also halved, whereas the error for the central difference is reduced by a factor of four. The errors for the two sampling rates for each of the three finite difference formulae are plotted in Figure 2.5.
Figure 2.4. Error calculated for the function $f'(x) = \cos(x) \cdot e^{-0.4x} - 0.4 \cdot \sin(x) \cdot e^{-0.4x}$ for $\Delta x = \pi/10$.

Figure 2.5. Finite differences formulae error calculated for $\Delta x = \pi/5$ and $\Delta x = \pi/10$ sampling rates.
2.2 Finite-Differences Approximation of the Scalar Wave Equation

Finite differences are applied to obtain a basic partial differential equation that describes wave motion of the one-dimensional numerical FDTD solutions. The results obtained here are to show the numerical stability of the solutions as well to identify numerical dispersion and numerical phase artifacts [2]. Consider the following one-dimensional scalar wave equation

\[
\frac{\partial^2 u}{\partial t^2} = c^2 \cdot \frac{\partial^2 u}{\partial x^2} \tag{2.11}
\]

where \( c \) is the speed of light in free space and \( u = u(x,t) \).

In order to examine the dispersion relation let \( \lambda \) be the propagating wave’s wavelength with frequency \( f \). Consider a continuous sinusoidal-travelling wave given in phasor form

\[
u(x,t) = e^{j(\omega t - kx)} \tag{2.12}
\]

where the propagating wave’s wavenumber \( k = \frac{2\pi}{\lambda} \), with angular frequency \( \omega = 2\pi f \), and \( j = \sqrt{-1} \). Taking the second partial derivative of (2.12) and factoring out any complex exponential terms yields

\[
-\omega^2 = c^2 \cdot (-k^2) \Rightarrow \omega^2 = c^2 \cdot k^2 \quad \rightarrow \quad k = \pm \omega/c \tag{2.13}
\]

where the signs indicate the wave propagation in the \(+x\)-direction or \(-x\)-direction.
The wave phase velocity is defined as

\[ v_p = \frac{\omega}{k} = \pm c \]  

(2.14)

indicating that it is a constant, regardless of the frequency. Furthermore by considering the angular frequency to be a function of the wavenumber \( \omega = \omega(k) \) and differentiating based on the following equation

\[ v_g = \frac{d\omega}{dk} \]  

(2.15)

yields the group velocity,

\[ v_g = \frac{d\omega}{dk} = \frac{2c^2k}{2\omega} \left( \frac{\pm \omega}{c} \right) = \pm c \]  

(2.16)

showing that the group velocity in this case is a constant \( \pm c \), and independent of the frequency for dispersionless propagating waves with constant phase velocity.

The general solution for the numerical dispersion relation given (2.12) and taking into account that \( \tilde{k} = \tilde{k}_{\text{real}} + j \tilde{k}_{\text{imag}} \) be the possibly complex-valued wavenumber results in

\[ u_i^n = e^{i(\omega t - k_i x)} = e^{i \left[ \omega (\Delta t - \tilde{k}_{\text{real}} + j \tilde{k}_{\text{imag}}) \right] \Delta x} = e^{j \tilde{k}_{\text{imag}} \cdot \Delta x} \cdot e^{i \left( \omega \Delta t - \tilde{k}_{\text{real}} i \Delta x \right)} \]  

(2.17)

where \( j = \sqrt{-1} \) and \( i \) refers the position in space. By evaluating (2.17) we can examine the grid space resolution based on three different cases. In this first case the equation is evaluated for very fine sampling in time and space \((\Delta t \rightarrow 0, \Delta x \rightarrow 0)\). In the second case the equation is evaluated based on the magic time-step where \((c \Delta t = \Delta x)\), and finally the equation is tested for a dispersive wave propagation. In all three cases, the real wavenumbers are evaluated and the numerical phase velocities are calculated in terms of \( c \).
The numerical travelling wave equation of (2.17) can now be substituted into the finite differences equation (2.9). After factoring out the exponential terms, and grouping the space and time terms, Euler’s identity is applied to the complex exponentials [2]. This leads to the equation of the general dispersion artefact where the wavenumber \( \tilde{k} \) is given by

\[
\tilde{k} = \frac{1}{\Delta x} \cos^{-1}\left\{1 + \left(\frac{\Delta x}{c\Delta t}\right)^2 \cdot \left[\cos(\omega \Delta t) - 1\right]\right\}
\]

(2.18)

Given the above evaluations the results indicate that the grid space resolution directly impacts the numerical phase velocity. Based on [3] let the stability or the Courant-Friedrichs-Lewy (CFL) factor be

\[
S = \frac{c\Delta t}{\Delta x}
\]

(2.19)

Let the grid sampling resolution in space cells per free-space wavelength be

\[
N_\lambda = \frac{\lambda_0}{\Delta x}
\]

(2.20)

Now based on the classic definition of the phase velocity for the continuous-wave equation (2.14) the numerical phase velocity for the real-numerical-wavenumber domain is given by

\[
\tilde{v}_p = \frac{\omega}{\tilde{k}_{\text{real}}}
\]

(2.21)

The following figure illustrates the numerical phase velocity normalised to the speed of light and the attenuation constant normalised to \( \Delta x \) versus the grid sampling density in points per free-space wavelength for a Courant stability factor of \( S = 0.5 \) and \( S = 1/\sqrt{2} \).
Given the results illustrated in Figures 2.6 and 2.7, it appears that initially the numerical phase velocity exceeds $c$ for $N_\lambda < 2$ and reaches its maximum for $N_\lambda = 1$. Moreover it appears that evanescent wave modes are propagating at superluminal speed, but are rapidly attenuated.
In Figure 2.8 below, the percentage error of the numerical phase velocity relative to the free-space speed of light using a grid sampling density $N_x \leq 3$.
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**Figure 2.8.** The percentage error in the numerical phase velocity relative to the free-speed of light, for $3 \leq N_x \leq 80$ and $S = 0.5$.

### 2.3 Numerical Results of Pulse Propagation

The following graphs illustrate the effect of numerical dispersion upon a rectangular pulse in free-space for three different Courant stability factors where $S = 1$ and $\Delta t$ is set to the magic time step $c\Delta t = \Delta x$, $S = 0.99$, where $\Delta t$ is just 1% below the magic time-step, and finally $S = 0.5$ where $\Delta t$ is 50% below the magic time-step. The snapshots in Figures 2.9 and 2.10 were taken for the same absolute time step ($n = 160$) for comparison, for a 40-cell-wide rectangular pulse propagation in free space.

![Figure 2.9](image)

**Figure 2.9.** Rectangular pulse propagation for $S = 1$ and $S = 0.99$. 25
In the graphs presented above it can be clearly observed that for a courant factor of $S=1$ the rectangular pulse is preserved. This is due to fact that the time-step discontinuities of the propagating pulse are modelled perfectly. In this case, this is expected since for $S=1$, the numerical phase velocity is $\tilde{v}_p = c$. In Figure 2.9, for $S=0.99$ when $\Delta t$ is just 1% below the magic time-step, the time-step discontinuities generate a “ringing” effect at the leading and trailing edges of the pulse. This represents a time-retarded propagation due to the time-step discontinuities, as the numerical phase velocity is now $\tilde{v}_p < c$. Furthermore, in Figure 2.10, although the “ringing” effect is significantly greater for $S=0.5$ when $\Delta t$ is just 50% below the magic time-step, a weak superluminal response also appears propagating just ahead of the leading edge as the numerical phase velocity is $\tilde{v}_p > c$. This is justified through the dispersion theory described earlier, where the maximum possible phase velocity in the grid can exceed the free space velocity $c$

$$\tilde{v}_{p_{max}} = \frac{1}{S} \frac{\Delta x}{\Delta t}$$  \hspace{1cm} (2.22)

The same procedure is repeated for a smooth Gaussian pulse. The snapshots in Figures 2.11 and 2.12 were taken for the same absolute time step ($n=160$) for comparison, for a Gaussian pulse having a grid spatial width of 40 grid cells between the $1/e$ points in free space for the same Courant values as before.
In Figures 2.11 and 2.12, it is evident that the Gaussian pulse undergoes significantly less distortion than the rectangular pulse. In fact in Figure 2.11, the pulse for $S = 0.99$ shows almost no significant difference relative to the propagation of the pulse for $S = 1$. Similarly, in Figure 2.12 for $S = 0.5$, the Gaussian pulse propagation shows only a slight retardation relative to $S = 1$. All these phenomena are due to the fact that the entire spectrum of wavelengths propagating is properly evaluated and well resolved within the grid’s sampling process. This shows that the Gaussian pulse is preserved while propagating within the grid.
The effect of simply modifying the Courant number to model phase-velocity discontinuity is shown in the next figure. A Gaussian pulse with unit amplitude and spatial width of 40 grid cells between the 1/e points is propagating from free space to a lossless material half-space with phase velocity $v_p = c/4$. This is simulated by setting the Courant factor $S = 1$ for the free space region (grid coordinate $i = 1$ to $i = 139$) with refractive index $n = 1$. For the lossless material half-space region (grid coordinate $i = 140$ to $i = 200$), the Courant factor is set to $S = 0.25$ equivalent to a refractive index of $n = 4$. In Figure 2.13 at time-step ($N = 260$), the Gaussian pulse has already reached the interface ($i = 139$). At the interface the Gaussian pulse has experienced partial reflection and transmission. In the material half-space where $n = 4$, the wavelength is $\lambda_g = \lambda/4$, and the phase velocity is $v_g = v_p/4$, this also causes the pulse to be travelling slower in the material half-space. Since the material is lossless, the reflected and transmitted pulses also have a Gaussian shape. The peak values of the reflected and transmitted pulses are -0.603 and 0.399 respectively. By taking the ratio of the reflected pulse, with the incident pulse, the reflection coefficient is found to be -0.603. This is within a fraction out of the exact analytical value of -0.6. Similarly the transmission coefficient is found to be 0.399, whereas the exact analytical value is 0.4. Moreover, the width of the reflected pulse is almost identical to the incident pulse, and the spatial width of the transmitted pulse is almost $1/4$ the width of the incident pulse. This proves that the numerical model can be used to obtain the scattering parameters of different structures modelled.

Figure 2.13. Reflection and transmission of a Gaussian pulse propagating from free space to a material half-space having $v_p = c/4$.  


The results for the 1D propagation of the wave in Figure 2.13 are also related to the Fresnel transmission and reflection coefficients [4], where the reflection \( r \) and transmission \( t \) coefficient are given by

\[
\begin{align*}
    r &= \frac{E_r}{E_i} = \frac{n_i \cos(\theta_i) - n_r \cos(\theta_r)}{n_i \cos(\theta_i) + n_r \cos(\theta_r)} \\
    t &= \frac{E_t}{E_i} = \frac{2n_i \cos(\theta_i)}{n_i \cos(\theta_i) - n_r \cos(\theta_r)}
\end{align*}
\] (2.23) (2.24)

where the subscripts \( i, r, \) and \( t \) denote the incident, reflected and transmitted components, \( E \) is the electric field, \( n \) is the index of refraction, and \( \theta \) is the angle of incidence. Given the equations (2.23) and (2.24), for the 1D case, for a wave approaching the interface between the two regions described earlier, where \( n_i = 1 \) and \( n_r = 4 \) (material half-space) with 0° degrees angle of incidence, the transmission and reflection coefficients are equal to -0.6 and 0.4 respectively.

So far, examples of numerical stability involving the Courant factor \( S \leq 1 \) have been analysed. Based on the numerical propagation velocity equation (2.21) and the Courant stability factor (2.19), in defining the 1D scalar wave equation algorithm there is a limit on the relationship [3] between \( \Delta t \) and \( \Delta x \) given by

\[
S = \frac{c\Delta t}{\Delta x} \leq 1 \quad \Rightarrow \quad \Delta t \leq \frac{\Delta x}{c}
\] (2.25)

In implementing the 1D algorithm, the first parameter to be specified in the program is to adequately define the structure's geometrical details for wave-interaction modelling problems. In this case \( \Delta x \) is defined first and \( \Delta t \) is calculated based on the equation (2.25). If \( \Delta t \) is taken to be greater than the limit defined in (2.25), then the algorithm will eventually become unstable.

The following graphs show the numerical instability arising from choosing values of \( S > 1 \). In this case a Gaussian pulse is propagating within a uniform grid with a temporal width \( 40\Delta t \) between its \( 1/e \) points over 220 time-steps. The Courant stability factor is chosen to be \( S = 1.0005 \) and various snapshots of the wavefunction
$u(i)$ are taken at certain time steps. The trailing edge of the Gaussian pulse is quickly distorted due to the noise resulting from the numerical instability.

![Gaussian pulse at time-step $n = 200$](a) Gaussian pulse at time-step $n = 200$

![Gaussian pulse at time-step $n = 220$](b) Gaussian pulse at time-step $n = 220$

Figure 2.14. Comparison of a Gaussian pulse propagation with $S = 1.0005$.

Up to this point, examples of the numerical examples of the finite-difference time-domain method have been considered. The one dimensional wave equation has been solved using finite-differences and examined in terms of numerical stability, numerical dispersion and numerical phase velocity. Over the next sections Maxwell's equations are introduced and the FDTD method is presented.

The foundation of the FDTD electromagnetic analysis originated from Kane Yee's 1966 [1] algorithm, where a set of finite-difference equations for the time-dependent Maxwell's equations were presented. Yee's algorithm employs the second-order accurate to represent in discrete form, both in space and time, the differential and integral forms of Maxwell's equations. The FDTD method divides the three-dimensional geometry into cells to form a grid. A unit cell of this grid is called a Yee cell.
2.4 Maxwell's Equations

The time-dependent Maxwell's equations in differential form are presented as the starting point of the FDTD algorithm

\[
\frac{\partial \mathbf{B}}{\partial t} = -\nabla \times \mathbf{E} - \mathbf{M} \quad \text{(Faraday's Law)}
\]

\[
\frac{\partial \mathbf{D}}{\partial t} = \nabla \times \mathbf{H} - \mathbf{J} \quad \text{(Ampere's Law)}
\]

\[
\nabla \cdot \mathbf{D} = \rho_e
\]

\[
\nabla \cdot \mathbf{B} = 0
\]

where the following parameters (in MKS unit) are thus defined:

- \( \mathbf{E} \): electric field (volts/meter)
- \( \mathbf{D} \): electric flux density (coulombs/meter\(^2\))
- \( \mathbf{H} \): magnetic field (amperes/meter)
- \( \mathbf{B} \): magnetic flux density (webers/meter\(^2\))
- \( \mathbf{J} \): electric current density (amperes/meter\(^2\))
- \( \mathbf{M} \): equivalent magnetic current density (volts/meter\(^2\))
- \( \rho_e \): electric charge density (coulombs/meter\(^3\))

For linear, isotropic, nondispersive materials the following relations using simple proportions hold

\[
\mathbf{D} = \varepsilon \cdot \mathbf{E} = \varepsilon_r \varepsilon_0 \cdot \mathbf{E}
\]

\[
\mathbf{B} = \mu \cdot \mathbf{H} = \mu_r \mu_0 \cdot \mathbf{H}
\]

where

- \( \varepsilon \): electric permittivity (farads/meter)
- \( \varepsilon_r \): relative permittivity (dimensionless scalar)
\[ \varepsilon_0 : \text{free-space permittivity} \left( 8.854 \times 10^{-12} \text{ farads/meter} \right) \]
\[ \mu : \text{magnetic permeability} \left( \text{henrys/meter} \right) \]
\[ \mu_r : \text{relative permeability} \text{ (dimensionless scalar)} \]
\[ \mu_0 : \text{free-space permeability} \left( 4\pi \times 10^{-7} \text{ henrys/meter} \right) \]

Taking into consideration that the electric current density is the sum of the conduction current density and the impressed current density (acting as independent source), and the magnetic field density is the sum of the magnetic current density and the impressed magnetic source yields

\[ \bar{J} = \bar{J}_{\text{source}} + \sigma \bar{E} \]
\[ \bar{M} = \bar{M}_{\text{source}} + \sigma^* \bar{H} \]  \hspace{1cm} (2.28)

where

\[ \sigma : \text{electric conductivity} \left( \text{siemens/meter} \right) \]
\[ \sigma^* : \text{equivalent magnetic loss} \left( \text{ohms/meter} \right) \]

Finally, by substituting (2.27) and (2.28) into equation (2.26) Maxwell’s curl equations can be expressed as

\[ \frac{\partial \bar{H}}{\partial t} = -\frac{1}{\mu} \nabla \times \bar{E} - \frac{1}{\mu} \left( \bar{M}_{\text{source}} + \sigma^* \bar{H} \right) \]  \hspace{1cm} (2.29)
\[ \frac{\partial \bar{E}}{\partial t} = -\frac{1}{\varepsilon} \nabla \times \bar{H} - \frac{1}{\varepsilon} \left( \bar{J}_{\text{source}} + \sigma \bar{E} \right) \]  \hspace{1cm} (2.30)

The vector components of the curl operators in the equations can be represented with the following six scalar equations in Cartesian coordinates \((x,y,z)\):

\[ \frac{\partial H_x}{\partial t} = \frac{1}{\mu} \left[ \frac{\partial E_y}{\partial z} - \frac{\partial E_z}{\partial y} - \left( \bar{M}_{\text{source}} + \sigma^* H_x \right) \right] \]  \hspace{1cm} (2.31)
\[ \frac{\partial H_y}{\partial t} = \frac{1}{\mu} \left[ \frac{\partial E_z}{\partial x} - \frac{\partial E_x}{\partial z} - (M_{\text{source}_y} + \sigma^* H_x) \right] \] (2.32)

\[ \frac{\partial H_z}{\partial t} = \frac{1}{\mu} \left[ \frac{\partial E_x}{\partial y} - \frac{\partial E_y}{\partial x} - (M_{\text{source}_z} + \sigma^* H_y) \right] \] (2.33)

\[ \frac{\partial E_x}{\partial t} = \frac{1}{\varepsilon} \left[ \frac{\partial H_z}{\partial y} - \frac{\partial H_y}{\partial z} - (J_{\text{source}_x} + \sigma E_z) \right] \] (2.34)

\[ \frac{\partial E_y}{\partial t} = \frac{1}{\varepsilon} \left[ \frac{\partial H_x}{\partial z} - \frac{\partial H_z}{\partial x} - (J_{\text{source}_y} + \sigma E_x) \right] \] (2.35)

\[ \frac{\partial E_z}{\partial t} = \frac{1}{\varepsilon} \left[ \frac{\partial H_y}{\partial x} - \frac{\partial H_x}{\partial y} - (J_{\text{source}_z} + \sigma E_y) \right] \] (2.36)

The six coupled partial differential equations (2.31) – (2.36) form a system that can be used as a basis for the FDTD algorithm for electromagnetic wave interactions with objects in three-dimensional space.

### 2.5 FDTD Algorithm

Yee's algorithm uses Maxwell's curl equations to solve for both the electric and magnetic field in space and time. The \( \vec{E} \) and \( \vec{H} \) fields are arranged such that every \( \vec{E} \) electric field vector is surrounded by four circulating \( \vec{H} \) magnetic field vectors. Similarly, if the neighbouring cells are added to the figure, every \( \vec{H} \) magnetic field vector is surrounded by four circulating \( \vec{E} \) components. The arrangement of the field vector components are illustrated in Figure 2.15 below.

Yee's algorithm centres its \( \vec{E} \) and \( \vec{H} \) components in a three-dimensional space so that electric and magnetic field components are interleaved in space to permit a natural satisfaction of tangential field continuity conditions at media interfaces. The algorithm evaluates \( \vec{E} \) and \( \vec{H} \) components at alternate half-time steps. This means that all of the \( \vec{E} \) computations in the modelled space are completed and stored in memory for a particular time point using previously computed \( \vec{H} \) data. The positions of the various \( \vec{E} \) field components are in the middle of the edges, where each \( \vec{E} \) field component is surrounded by four \( \vec{H} \) field vector components.
Yee's leapfrog algorithm solves for all of the $\vec{E}$ components at a given time-step based on $\vec{H}$ data that has been previously computed and stored in memory. Then the magnetic field is computed at the next time-step using the $\vec{E}$ data just computed. The process is repeated until the time-stepping is concluded. The following figure illustrates the space-time steps for a one-dimensional-wave propagation, thus showing the half space-step and half time-step for the space and time derivatives. The magnetic and electric fields are zero everywhere in the grid as an initial condition.
As the algorithm runs, at each time-step the system of the electric and magnetic field vector components are updated based on the system of equations, which is fully explicit. In this case, there is no need to solve a system of linear equations and the required computer memory and time is proportional to the size of the computational domain, which is based on the size of the structure under consideration. The computational domain is the space under consideration where the simulation will be performed.

The following notation for finite-differences is introduced for points and functions in space and time using a rectangular lattice

\[(i,j,k) = (iAx, jAy, kAz)\]  \hspace{1cm}  (2.37)

\[u(iAx, jAy, kAz, n\Delta t) = u_{i,j,k}^n\]  \hspace{1cm}  (2.38)

where \(\Delta x\), \(\Delta y\), \(\Delta z\) are the respective space increments in the \(x\), \(y\), and \(z\) directions, and \(i\), \(j\), and \(k\) are integers. Furthermore \(\Delta t\) is the time increment and \(n\) is an integer.
Finally, the six equations ((2.31) – (2.36)) presented in section 2.4 can be solved using finite differences to construct the FDTD vector equations. Before the time-stepping algorithm begins, the general updating equations are defined and stored. The updating coefficients are given by the following set of equations

**Updating Coefficients – E-Field Component Location \((i, j, k)\)**

\[
C_a|_{i,j,k} = \left(1 - \frac{\sigma_{i,j,k} \cdot \Delta t}{2 \cdot \varepsilon_{i,j,k}}\right) \left/ \left(1 + \frac{\sigma_{i,j,k} \cdot \Delta t}{2 \cdot \varepsilon_{i,j,k}}\right)\right.
\]
\[
C_b|_{i,j,k} = \left(\frac{\Delta t}{\varepsilon_{i,j,k} \cdot \Delta x}\right) \left/ \left(1 + \frac{\sigma_{i,j,k} \cdot \Delta t}{2 \cdot \varepsilon_{i,j,k}}\right)\right.
\]
\[
C_b|_{i,j,k} = \left(\frac{\Delta t}{\varepsilon_{i,j,k} \cdot \Delta y}\right) \left/ \left(1 + \frac{\sigma_{i,j,k} \cdot \Delta t}{2 \cdot \varepsilon_{i,j,k}}\right)\right.
\]

**Updating Coefficients – H-Field Component Location \((i, j, k)\)**

\[
D_a|_{i,j,k} = \left(1 - \frac{\sigma_{i,j,k} \cdot \Delta t}{2 \cdot \mu_{i,j,k}}\right) \left/ \left(1 + \frac{\sigma_{i,j,k} \cdot \Delta t}{2 \cdot \mu_{i,j,k}}\right)\right.
\]
\[
D_b|_{i,j,k} = \left(\frac{\Delta t}{\mu_{i,j,k} \cdot \Delta x}\right) \left/ \left(1 + \frac{\sigma_{i,j,k} \cdot \Delta t}{2 \cdot \mu_{i,j,k}}\right)\right.
\]
\[
D_b|_{i,j,k} = \left(\frac{\Delta t}{\mu_{i,j,k} \cdot \Delta y}\right) \left/ \left(1 + \frac{\sigma_{i,j,k} \cdot \Delta t}{2 \cdot \mu_{i,j,k}}\right)\right.
\]

where the subscripts denote the two possible lattice increments used for the finite-differences in each field vector component calculation. In the case of a cubic lattice then \(\Delta x = \Delta y = \Delta z\) and \(\Delta_1 = \Delta_2 = \Delta\), thus \(C_h = C_b\) and \(D_h = D_b\). The updating coefficients are used for calculating the electric and magnetic field vector equations for regions having continuous variation of material properties with spatial position.
The finite-difference expressions can now be expressed for space region with a finite number of objects with distinct electrical properties as

\[
m = \text{MEDIA} E_x \Big|_{i,j+1/2,k+1/2}^{i+1/2}
\]

\[
E_x \Big|_{i,j+1/2,k+1/2}^{i+1/2} = C_a (m) \cdot E_x \Big|_{i,j+1/2,k+1/2}^{i-1/2} + C_b (m) \cdot \left[ H_z \Big|_{i,j+1/2,k+1/2}^{i} - H_y \Big|_{i,j+1/2,k+1/2}^{i} - J_{\text{sources}} \Big|_{i,j+1/2,k+1/2}^{i} \cdot \Delta \right] 
\]

\[
m = \text{MEDIA} E_y \Big|_{i-1/2,j+1/2,k+1/2}^{i+1/2}
\]

\[
E_y \Big|_{i-1/2,j+1/2,k+1/2}^{i+1/2} = C_a (m) \cdot E_y \Big|_{i-1/2,j+1/2,k+1/2}^{i-3/2} + C_b (m) \cdot \left[ H_x \Big|_{i-1/2,j+1/2,k+1}^{i} - H_z \Big|_{i-1/2,j+1/2,k+1}^{i} - H_y \Big|_{i-1/2,j+1/2,k+1}^{i} - J_{\text{sources}} \Big|_{i-1/2,j+1/2,k+1}^{i} \cdot \Delta \right] 
\]

\[
m = \text{MEDIA} E_z \Big|_{i-1/2,j+1/2,k+1/2}^{i+1/2}
\]

\[
E_z \Big|_{i-1/2,j+1/2,k+1/2}^{i+1/2} = C_a (m) \cdot E_z \Big|_{i-1/2,j+1/2,k+1/2}^{i-1/2} + C_b (m) \cdot \left[ H_y \Big|_{i-1/2,j+1/2,k+1}^{i} - H_x \Big|_{i-1/2,j+1/2,k+1}^{i} + J_{\text{sources}} \Big|_{i-1/2,j+1/2,k+1}^{i} \cdot \Delta \right] 
\]

\[
m = \text{MEDIA} H_x \Big|_{i-1/2,j+1/2,k+1}^{i+1/2}
\]

\[
H_x \Big|_{i-1/2,j+1/2,k+1}^{i+1/2} = D_a (m) \cdot H_x \Big|_{i-1/2,j+1/2,k+1}^{i} + D_b (m) \cdot \left[ E_y \Big|_{i-1/2,j+1/2,k+3/2}^{i+1/2} - E_x \Big|_{i-1/2,j+1/2,k+3/2}^{i+1/2} - M_{\text{sources}} \Big|_{i-1/2,j+1/2,k+1}^{i+1/2} \cdot \Delta \right] 
\]

\[
m = \text{MEDIA} H_y \Big|_{i-1/2,j+1/2,k+1}^{i+1/2}
\]

\[
H_y \Big|_{i-1/2,j+1/2,k+1}^{i+1/2} = D_a (m) \cdot H_y \Big|_{i-1/2,j+1/2,k+1}^{i} + D_b (m) \cdot \left[ E_z \Big|_{i-1/2,j+1/2,k+3/2}^{i+1/2} - E_y \Big|_{i-1/2,j+1/2,k+3/2}^{i+1/2} - M_{\text{sources}} \Big|_{i-1/2,j+1/2,k+1}^{i+1/2} \cdot \Delta \right] 
\]

\[
m = \text{MEDIA} H_z \Big|_{i-1/2,j+1/2,k+1}^{i+1/2}
\]

\[
H_z \Big|_{i-1/2,j+1/2,k+1}^{i+1/2} = D_a (m) \cdot H_z \Big|_{i-1/2,j+1/2,k+1}^{i} + D_b (m) \cdot \left[ E_z \Big|_{i-1/2,j+1/2,k+1/2}^{i+1/2} - E_x \Big|_{i-1/2,j+1/2,k+1/2}^{i+1/2} - M_{\text{sources}} \Big|_{i-1/2,j+1/2,k+1/2}^{i+1/2} \cdot \Delta \right] 
\]

where MEDIA \((i,j,k)\) is an integer array for each field of vector components.
It is now possible to construct the time-marching algorithm for the FDTD method using the updating equations given in (2.45) – (2.50). The following diagram illustrates explicitly the FDTD procedure. The FDTD algorithm iterations will continue until the stopping criteria defined at the beginning of the algorithm are met.

![Diagram of the FDTD explicit algorithm](image)

**Figure 2.17.** The FDTD explicit algorithm.

The first step in the algorithm is to define the problem parameters, such as the FDTD domain space – including the objects and material types, sources and boundary conditions. Next the coefficients are calculated based on the material type of the objects and the FDTD domain space. The algorithm continues by iterating and in each step the magnetic field components are calculated, then the electric field components. Finally the boundary conditions are applied to the FDTD domain space and the data can be stored at each time step or displayed.

Given the algorithm in Figure 2.17 and the updating equations of the FDTD method, for one three-dimensional Yee cell the following indexing scheme is used and applied to calculate all the necessary coefficients and fields.
\[ E_x^{n+1/2,i,j,k}, \quad i = 1, \ldots, N_x, \quad j = 1, \ldots, N_y + 1, \quad k = 1, \ldots, N_z + 1 \]
\[ E_y^{n+1,i,j+1/2,k}, \quad i = 1, \ldots, N_x + 1, \quad j = 1, \ldots, N_y, \quad k = 1, \ldots, N_z + 1 \]
\[ E_x^{n+1,i,j,k+1/2}, \quad i = 1, \ldots, N_x + 1, \quad j = 1, \ldots, N_y + 1, \quad k = 1, \ldots, N_z \]
\[ H_x^{n-1/2,i,j+1/2,k+1/2}, \quad i = 1, \ldots, N_x + 1, \quad j = 1, \ldots, N_y, \quad k = 1, \ldots, N_z \]
\[ H_y^{n-1/2,i+1/2,j,k+1/2}, \quad i = 1, \ldots, N_x, \quad j = 1, \ldots, N_y + 1, \quad k = 1, \ldots, N_z \]
\[ H_z^{n-1/2,i+1/2,j+1/2,k}, \quad i = 1, \ldots, N_x, \quad j = 1, \ldots, N_y, \quad k = 1, \ldots, N_z + 1 \]

For example, \( H_x^{n-1/2,i,j+1/2,k+1/2} \) is located at \(((i-1)\Delta x, (j-1/2)\Delta y, (k-1/2)\Delta z)\) at \( t = (n-1/2)\Delta t \), and \( \Delta x, \Delta y, \Delta z \) are the respective space increments in the \( x, y, \) and \( z \) directions, and \( i, j, \) and \( k \) are integers.

### 2.6 Numerical Stability

Although the Courant–Friedrichs–Lewy (CFL or Courant factor) condition has been presented in equation (2.19), since the FDTD method is an explicit scheme, there is a limit on the time step \( \Delta t \) to ensure stability in the algorithm. The choice of \( S \) is essential as shown by the results in section 2.3. The choice of \( \Delta t \) is thus given by

\[
\Delta t < \frac{1}{c \sqrt{\frac{1}{(\Delta x)^2} + \frac{1}{(\Delta y)^2} + \frac{1}{(\Delta z)^2}}} \quad (2.51)
\]

where \( c \) is the wave propagation speed.

Hence the Courant factor from equation (2.19) is thus defined as

\[
S = c \cdot \Delta t \sqrt{\frac{1}{(\Delta x)^2} + \frac{1}{(\Delta y)^2} + \frac{1}{(\Delta z)^2}} \quad (2.52)
\]
and the stability condition as

\[ S < 1 \]  

(2.53)

### 2.7 Source Waveforms

In a FDTD simulation, sources are necessary components as they introduce electromagnetic wave excitations in the FDTD lattice for modelling various problems. Sources are divided into various classes and, depending on the type of problem to be simulated, the appropriate type of source is selected to model the physics of an electromagnetic wave.

In terms of lumped elements, two classes of sources can be found, active and passive. Active sources are voltage and current sources, whereas passive sources are resistors, inductors, and capacitors. Voltage and current sources without internal resistance are considered hard sources. Voltage and current sources, resistors, inductors, capacitors, and diodes are considered common lumped elements of circuit components.

Other classes of compact electromagnetic wave sources considered are the hard sourced \(E\) and \(H\) fields in one- and two-dimensional grids, \(J\) and \(M\) current sources in two- and three-dimensional space, the total-field/scattered field formulation (TF-SF) in one-, two-, and three-dimensional lattices and finally common waveguide sources.

In FDTD a wide range of sources might be selected to model a specific problem. Some common types of waveforms are Gaussian, sinusoidal, cosine modulated Gaussian or simply a unit step. Each waveform type has parameters representing its specific characteristics.

For example a Gaussian waveform can be written as a function of time as

\[ f(t) = e^{-\frac{(t-t_0)^2}{\tau^2}} \]  

(2.54)
where \( r \) determines the width of the Gaussian pulse and \( t_0 \) the time shift. A Gaussian pulse with a cosine function with frequency \( f_c \) can be expressed as

\[
g(t) = \cos(\omega_c \cdot t) \cdot e^{-\frac{t^2}{r^2}}
\]  

(2.55)

where \( \omega_c = 2\pi f_c \).

The properties of the material to be modelled are specified for each cell prior to running the simulation. The material could be free-space, metal or dielectric or perfect electric conductors (PEC). With the material properties and the grid established, a source is specified. There are a number of sources that could be used to introduce a FDTD lattice to electromagnetic wave excitation in order to model engineering problems [5]. Once the source has been specified, the propagation of the wave is modelled based on the time-stepping algorithm. At each time-step the finite-difference set of equations are updated, which correspond to Maxwell's curl equations. As the wave propagates, phenomena such as induction of surface currents, scattering, penetration through apertures and cavity excitation are modelled with each time-step [6].

### 2.8 Absorbing Boundary Conditions

With the FDTD approach to solve electromagnetic field problems, a basic consideration is that most problems are considered to be open, that is the computational domain of the computed field is ideally unbounded. Based on this consideration the computer cannot store an unlimited amount of computed data, thus the field computation domain must be limited. However the computation zone must be large enough to include the structure of interest and a suitable boundary condition that the workspace can be terminated. The outer boundary conditions suitable to simulate the extension of the computational zone to infinity are called radiation conditions, lattice of truncation, or more commonly absorbing boundary conditions (ABC). Absorbing boundary conditions were introduced by Mur as a method of limiting the domain in which the field is computed [42, 43].
Boundary conditions have been essential in the study and simulation of electromagnetic field problems because they are used to truncate the computational domain near the target, while accurately simulating an infinite surface model. Soon after the introduction of ABCs another method was introduced to solve boundary problems. This method was called the on-surface radiation condition (OSRC) [7]. The OSRC method uses a radiation boundary operator directly on the surface of the target to reduce the frequency-domain integral equation for the scattered field to either an integration of known quantities or a second-order differential equation. This method could be used in both finite-differences and finite-element methods [8], and it is based on the optimisation of the mode-annihilating radiation boundary operators.

Although ABCs and the OSRC method provide effective reflection coefficients, the need for high-accuracy simulations required higher orders-of-magnitude performance. This is achieved with Berenger’s introduction of a novel absorbing boundary condition for the FDTD in two- and three-dimensional meshes. Berenger proposed a novel technique called “perfectly matched layer (PML) for the absorption of electromagnetic waves” [9]. This technique is based on the use of an absorbing layer designed to absorb without the reflection of electromagnetic components, according to Berenger. Numerical results based on the PML technique have shown that the technique introduces a new degree of freedom in specifying loss and impedance, regardless of the angle of incidence of the wave, as well as the fact that it presents a good balance in terms of effectiveness and computational resources [10].

Berenger’s PML signalled the beginning of several variations of ABCs and the extension to include other classes of problem. The technique was then extended to include the three-dimensional case [11]. For the FDTD method the Unaxial PML (UPML) technique based on Maxwell’s equations, presented the same characteristics as Berenger’s PML, but it was also more computationally efficient. Finally it could be extended to nonorthogonal and unstructured grid techniques [12]. The technique was generalised further to include complex frequency shifted tensor (CFS) for general media [13].
2.9 Definition of the PML Medium

The PML technique is based on the use of an absorbing layer with absorption characteristics and without reflection of electromagnetic waves. The layer surrounding the computational domain can absorb in theory any kind of electromagnetic wave travelling towards the boundaries without any reflection effects. The PML "matches" the propagating wave in order to cancel any reflection effects.

The finite-differences system of equations presented earlier in Section 2.5 can be reduced to the two-dimensional transverse-magnetic mode with respect to z \((TM_z)\) and transverse-electric mode with respect to z \((TE_z)\) cases. For the \(TM_z\) case, the sets of \((E_z,H_x,H_y)\) field vector components are required, assuming that all partial derivatives with respect to \(z\) are equal to zero. Similarly, for the \(TE_z\) case, the sets of \((H_z,E_x,E_y)\) field vector components are required. The two modes, \(TM_z\) and \(TE_z\) are completely decoupled from each other.

In Cartesian coordinates for the two-dimensional \(TM_z\) case the updating equations are obtained by

\[
\varepsilon_0 \frac{\partial E_{zx}}{\partial t} + \sigma_x E_{zx} = \frac{\partial E_y}{\partial x} \tag{2.56}
\]

\[
\varepsilon_0 \frac{\partial E_{zy}}{\partial t} + \sigma_y E_{zy} = -\frac{\partial H_x}{\partial y} \tag{2.57}
\]

\[
\mu_0 \frac{\partial H_x}{\partial t} + \sigma_x^* H_x = \frac{\partial (E_{zx} - E_{zy})}{\partial y} \tag{2.58}
\]

\[
\mu_0 \frac{\partial H_y}{\partial t} + \sigma_y^* H_y = \frac{\partial (E_{zx} + E_{zy})}{\partial x} \tag{2.59}
\]

where \(\sigma\) is the electric conductivity of the medium and \(\sigma^*\) is the equivalent magnetic loss. Here the double subscript denotes that the field vector component is split into two additive subcomponents, such that
The structure of a two-dimensional FDTD employing Berenger’s PML Absorbing Boundary Conditions is presented in the figure below.

![Figure 2.18. Structure of a two-dimensional FDTD grid with PMLs (grey area).](image)

Based on Figure 2.18, the eight regions and the PML defined in each region are as follows:

1. \[ \text{PML}(\sigma_{x1}, \sigma_{x1}^*, \sigma_{y2}, \sigma_{y2}^*) \]
2. \[ \text{PML}(0, 0, \sigma_{y2}, \sigma_{y2}^*) \]
3. \[ \text{PML}(\sigma_{x2}, \sigma_{x2}^*, \sigma_{y2}, \sigma_{y2}^*) \]
4. \[ \text{PML}(\sigma_{x1}, \sigma_{x1}^*, 0, 0) \]
5. \[ \text{PML}(\sigma_{x2}, \sigma_{x2}^*, 0, 0) \]
6. \[ \text{PML}(\sigma_{x1}, \sigma_{x1}^*, \sigma_{y1}, \sigma_{y1}^*) \]
7. \[ \text{PML}(0, 0, \sigma_{y1}, \sigma_{y1}^*) \]
8. \[ \text{PML}(\sigma_{x2}, \sigma_{x2}^*, \sigma_{y1}, \sigma_{y1}^*) \]
With any discrete representation, numerical artefacts arise due to the finite spatial sampling of the FDTD discrete representation of Maxwell’s equations. In this case if the PML technique is implemented as a discrete step discontinuity of the electric permittivity and magnetic permeability in the FDTD computational space, then significant wave reflections are observed at the PML surface. To reduce this error a reflection factor has been introduced so that the conductivity $\sigma_{x,0}$ increases at the surface of the PML as given in [14]. The PML reflection factor is given by

$$R(\theta) = e^{-2\eta_x \sigma_{x,0} \Delta (g^{d/\Delta} - 1) \cos \theta / \ln g}$$  \hspace{1cm} (2.62)$$

where $g$ is a scaling factor, $d$ is the thickness of the PML medium, $\Delta$ is the space increment, $\eta_1 = \sqrt{\mu_1 / \varepsilon_1}$ and $\theta$ is the angle of incidence relative to the wave-directed surface normal. Usually $g$, $d$, and $R(0)$ are predetermined values, in order to ensure that the initial discretization error is small, and the scaling factor $g$ determines the rate of increase of conductivity within the PML. As a result equation (2.62) becomes

$$\sigma_{x,0} = -\frac{\ln[R(0)] \ln(g)}{2 \eta \Delta (g^{d/\Delta} - 1)}$$  \hspace{1cm} (2.63)$$

where for a 10-cell-thick PML, $R(0) = 1 \times 10^{-16}$, and $2 \leq g \leq 3$ has been found optimal for many FDTD simulations [2].

Berenger presented an improved PML, called the split PML where the thickness of the PML layer is reduced and a theoretical bound has been introduced to the PML thickness [14].
2.10 Uniaxial PML Implementation

In the implementation of Uniaxial PML (UPML), a two-step procedure is employed to update the components of $\vec{E}$ and $\vec{H}$ as presented in [2]. The first step is to obtain new values for the updating coefficient components and then using these values to calculate the new values of the electric and magnetic fields in the PML. For the electric field the $D_x$ update coefficient is given by

$$D_x^{n+1}_{i+1/2,j,k} = \left( \frac{2 \cdot \varepsilon \cdot \kappa_y - \sigma_y \Delta t}{2 \cdot \varepsilon \cdot \kappa_y + \sigma_y \Delta t} \right) \cdot D_x^n_{i+1/2,j,k} + \left( \frac{2 \cdot \varepsilon \cdot \Delta t}{2 \cdot \varepsilon \cdot \kappa_y + \sigma_y \Delta t} \right) \cdot \left( \frac{H_x^{n+1/2}_{i+1/2,j+1/2,k} - H_x^{n+1/2}_{i+1/2,j-1/2,k}}{\Delta y} \right) \left( \frac{H_y^{n+1/2}_{i+1/2,j+1/2,k} - H_y^{n+1/2}_{i+1/2,j-1/2,k}}{\Delta z} \right)$$

(2.64)

The time-expression for the $E_x$ is thus given by

$$E_x^{n+1}_{i+1/2,j,k} = \left( \frac{2 \cdot \varepsilon \cdot \kappa_x - \sigma_x \Delta t}{2 \cdot \varepsilon \cdot \kappa_x + \sigma_x \Delta t} \right) \cdot E_x^n_{i+1/2,j,k} + \left( \frac{1}{\varepsilon \cdot \left( 2 \cdot \varepsilon \cdot \kappa_x + \sigma_x \Delta t \right)} \right) \cdot \left( \frac{2 \cdot \varepsilon \cdot \Delta t}{2 \cdot \varepsilon \cdot \kappa_x + \sigma_x \Delta t} \right) \cdot D_x^{n+1}_{i+1/2,j,k} - \left( \frac{2 \cdot \varepsilon \cdot \kappa_x + \sigma_x \Delta t}{2 \cdot \varepsilon \cdot \kappa_x + \sigma_x \Delta t} \right) \cdot D_x^n_{i+1/2,j,k}$$

(2.65)

The update for the $B_x$ coefficient is given by

$$B_x^{n+3/2}_{i,j+1/2,k+1/2} = \left( \frac{2 \cdot \varepsilon \cdot \kappa_y - \sigma_y \Delta t}{2 \cdot \varepsilon \cdot \kappa_y + \sigma_y \Delta t} \right) \cdot B_x^{n+1/2}_{i,j+1/2,k+1/2} + \left( \frac{2 \cdot \varepsilon \cdot \Delta t}{2 \cdot \varepsilon \cdot \kappa_y + \sigma_y \Delta t} \right) \cdot \left( \frac{E_z^{n+1}_{i,j+1,k+1/2} - E_z^{n+1}_{i,j+1,k+1/2}}{\Delta y} \right)$$

(2.66)
The updating of the $H_x$ component based on the above formulation is

\[ H_x^{n+3/2}_{i,j,k+1/2} = \left( \frac{2 \cdot \varepsilon \cdot \kappa_x - \sigma_x \Delta t}{2 \cdot \varepsilon \cdot \kappa_x + \sigma_x \Delta t} \right) \cdot H_x^{n+1/2}_{i,j,k+1/2} \\
+ \left( \frac{1}{\mu \cdot (2 \cdot \varepsilon \cdot \kappa_z + \sigma_z \Delta t)} \right) \cdot \left( 2 \cdot \varepsilon \cdot \kappa_z \cdot B_z^{n+3/2}_{i,j,k+1/2} - (2 \cdot \varepsilon \cdot \kappa_x + \sigma_x \Delta t) \cdot B_x^{n+1/2}_{i,j,k+1/2} \right) \]  

(2.67)

Similarly the updating equations can be formulated for both the updating coefficients and the electric and magnetic fields based on the updating equations of (2.45) – (2.50).

The PML concept has contributed significantly in the study of electromagnetic problems using the FDTD method. The PML theory has expanded to cover a wide range of computational models and thus far it has provided an efficient and robust method of applying boundary conditions.

2.11 Convolutional PML Implementation

Since its initial appearance, Berenger's PML technique has been dominant in the FDTD method for using ABCs as well as simulating the extension to infinity of the computational space. Although the PML formulation has been a robust and efficient technique in terminating the FDTD computational lattice, it suffers from absorbing evanescent waves. In this case the PML must be placed at a sufficient distance from the object, thus allowing evanescent waves to decay and making the computational space sufficiently larger [15]. A new causal form of the PML has been introduced in [16], referred to as the complex frequency shift (CFS) PML. A novel implementation of this new form of the PML based on the stretched coordinate formulation and a recursive convolution is referred to as Convolutional PML (CPML) [17]. Furthermore, it has been reported to be highly effective in absorbing evanescent waves and signals of long-time signature. One of the most significant advantages of the method is that the formulation is independent of the material medium and the
formulation remains unchanged when simulating lossy, dispersive, anisotropic, or non-linear structures.

The discrete form of the CPML method equations can be found in [13]. The updating equations for the CPML method as given in [18] take the form of

\[
E_x^{n+1/2} = C_a(m) \cdot E_x^{n+1/2} + \frac{1}{\kappa_{ey}} \cdot C_{b_1}(m) \cdot \left[ H_z^{n} \downarrow_{i,j,k+1/2} - H_z^{n} \uparrow_{i,j,k+1/2} \right] + \frac{1}{\kappa_{ez}} \cdot C_{b_2}(m) \cdot \left[ H_y^{n} \downarrow_{i,j+1/2,k} - H_y^{n} \uparrow_{i,j+1/2,k} \right] + \Delta \cdot C_{b_1}(m) \cdot \psi_{exy}^{n+1/2} + \Delta \cdot C_{b_2}(m) \cdot \psi_{exz}^{n+1/2} \]

(2.68)

where \( \psi_{exy}, \psi_{exz} \) are the CPML terms derived from the discrete convolution method and the subscripts indicate that the term is updating \( E_x \) and is associated with the derivative of the magnetic field term with respect to \( y \). The CPML parameters have to be calculated in each iteration in the FDTD loop, thus

\[
\psi_{exy}^{n+1/2} = b_{ey} \cdot \psi_{exy}^{n-1/2} + \alpha_{ey} \left[ H_z^{n} \downarrow_{i,j,k+1/2} - H_z^{n} \uparrow_{i,j,k+1/2} \right] \]

(2.69)

where

\[
b_{ey} = e^{-\frac{\sigma_{ey} + \kappa_{ey} \Delta t}{\kappa_{ey}}} \quad \text{and} \quad \alpha_{ey} = \frac{\sigma_{ey}}{\Delta \cdot \left( \sigma_{ey} \cdot \kappa_{ey} + a_{ey} \cdot \kappa_{ey}^2 \right)} \cdot \left( b_{ey} - 1 \right) \quad \text{(2.70)}
\]

as \( \sigma_{ey}, \kappa_{ey} \) and \( \alpha_{ey} \) are CPML parameters for each of the respective regions of the CPML as defined in the FDTD computational domain.

Given the updating equations in (2.68) and (2.69) the auxiliary CPML parameters and coefficients have to be calculated in the FDTD loop. In this case the FDTD algorithm is thus modified such that it first calculates the magnetic fields based on the equations given earlier in this chapter, and afterwards the auxiliary parameters of the CPML are calculated based on their previous values (stored in memory) and the current values of the electric fields. This will update the magnetic
field with the effect of the CPML in the regions enclosed with CPML ABCs. The next step is to calculate the electric fields based on the traditional equations given earlier, and then the auxiliary parameters of the CPML are calculated based on their previous values and new values of the magnetic field. The new values of the electric field and the previously calculated values of the magnetic field can now be used to update all fields in all CPML regions of the FDTD computational domain. The FDTD explicit algorithm including CPML ABCs is illustrated in Figure 2.19.

![Flowchart of FDTD algorithm including CPML steps](image)

**Figure 2.19.** The FDTD algorithm including the CPML steps.

The key parameters of the CPML are $\sigma_{\text{max}}$, which is the maximum conductivity of the conductivity profile, $n_{\text{pml}}$ is the order of the polynomial scaling, $\kappa_{\text{min}}$ is the complex stretching variables of the modified definition of the terminating medium, as presented in [19], and $\alpha_{\text{min}}$ and $\alpha_{\text{max}}$ are the scaling parameters of the inner domain and the CPML interface set to reduce the reflection error of evanescent
modes. The choice of parameters and the thickness of the CPML layer in terms of number of cells determine the performance of the method and several parametric studies can be found in the published works [13, 17, 20].

2.12 Summary

In this chapter, Maxwell's equations have been presented and the finite-differences approximation method has been applied to obtain discrete spatially and time-varying equations. These equations can be used in order to implement a computer program using the FDTD method. To deal with numerical dispersion the Courant factor has been introduced and it has been shown that there is a limit that has to be satisfied in order to obtain a numerically stable solution. Finally, two absorbing boundary conditions (PML and CPML) have been presented for the FDTD method in order to terminate the computational domain and simulate space and structures extending to infinity.

In the following chapters numerical results will be presented by using the FDTD method as a numerical analysis tool to simulate various structures and obtain results in both time and frequency domains.
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Chapter 3

FDTD Modelling and Numerical Results

Following the theory of the Finite Differences and the derivation of explicit updating Maxwell's equations, the FDTD method has been implemented in MATLAB\textsuperscript{TM}. The explicit equations and the FDTD algorithms given in the previous chapter have been applied to model 1D, 2D and 3D FDTD electromagnetic problems with a variety of media and Absorbing Boundary Conditions (ABCs). In this chapter the FDTD method has been applied to a set of problems and the results are presented. The results are consistent with numerical electromagnetic problems presented in various publications given in the literature.

3.1 One-dimensional plane wave propagation

A simple 1D FDTD method has been implemented in order to verify the discrete equations for the updating coefficients, and the calculation of the electric and magnetic field in the leapfrog algorithm as derived in Chapter 2. The following results illustrate the propagation of the Electric and Magnetic field at different time steps. An $x$-directed Gaussian pulse with unit amplitude, width of 10 grid cells, and $1/e$ temporal half-width of $\tau = 100$ ps is launched from the far-left side of the grid travelling along 0.6 m distance in free space with grid resolution of $\Delta_x = 6$ mm. The 1D FDTD simulation is using a Courant factor of 1.0 which is equivalent to the magic time-step ($c\Delta t = \Delta x$). A Perfect Electric Conductor (PEC) sheet is used to simulate the boundary condition at the far-right of the FDTD grid.
The results presented below in Figure 3.1 illustrate the propagation of the wave, before and after it reaches the far-right grid boundary.

(a) At time step \( n = 30 \) the Gaussian pulse is propagating to the \( x^+ \) direction.

(b) At time step \( n = 100 \) the pulse is approaching the far-right grid boundary.

(c) The PEC acts as a mirror and reflects the incident wave at time step \( n = 110 \).

(d) The wave is reflected and continues to propagate along the \(-x\)-direction at time step \( n = 120 \).

**Figure 3.1.** One-dimensional plane wave propagation with PEC boundary.

The presence of the PEC enforces \( E_z = 0 \) at the boundary, thus the polarity of the electric field is reversed upon reflection, while the magnetic field \( H \) remains unchanged. After reflection, both the electric and magnetic field are propagating in the opposite direction. The direction of the power flow is given by the Poynting vector \((E \times H^*)\), which is the cross product of the electric field and the complex conjugate of the magnetic field. The Poynting vector in this case is consistent with plane wave propagation. Since the Courant factor is set to 1, the magnitudes of the reflected fields remain the same.
Similarly, the figures below in Figure 3.2 show a 1D FDTD simulation of the propagation of the electric and magnetic fields before and after the wave reaches the far-right grid boundary. The boundary condition in this simulation is a Perfect Magnetic Conductor (PMC). The 1D FDTD simulation settings remained unchanged for the source and the Courant factor.

![Figure 3.2](image)

(a) At time step \( n = 30 \) the Gaussian pulse is propagating to the \( x^+ \) direction.

(b) At time step \( n = 100 \) the pulse is approaching the PMC at the far-right of the grid.

(c) The PMC acts as a mirror and reflects the incident wave at time step \( n = 110 \).

(d) The wave is reflected and continues to propagate along the \( -x \)-direction at time step \( n = 120 \).

**Figure 3.2.** One-dimensional plane wave propagation with PMC boundary.

Since the PMC enforces \( H_y = 0 \) at the boundary, the polarity of the magnetic field is reversed upon reflection. After reflection, both the electric and magnetic field are propagating in the opposite direction. Again, in this case the magnitudes of the electric and the magnetic fields remain the same since the Courant factor is set to 1.
A 1D FDTD grid was implemented of physical length 15 cm and grid spacing of $\Delta x = 1.5$ mm, with the electric-field hard source condition placed at the far-left grid boundary. The grid was sourced with 1.0 V/m amplitude of and a frequency of 10 GHz and the Courant factor was set to $S = 1.0$. A mirror modelled as a Perfect Electric Conductor (PEC) is placed at the far-right of the grid in order to demonstrate the retro-reflection artefact. The visualisations of the field distributions are shown below in Figure 3.3.

The incident sinusoidal wave from the hard source at the far-left of the grid is propagating in the $+x$ direction with amplitude of 1.0 V/m. At time step $n = 100$ the wave has reached the PEC mirror at the far-right boundary of the grid. As the wave is reflected from the PEC boundary at the far-right end of the grid, it propagates in the $-x$ direction and as a result a standing wave is established in the region of the grid where the reflected and incident waves are overlapping in space, as illustrated in Figure 3.3.(c). The amplitude of the standing wave is 2.0 V/m. The remainder of the grid contains only the incident travelling wave of amplitude 1.0 V/m. On the other hand, the magnetic field is distorted due to the destructive inference of the travelling wave and the reflected wave. Moreover, at time step $n = 145$, the leading edge of the reflected wave has reached grid coordinate $i = 55$ (i.e. the wave has propagated a total distance of 100 + 45 grid cells in 145 time steps). During this time step the standing wave has been muted due to the fact that the reflected wave is now 180° out of phase with the travelling wave, whereas the magnitude of the magnetic field has doubled to preserve the Poynting vector product as illustrated in Figure 3.3.(d). The simulation continues as the reflected wave has reached the far-left boundary. At this time step ($n = 200$), as seen in Figure 3.3.(e) the standing wave covers the entire grid. Finally, if a mirror is modelled at the left-hand-side of the grid, then a retro-reflection effect creates a new standing wave with amplitude 3.0 V/m, where the retro-reflected, reflected and the incident wave are now counter-propagating as illustrated in Figure 3.3.(f). The simulation continues in a similar manner as before where the retro-reflection effects creates a new standing with higher amplitude at 4.0 V/m.
Figure 3.3. One-dimensional plane wave propagation with PEC mirror.
3.2 Two-dimensional cylindrical wave propagation

The FDTD method formulation has been extended to the two-dimensional space (2D) and implemented in MATLAB™. The following diagrams in Figure 3.4 show the propagation of a sine-modulated Gaussian pulse cylindrical wave placed in the centre of the grid at a number of time snapshots, with carrier frequency 500 THz, and wavelength $\lambda = 0.5996$ μm. An electric field hard source is placed in the centre of 3 μm square grid propagating in the $z$-direction with grid resolution $\Delta x = \Delta y = \lambda / 20$, and $c \cdot \Delta t = 1 / \sqrt{2} \Delta x$. The horizontal axis indicate the propagation of the wave in the $x$-direction, the vertical axis show the propagation of the wave in the $y$-direction. The origin of the Cartesian system is located at the lower left hand corner, and for the two-dimensional $TM_z$ case the fields required to be updated are $E_z$, $H_x$, and $H_y$ (Units: $E_z = V/m$, $H_y$, $H_x = A/m$).

![Diagram showing the propagation of a sine-modulated Gaussian pulse cylindrical wave at different time steps.](image)

**Figure 3.4.** Two-dimensional $TM_z$ cylindrical wave propagation.
In Figure 3.4, at time-step 60 the pulse is beginning to emerge from the source point at the center of the grid. Then at time-step 100 the pulse propagates radially outward from the source point. Moreover, at time-step 120 the leading edge of the pulse reaches the PEC boundary where \( E_z = 0 \). Finally, at time-step 160 the pulse is reflected and begins to propagate radially inward. Since the PEC boundary enforces \( E_z = 0 \), the polarity of the electric field is reversed upon reflection, while the magnetic fields \( H_x \) and \( H_y \) are propagating in the opposite direction.

The power flow or Poynting vector [1] is given by

\[
S = \vec{E} \times \vec{H} \quad (3.1)
\]

In this 2D FDTD simulation the electric field \( E_z \) exhibits complete rotational symmetry, due to the fact that a hard source is implemented at the center of the grid, thus the electric field exhibits no azimuthal dependence. In terms of the magnetic fields, \( H_x \) exhibits odd symmetry about the \( x \)-directed line through the source location, and its magnitude is zero along the \( x \)-direction. Similarly, \( H_y \) exhibits odd symmetry about the \( y \)-directed line through the source location, and is zero along the \( y \)-direction. In this case only \( H_x \) contributes to the power flow in the positive and negative \( y \) directions.

If both \( E_z \) and \( H_x \) are either positive or negative then the power flow is in the positive \( y \)-direction, given that \( E_z \hat{a}_z \times H_x \hat{a}_x = (E_z H_x) \cdot \hat{a}_y \). Moreover, if \( E_z \) is positive while \( H_x \) is negative (or vice versa) then the power flow is in the negative \( y \)-direction. Thus only \( H_y \) contributes to power flow in the positive and negative \( x \) directions.

Also if \( E_z \) is positive while \( H_y \) is negative (or vice versa), then the power flow is in the positive \( x \) direction, given that \( E_z \hat{a}_z \times H_y \hat{a}_y = -(E_z H_y) \cdot \hat{a}_x \). Furthermore, if both \( E_z \) and \( H_y \) are either positive or negative then the power
flow is in the negative \( y \)-direction. Thus only \( H_y \) contributes to power flow in the positive and negative \( y \) directions.

3.3 Numerical Stability and Dispersion

The numerical stability of the FDTD method is based on the Courant factor as discussed in Chapter 2, Section 2. The choice of the Courant factor requires that the time step \( \Delta t \) has a limit relative to the lattice space increments of the FDTD computational domain. A choice of the Courant factor greater than this limit exposes the FDTD simulation to the development of spurious fields in the FDTD space.

To illustrate the effects of the numerical stability and dispersion a Courant factor of 1.01 was chosen for 1D FDTD simulation. A Gaussian pulse was launched from the far-left side of the grid and a PMC sheet was used to terminate the FDTD grid, with grid resolution \( \Delta x = 6 \) mm and \( c\Delta t = S \cdot \Delta x \). The results presented in Figure 3.5 show the propagation of the electric and magnetic field at different time steps, as the wave propagates towards the far-right grid boundary. At time step \( n = 30 \) the Gaussian pulse is propagating to the \( x^+ \) direction. As the pulse propagates towards the far-right boundary, at time step \( n = 40 \), a noise component begins to emerge at the trailing edge of the Gaussian pulse. As the simulation continues, it becomes unstable as the trailing edge of the Gaussian pulse is contaminated by a rapidly oscillating and growing noise component (Figures 3.5.(b) – (e)) because the Courant number exceeds the stability limit. By time step \( n = 100 \), the Gaussian pulse is distorted to become a growing oscillating pulse that covers the entire grid (Figure 3.5.(f)).
Figure 3.5. One-dimensional plane wave propagation with Courant factor over the limit.
Based on the results in Figure 3.5, as the FDTD simulation progresses the magnitudes of the electric and the magnetic field begin to diverge, and the simulation becomes unstable. The Courant factor applies to inhomogeneous media as well. However, other factors can influence the numerical stability of the simulation, for example ABCs, nonuniform spatial grids, and nonlinear materials. Furthermore, it has been reported that the FDTD method can be extended to produce stable results for a choice of a Courant factor well above the FDTD limit using the Alternate Direction Implicit (ADI) method [2, 3].

The diagrams in Figure 3.6 show the propagation of a cylindrical wave in the centre of the grid at a number of time snapshots. The horizontal axis indicate the propagation of the wave in the x-direction, the vertical axis show the propagation of the wave in the y-direction. The origin of the Cartesian system is the lower left corner (Units: \( E_z = V/m, \) \( H_y, H_x = A/m \)). The Courant factor is set to 1.01, which causes the solution to become unstable after the wave has reflected of the boundary walls.

\[ E_z \text{ at time step } = 100 \quad E_z \text{ at time step } = 240 \quad E_z \text{ at time step } = 280 \quad E_z \text{ at time step } = 320 \]

\[ H_x \text{ at time step } = 100 \quad H_x \text{ at time step } = 240 \quad H_x \text{ at time step } = 280 \quad H_x \text{ at time step } = 320 \]

\[ H_y \text{ at time step } = 100 \quad H_y \text{ at time step } = 240 \quad H_y \text{ at time step } = 280 \quad H_y \text{ at time step } = 320 \]

**Figure 3.6.** Two-dimensional \( TM_z \) cylindrical wave propagation with \( \Delta t = 1.0005\Delta x/c\sqrt{2} \).
In this simulation, the time step $\Delta t = 1.0005\Delta x/c\sqrt{2}$ is slightly larger than the Courant stability limit for a 2-D square lattice. Therefore, as the time-stepping process continues, an unstable field pattern begins to emerge.

Moreover, the effects of numerical dispersion are not limited to the CFL limit. The following 1D FDTD simulation illustrates the effects of boundary conditions on the maximum field value and the field distribution. In this simulation the computational domain was 1 m wide, with cell size $\Delta x = 4$ mm, and time-step was set to $\Delta t = 3$ ps. A Gaussian pulse was launched in both directions from the centre of the FDTD grid, with magnitude 0.25 A/m$^2$. Two PEC plates were used to terminate the computational domain on either side of the FDTD grid. After 1000 time steps, the equivalent of 3 ns, Figure 3.7 shows the maximum magnitude of the electric field $E_z$ and the magnetic field $H_y$ normalised to the free space impedance $\eta_0 = \sqrt{\mu_0/\varepsilon_0}$. The effect of numerical dispersion is evident, as the reflected Gaussian pulse is distorted due to the size of the FDTD cell.

![Figure 3.7. Maximum magnitude of $E_z$ and normalised $\eta_0 H_y$ for $\Delta x = 4$ mm.](image)

The effects of numerical dispersion in the 2D and 3D FDTD method extend also to the anisotropy of the numerical phase velocity. In these types of simulations the propagation velocity depends on the direction of wave propagation, thus it is important to take into consideration the effect on the value
of the numerical phase velocity $\tilde{v}_p$, given the angle of propagation $\phi$ [4]. The expression for the numerical wavevector along $\tilde{k}$ and numerical phase velocity $\tilde{v}_p = \omega / \tilde{k}$ along the principal axes of the grid at $\phi = 0^\circ, 90^\circ, 180^\circ$, and $270^\circ$ are given by

$$\tilde{k} = \frac{2}{\Delta} \sin^{-1} \left[ \frac{1}{S} \sin \left( \frac{\pi S}{N_A} \right) \right]$$ (3.2)

$$\tilde{v}_p = \frac{\omega}{\tilde{k}} = \frac{\pi}{N_A \sin^{-1} \left[ \frac{1}{S} \sin \left( \frac{\pi S}{N_A} \right) \right]}$$ (3.3)

where $\Delta$ is the square-cell size, $S = c \Delta t / \Delta$ is the Courant factor, and $N_A = \lambda_0 / \Delta$ is the grid sampling density or the number of cells per wavelength.

In the following simulation the theoretical anisotropy between oblique and along-axis numerical wave propagation is demonstrated. In this case, using the 2D FDTD TMz, a sinusoidal cylindrical wave with unit amplitude was placed in the centre of a $360 \times 360$ grid. The Courant factor was set to $S = 0.5$ and a grid sampling density of $N_A = 20$ was used. After $n = 330$ time steps, the electric field $E_z$ distribution is plotted against the radial distance from the source at the centre of the grid, parallel to the principal grid axis at $\phi = 0^\circ, 90^\circ$, and parallel to the grid diagonal at $\phi = 45^\circ$ as illustrated in Figure 3.8(a). In Figure 3.8(a) the field appears to be propagating uniformly in all directions with identical field distributions. However, in Figure 3.8(b), the expanded view of the Figure 3.8(a) between $63\Delta$ and $64\Delta$, the spatial locations of the zero-crossing points show that the sinusoidal wave propagating along the grid diagonal at $\phi = 45^\circ$ passes through zero at 63.618 cells, whereas the wave along the principal axis at $\phi = 0^\circ, 90^\circ$ passes through zero at 63.493 cells. This shows that the sinusoidal wave propagating along the principal axis is “leading” by 0.125 cells. This yields to the numerical phase anisotropy of a wave propagating along the grid at angle $\phi$. 

64
(a) Comparison of calculated wave propagation along the grid axes and along a grid diagonal.

(b) Expanded view of figure (a) at distances between 63 and 64 grid cells from the source.

**Figure 3.8.** Effect on numerical dispersion in two-dimensional $TM_z$ propagation.

This effect of numerical phase anisotropy must be taken into consideration when developing FDTD simulations in 2D and 3D with an oblique angle of incidence of the source wave, particularly in the Total Field/Scattered Field formulation of the FDTD method. In this case, closed form expressions are required in order to determine the numerical phase velocity for any wavepropagation direction at angle $\phi$ [4]. Thus, the equation given in (3.2) for the numerical wavevector $\hat{k}$, must be modified so it can be solved directly for propagation along the grid diagonals at $\phi = 45^\circ, 135^\circ, 225^\circ$, and $315^\circ$

$$\hat{k} = \frac{2\sqrt{2}}{\Delta} \sin^{-1} \left[ \frac{1}{\pi} \sin \left( \frac{\pi S}{N_\lambda} \right) \right] \tag{3.4}$$

Given equation (3.4), the graphs in Figure 3.9 illustrate the normalized numerical phase velocity and the exponential attenuation constant as a function of the grid-sampling density $N_\lambda$. For the propagation along the principal axis at $\phi = 0^\circ, 90^\circ$, a minimum value of $\tilde{v}_p = (2/3)c$ is reached at $N_\lambda = 3$, and as the value of $N_\lambda$ is reduced below 3, the phase velocity $\tilde{v}_p$ increases inversely with $N_\lambda$. Eventually, $\tilde{v}_p$ exceeds the value of $c$ for $N_\lambda < 2$ and reaches a limiting velocity of $2c$ as $N_\lambda$ approaches to 1. For propagation along the grid diagonal
at $\phi = 45^\circ$, a minimum value of $\tilde{v}_p = \left(\sqrt{2}/2\right)c$ is reached at $N_A = 2$, which is also the point of the exponential attenuation. As $N_A$ is reduced below 2, the phase velocity $\tilde{v}_p$ increases inversely with $N_A$. Furthermore, as $\tilde{v}_p$ exceeds the value of $c$ for $N_A < \sqrt{2}$, and reaches a limiting velocity of $\sqrt{2}c$ as $N_A$ approaches 1. In this case the attenuation constant approaches a value of 2.493 nepers/cell.

(a) Normalised numerical phase velocity and exponential attenuation constant per grid cell versus the grid-sampling density for on-axis and oblique wave propagation for a courant factor $S = 0.5$.

(b) Percent numerical phase-velocity error relative to the free-space speed of light as a function of the grid-sampling density for an on-axis and oblique wave propagation for a courant factor $S = 0.5$.

Figure 3.9. Numerical phase velocity and the numerical phase velocity error for $S = 0.5$.

In order to evaluate the calculation of wave propagation and the effects of numerical dispersion, a 2D FDTD simulation of a radially outward-propagating cylindrical wave, in a two-dimensional TM$_z$ 360x360 - cell square Yee grid with $\Delta x = \Delta y = \Delta = 1.0$ is performed. The grid is excited at its centre point by applying a unit-step time-function to a single $E_z$ field component and a Courant factor of $S = \sqrt{2}/2$. The $E_z$ field distributions along the principal axis and grid diagonals at $\phi = 45^\circ$ are plotted after $n = 232$ time steps. In Figure 3.10.(a) the numerical dispersion artefacts are displayed as the leading edge of the wave exhibits an oscillatory jitter on the propagation along the grid diagonal compared to the normal field falloff profile propagating along the principal axis. The expanded view of the Figure 3.10.(a) between the 120$\Delta$ and 180$\Delta$ points on the grid is shown in Figure 3.10.(b). In Figure 3.10.(b), the leading edge of the wave
propagating along the principal axis presents a superluminal artefact. The existence of this artefact is due to the poorly sampled short wavelength numerical modes that are generated by an abrupt field discontinuity, such as the one generated by a step-function [4]. An implication of this result is that attention must be paid in simulating plane-wave dispersion analysis for waves having curved fronts. However, if sampling is improved by increasing the mesh size and taking into account the numerical phase velocities of the incident plane wave propagating at an angle, the numerical dispersion artefact is reduced.

![Graph](image)

**Figure 3.10.** Effect of numerical dispersion in a two-dimensional grid upon a radially propagating cylindrical wave.

### 3.4 Modelling PML Absorbing Boundary Conditions

The PML technique introduced by Berenger in [5] has proven one of the most effective and robust methods of truncating the computational FDTD grid. The theory of the PML has been established in Chapter 2, Section 9. The following numerical results illustrate the implementation of the PML using the FDTD method according to the literature [4].

In order to demonstrate the effect of the PML absorbing boundary conditions (ABCs), a simple 1D FDTD method simulation with exactly the same parameters as in Figure 3.1 is used. An \( x \)-directed Gaussian pulse with unit amplitude, width of 10 grid cells, and \( 1/e \) temporal half-width of \( \tau = 100 \text{ps} \) is launched from the far-left side of the grid travelling along 0.6 m distance in free
space with grid resolution of $\Delta x = 6 \text{ mm}$. The 1D FDTD simulation is using a Courant factor of 1.0 which is equivalent to the magic time-step ($c\Delta t = \Delta x$).

(a) At time step $n = 30$ the Gaussian pulse is propagating to the $x^+$ direction.

(b) At time step $n = 100$ the pulse is approaching the far-right grid boundary.

(c) The wave penetrates the PML ABCs.

(d) The PML medium is acting as an absorber on the wave propagating.

(e) The amplitude of the wave is considerably reduced by the PML.

(f) By time step $n = 125$ the Gaussian pulse has been completely absorbed by the PML.

Figure 3.11. One-dimensional plane wave propagation with PML ABCs.
In this case, the PEC sheets on the left and on the far-right of the grid are replaced with PML ABCs. The thickness of the PML walls was set to 10 cells, with a reflection coefficient $R_0 = 1 \times 10^{-7}$, and PML order $n_{\text{pml}} = 2$ (parabolic). The results presented in Figure 3.11 illustrate the propagation of the wave, before and after it reaches the far-right grid boundary. The Gaussian pulse propagates in free space as in the previous simulation. When the pulse reaches the far-right grid boundary, the pulse penetrates the PML anistotropic medium. The PML matching condition embedded in the simulation is calculated based on the appropriate choice of the thickness of the PML walls and conductivity parameters given in equation 2.63. The incident plane wave is then totally attenuated within the PML region.

Similarly, for the 2D FDTD method with PML ABCs, the following plots show the propagation of a plane wave in free space. The computational space is truncated with the addition of split-PML based on Bereneger's technique. To illustrate the algorithm, a Gaussian pulse with a carrier frequency of 5 GHz is launched from the left side of the grid. The pulse propagates through the FDTD computational domain reaching the PML boundaries. At the PML boundaries the pulse is completely absorbed, thus illustrating the effectiveness of the PML ABCs. The grid resolution $\Delta x = 3$ mm was chosen to provide 20 samples per wavelength at the centre frequency of the pulse (which in turn provides approximately 10 samples per wavelength at the high end of the excitation spectrum, around 10 GHz) and a Courant factor of $S = 0.5$. In Figure 3.12, a cylindrical pulse, originating $15\Delta x$ cells in the x-axis and centred in the y-axis of a $100 \times 50$ grid, is propagating in free space. At time step $n = 150$ the pulse has propagated long enough to reach the left, upper, and lower PML boundary. The pulse is completely absorbed by the upper, lower, and left PML, and no reflection effects are observed. Moreover, at time step $n = 200$, the $E_x$ electric field component propagating along the y-axis has almost been completely absorbed by the PML, leaving only the $E_y$ field component and $H_z$ field component propagating towards the far-right of the grid. At time step $n = 250$ the field components encounter the right PML boundary and by time step $n = 300$, all field components have been totally attenuated by the PML.
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Moreover, the following plots in Figure 3.13 show the propagation of a plane wave in free space with a metal cylinder placed at the far-right of the grid. The $100 \times 50$ grid cells computational space is truncated with the addition of an 8 cells-thick PML based on Bereneger’s technique. To illustrate the algorithm, a 3-cm-radius metal cylinder is placed 80 cells in the x-axis and 25 cells in the y-axis of the grid, with relative permittivity $\varepsilon_r = 1$ and electric conductivity $\sigma = 1 \times 10^7$ S/m is depicted as a blue circle in the figure. The rest of the grid is modelled as free space. The source excitation is a Gaussian pulse with a carrier frequency of 5 GHz. A grid resolution of $\Delta x = 3$ mm was chosen to provide 20 samples per wavelength at the centre frequency of the pulse (which in turn provides approximately 10 samples per wavelength at the high end of the excitation spectrum, around 10 GHz). As the pulse propagates, at time step $n = 150$, the Gaussian pulse has not yet reached the metal cylinder, whereas it has propagated long enough to the left and to the vertical boundaries to reach the PML boundaries, where the electric and magnetic field components have been absorbed. At time step $n = 200$, the pulse has propagated to the right and it has already reached the metal cylinder. At the surface of the metal cylinder the electric field is very close to zero due to the high conductivity of the material. At the left boundary of the cylinder the electric and magnetic fields are reflected, whereas the pulse propagates to the right surrounding the metal cylinder on the
top and bottom boundaries. Finally, at time step $n = 300$, the reflected fields propagate to the left, whereas the fields propagating to the right have been attenuated due to the PML walls.

\[ E_x \text{ at time step } = \begin{cases} 150, & \text{at } 150 \\ 200, & \text{at } 200 \\ 250, & \text{at } 250 \\ 300, & \text{at } 300 \end{cases} \]

\[ E_y \text{ at time step } = \begin{cases} 150, & \text{at } 150 \\ 200, & \text{at } 200 \\ 250, & \text{at } 250 \\ 300, & \text{at } 300 \end{cases} \]

\[ H_z \text{ at time step } = \begin{cases} 150, & \text{at } 150 \\ 200, & \text{at } 200 \\ 250, & \text{at } 250 \\ 300, & \text{at } 300 \end{cases} \]

**Figure 3.13.** Two-dimensional Gaussian pulse propagation with PML ABCs and metal cylinder.

Furthermore, in Figure 3.14 a two-dimensional problem space including a dielectric scatterer sphere with $\varepsilon = 3.5$ and radius 20 cm is illustrated. The sphere is placed 40 cm in the $x$-axis and 50 cm in the $y$-axis in a $210 \times 160$ grid. A source $(M_1)$ is placed 20 cm away from the sphere and the rest of the grid is initialised to free space. The grid is excited with a Gaussian pulse and the problem space is terminated with 10 cell-thick PML boundaries. The Yee-cell is set to $\Delta x = 5$ mm and the simulation is run for 8000 time steps with a Courant factor $S = 0.9$, just below the magic-step function. During the simulation the cylindrical wave is propagating in the FDTD grid in all directions. The wave propagating towards the PML boundaries is attenuated and completely absorbed by the PML. However, by monitoring the $H_z$ magnetic field distribution during the simulation, as the Gaussian pulse has reached and propagated along the surface of the dielectric sphere, a magnetic field is formed encompassing the surface of the sphere.
Figure 3.14. A 2D FDTD simulation using PML ABCs: A dielectric excited by a line source ($M_1$), and sampled at ($H_1$).

Figure 3.15. Sampled transient magnetic field $H_z$ at time $n = 8000$.

Figure 3.16. Sampled magnetic fields at time step 8000, across the centre of the FDTD grid.
The 2D FDTD simulation reached the steady state after 6000 time steps, where the magnetic field distribution is at maximum on the surface of the scatterer, without any reflections or evanescent fields from the boundaries of the FDTD grid. A monitor \((H_1)\) was used to sample the magnetic field between the source and the scatterer. By monitoring the value of the magnetic field at each time step (Figure 3.16(a)), it is then possible to determine when the steady state has been reached, as the value of the magnetic field at the monitor becomes zero. Based on Figure 3.16(a), during the simulation, the Gaussian pulse has propagated past the monitor and towards the scatterer at time \(t = 2\) ns. As the pulse has reached the surface of the scatterer, some of the magnetic field has been reflected back. At time \(t = 6\) ns, the reflected magnetic field is travelling past the monitor. After time \(t = 8\) ns, the magnetic field at the monitor is zero, thus indicating that the steady state has been reached and any propagating magnetic fields have decayed.

The magnetic field distribution \(H_z\) is also plotted along the \(y\)-coordinate at the centre of the FDTD grid (Figure 3.16(b)). The magnetic field distribution shows that the magnetic field is zero at the centre of the scatterer. The field is at maximum on the surface, whereas the magnetic field oscillates back-and-forth on the surface of the scatterer.

During the 2D FDTD simulation the maximum value of the magnetic field \(H_z\) across the entire FDTD computational domain is stored in memory. At the end of the simulation using Discrete Fourier Transforms (DFT), the magnetic field distribution and the phase shift can be calculated over a specific frequency or a range of frequencies. In Figure 3.17 the normalised magnetic field distribution is plotted over the entire FDTD grid at the end of simulation using DFT sampled at 1 GHz, which shows the concentration of the field on the surface of the scatterer.
Although, PML ABCs have been implemented and used, in order to evaluate the performance of the PML, and how PML parameters affect the performance of ABCs, the PML error function has been used for the following simulation and the results are presented. The relative error of the PML can be calculated based on the equation

$$\text{Rel. error} = 20 \times \log_{10} \left( \frac{|E_{i,j}^{\text{PML}} - E_{i,j}^{\text{ref}}|}{\max |E_{i,j}^{\text{ref}}|} \right)$$

(3.5)

where $E_{i,j}^{\text{ref}}$ is a reference field that is calculated without PML, but for a vast FDTD computational space and for the same time limit. The FDTD grid $\Delta$ was set to have 1 mm cells and $\Delta t = 0.98 S$. The reference case was modelled for 1240×1240–cell grid, where the monitors were placed at the same position relative to the source as in the test grid [4]. The reason for modelling $E_{i,j}^{\text{ref}}$ is to avoid any reflection effects from boundaries, as the field is propagating away from the source and the monitors. In order to evaluate the performance of the PML ABC, the following test structure in Figure 3.18 has been modelled.
The PML test case was modelled for $60 \times 60$-cell grid, where the monitors were placed at the same position relative to the source as in the reference grid. The grid was excited with a differentiated Gaussian pulse with temporal width of $t_w = 26.53$ ps and time-delay $t_0 = 4t_w$. The test structure was simulated for 1800 time steps for 5 PML cells and 10 PML cells, and the point of observation (A) was set at 2 mm away from the PML wall ($E_1$), and the second observation point (B) was set at the lower left-hand corner 2 mm from either side of the PML walls ($E_2$). For all the PML simulations the polynomial grading was $m = 4$ and the loss grading function was $R(0) = 10^{-7}$.

The values of the 2D FDTD simulations for the electric field for both the reference case and the test case have been recorded for 5 PML cells and 10 PML cells. The results presented in Figure 3.19 show the relative error calculation using equation (3.5). It is worth noting that the error for observation point A is almost always less than that of point B, due to the fact that the wave propagating towards A is nearly normally incident, whereas for point B, the wave is approaching in an oblique angle of $45^\circ$. Moreover, all results have localised minima, but overall the results for 10 PML cells present a smaller error. In this simulation, the results obtained indicate that errors can be reduced by using a larger number of PML cells, a better choice of the loss grading function, and polynomial grading. However, for a broad number of applications, the optimal choice is a 10-cell thick PML with a loss grading function of $R(0) = 10^{-7}$ [4].
3.5 Modelling Lumped Elements

In some practical electromagnetic applications, the use of active and passive lumped elements is required. These elements could be active elements, such as voltage or current sources, or passive elements, such as resistors, capacitors, and inductors. In this case, for each of the elements listed above, Maxwell’s curl equation is updated to include the relationship that ties the electric and magnetic field with those elements. Furthermore, the updating coefficients for the electric and the magnetic fields must be updated in order to take into account the parameters of the active and passive lumped elements.

The following diagram illustrates the simulation of active and passive lumped elements using a stripline structure. Specifically the structure has width/height ratio of 1.44 and is 60 mm in length. The stripline is suspended in air forming 50 Ω characteristic impedance with PEC boundaries. The stripline shown in Figure 3.20 is sourced using a voltage source and is excited by a unit step waveform with 1 volt magnitude that was turned on 50 time steps into the simulation. For the FDTD simulation a Courant factor of $S = 0.9$ is used with a grid resolution of $\Delta x = 0.72 \times 10^{-3}$ m and $\Delta y = \Delta z = 1.0 \times 10^{-3}$ m. The stripline and the two PEC plates’ material properties were modelled with relative permittivity of
\( \varepsilon_r = 1 \) and electric conductivity of \( \sigma = 1 \times 10^{10} \text{S/m} \). A 50 \( \Omega \) resistor is placed between the problem space and the PEC boundary.

Figure 3.20. Stripline structure with 50 \( \Omega \) characteristic impedance.

The voltage and current are sampled 32 cells away from the source in the \( y \)-direction. The voltage and current sampled values are plotted in Figure 3.21. The spikes appearing in the plot are largely the result of the PEC boundaries used, which make the FDTD simulation space into a cavity that resonates. For a unit step waveform, and 50 \( \Omega \) characteristic impedance, the amplitude of the current passing through the monitor is approximately 0.02 A. As the unit pulse propagates through the FDTD grid at the monitor, the sampled voltage is a voltage pulse with 0.5 volts in amplitude.

Figure 3.21. Stripline voltage source and sampled parameters.
In each time step during the FDTD simulation following the electric and magnetic field updating equations, the voltage or current sources are updated. The sampled current values at each observation point are calculated after the magnetic field equation has been updated. In this case the current value is the sum of the magnetic fields that surround the sampled current, at each observation point, given by

\[ I = \oint \vec{H} \cdot dl \]  

(3.6)

Similarly, the sampled voltage values are calculated based on the sum of the electric fields that surround the sampled voltage, at each observation point, given by

\[ V = -\int \vec{E} \cdot dl \]  

(3.7)

**3.6 Scattering Parameters**

Scattering parameters (S-parameters) are based on the power waves concept. They are used to describe the response of microwave circuits specifically when measuring at high frequencies [6]. The incident \( a_i \) and reflected waves \( b_i \) are calculated by

\[ a_i = \frac{V_i + Z_i \times I_i}{2\sqrt{\text{Re}\{Z_i\}}} \], \[ b_i = \frac{V_i - Z_i^* \times I_i}{2\sqrt{\text{Re}\{Z_i\}}} \]  

(3.8)

where \( V_i \) is the voltage, \( I_i \) the current flowing through, and \( Z_i \) the impedance looking out from the \( i^{th} \) port. The S-parameters matrix can be thus expressed according to [6] as
\[
\begin{bmatrix}
 b_1 \\
 b_2 \\
 \vdots \\
 b_n
\end{bmatrix} = 
\begin{bmatrix}
 S_{11} & S_{12} & \cdots & S_{1n} \\
 S_{21} & S_{22} & \cdots & S_{2n} \\
 \vdots & \vdots & \ddots & \vdots \\
 S_{n1} & S_{n2} & \cdots & S_{nn}
\end{bmatrix} 
\begin{bmatrix}
 a_1 \\
 a_2 \\
 \vdots \\
 a_n
\end{bmatrix}
\]  

(3.9)

where the subscripts indicate the output port number (row) and the input port number (column). Using simple matrices, the S-parameters can be calculated for a multiport circuit where all ports are terminated with equivalent loads and one port is used as the source port by recording the values of the voltages and currents at each port. The S-parameters can be calculated for the reference port \( (m,n) \) using the equation

\[
S_{mn} = \frac{b_{mn}}{a_{mn}}
\]  

(3.10)

Furthermore, at the end of the FDTD simulation, since the S-parameters are complex quantities, their magnitude and phase can be plotted using DFT over a range of frequencies set at the beginning of the simulation using

\[
|S_{mn}|_{dB} = 20 \log_{10}(|S_{mn}|)
\]  

(3.11)

In order to evaluate the S-parameter formulation, a microstrip low-pass filter was simulated using the FDTD method. A voltage source with internal resistance of 50 \( \Omega \) was used to terminate the microstrip at one end, whereas a 50 \( \Omega \) resistor was used to terminate the other end of the microstrip [7]. Two current monitors were placed on each port to record the current over time. The following diagram illustrates the FDTD problem space. The FDTD space is composed of cells having \( \Delta x = 0.4064 \) mm, \( \Delta y = 0.4233 \) mm, and \( \Delta z = 0.265 \) mm. A gap of 5 cells is left between the structure and the PEC boundaries. The substrate of the structure is \( 3 \times \Delta z \) and has a dielectric constant \( \varepsilon_r = 2.2 \).
The microstrip was excited with a Gaussian pulse for 3500 time steps. At the end of the FDTD simulation the voltage and current sampled values were used to calculate the S-parameters for each port using equation (3.10). Finally, the frequency domain S-parameter values were calculated using DFT. The S-parameter magnitudes in decibels are thus calculated using (3.11).

The FDTD simulation for the low-pass microstrip filter was repeated using a set of absorbers with Benzocyclobutene (BCB) $\varepsilon_r = 2.57$ placed around the problem space, and using CPML boundary conditions in order to eliminate the resonant cavity effect that PEC ABCs produce. The following diagrams illustrate the return loss $|S_{11}|_{dB}$ and the insertion loss $|S_{21}|_{dB}$ of the microstrip low-pass filter.

The S-Parameters obtained from the FDTD simulation are plotted in Figures 3.23 and 3.24. The figures show for the PEC boundary condition used initially, that although the simulation has produced results similar to [7], at certain frequencies the PEC boundaries make the FDTD simulation behave like a cavity that resonates. Similarly, the polymer absorber at frequencies higher than 10 GHz also produces undesired results, as spikes appear in the S-Parameters. This is due to the absorber material that allows the electric and magnetic fields to be reflected back, instead of being absorbed. Finally, the CPML boundary conditions produce almost identical results to those calculated in [7]. The CPML boundary conditions
successfully absorb the electromagnetic fields as they propagate towards the boundary without any reflections. This is illustrated in Figures 3.23 and 3.24 as there are no spikes appearing in the S-parameters plotted.

![Figure 3.23](image)

**Figure 3.23.** Return loss magnitude $|S_{11}|_{dB}$ of the microstrip low-pass filter.

![Figure 3.24](image)

**Figure 3.24.** Insertion loss magnitude $|S_{21}|_{dB}$ of the microstrip low-pass filter.

Moreover, based on Figure 3.24, the performance of the microstrip low-pass filter can be observed in the insertion loss $|S_{21}|_{dB}$. The circuit acts as a stop-band filter for frequencies up to 5.5 GHz just before the steep curve occurs, with some shift appearing near the high end of the frequency range.
3.7 Total-Field/Scattered Field

The total-field/scattered-field (TF/SF) is based on Maxwell's equations and assumes the physical total electric field and total magnetic field can be decomposed into

\[
\vec{E}_{\text{total}} = \vec{E}_{\text{inc}} + \vec{E}_{\text{scat}} \quad \quad \vec{H}_{\text{total}} = \vec{H}_{\text{inc}} + \vec{H}_{\text{scat}}
\]  

(3.12)

where \( \vec{E}_{\text{inc}} \) and \( \vec{H}_{\text{inc}} \) are the incident electric and magnetic fields, and \( \vec{E}_{\text{scat}} \) and \( \vec{H}_{\text{scat}} \) are the scattered fields. The formulation resulted from an attempt to create a plane-wave source that avoids the obstacles caused by using either hard source or initial conditions [8, 9].

A 1D FDTD simulation was setup for a grid of 400 cells, with \( \Delta x = 1.0 \). The Courant factor for this simulation was set to \( S = 1 \) and the time-step was selected to \( c \cdot \Delta t = S \cdot \Delta x \). The overall effect of implementing the TF/SF formulation is illustrated in the Figure 3.25 below. In the one-dimensional grid, a Gaussian-pulse like behaviour is generated with unit amplitude and as the wave propagates within the grid a PEC mirror is placed within the total-field region.

![Figure 3.25. Total-field/Scattered-field for one-dimensional FDTD grid.](image-url)
The PEC sheet mirror forces $E_z = 0$ at the centre of the TF region. The PEC mirror generates a retroreflection effect, a negative $x$-directed reflection of the Gaussian pulse continuing well into the SF to the left of the grid. At the same time the field behind the mirror in the TF region is at all time negative. Eventually in the SF region an $x$-directed wave appears propagating. This is not an error, but due to the equation (3.12), as the field in the TF region is zero, then the total field must be equal to the field in the SF region.

The TF/SF technique can be extended for the two dimensional FDTD case. The two-dimensional formulation allows the generation and propagation of an incident plane wave at any given angle of incidence. The formulation in this case becomes more complex than the one-dimensional formulation. The updating equations for the electric and magnetic fields in the TF/SF region have to be modified based on a set of consistency conditions [4]. The generic 2D FDTD electric and magnetic field updating equations are implemented as usual in the time-stepping algorithm, but in this case a set of incident-wave correction terms are added for each updating equation.

Furthermore, the calculation of the 1D incident field is updated to include the angle of incidence. For the 2D formulation a position vector is calculated based on the angle of incidence of the plane-wave. According to the angle of incidence $\phi$ the plane-wave will propagate with a wavevector $\hat{k}_{inc}$ relative to the $x$-axis of the 2D FDTD grid as illustrated in Figure 3.26. The angle $\phi$ determines which of the four (4) coordinate origins will be used in order to calculate the incident field in the TF/SF regions. The 1D incident electric and magnetic field equations are now updated to include the ratio of the numerical phase velocities in the grid in order to equalize the numerical phase velocities of the incident plane wave propagating at an angle $\phi$ and the wave in the source grid [4]. The diagram shown in Figure 3.26 illustrates the calculation of the 2D FDTD TF/SF incident plane-wave field calculation for an angle $0^\circ \leq \phi \leq 90^\circ$, where $d = \hat{k}_{inc} \cdot r_{comp}$ is the distance from the origin to a perpendicular dropped to the wavevector from the location of the field. The numerical phase velocity and the numerical wave
propagation for a wave travelling at an angle $\phi$ is derived in Appendix A – C. For
the TM$_z$ case the TF/SF formulation is thus illustrated:

\begin{center}
\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure3.26.png}
\caption{Incident plane-wave calculation for the 2D TF/SF FDTD formulation (TM$_z$).}
\end{figure}
\end{center}

The 2D TF/SF formulation has been implemented for both the TE$_z$ and the
TM$_z$ case. A PEC square reflector ($\varepsilon_r = 1$ and $\sigma_e = 1 \times 10^6$ S/m) with width 70 cells
has been placed in the middle of a $400 \times 400$ 2D FDTD grid. The scattered-field
region is set to 100 cells. The FDTD computational domain is terminated using 30
cells of PML ABCs. A Gaussian pulse has been used to source the incident plane
wave conditions of the TF/SF formulation propagating at an angle $\phi = 45^\circ$. The
following plots in Figure 3.27 illustrate the plane-wave propagation of the
magnetic field $H_z$ through the total-field zone at different time-steps for the TE$_z$
case. The 2D FDTD parameters were set for a time-step $\Delta t = \Delta/2c$, where
$\Delta = 5$ mm and a courant factor $S$ of 0.5. The simulation was allowed to run for
$n = 1400$ time steps.
In Figure 3.27, the incident plane wave is propagating through the total-field zone with an angle of incidence of 45° at time step $n = 120$. At 45° the origin of entry of the plane wave is $O_1$. As the wave propagates and interacts with the PEC reflector placed in the middle of the FDTD grid at time step $n = 910$. The wave eventually is reflected around the sides of the PEC object. As the incident plane wave is now partially reflected and partially propagating along the diagonal, two separate waves begin to emerge at either side of the PEC reflector at time step $n = 1100$. As the incident plane wave encountered the PEC object, the reflected waves still appearing in the total-field zone are now propagating towards the origin $O_1$, whereas the incident plane-wave continues to travel along the diagonal away from the origin $O_1$. Moreover, the reflected fields will reach the scattered-field region due to the angle of incidence of the plane wave and the scattering
effects of the PEC object, as the incident plane-wave disappears at the far end of the total-field region.

Scattering parameters ($S$) can be calculated using the TF/SF formulation for inhomogeneous materials based on the reflected waves in the scattered-field region and transmitted waves that propagate from the total-field region to the scattered field region [10]. A transfer matrix can be obtained based on the reflected and transmitted field. The transfer matrix could then be used to solve a linear set of equations that represent the scattering parameters. The solution can be used to calculate the effective index $n$ and the characteristic impedance $z$ for a specific frequency.

The TF/SF formulation can be extended to the three-dimensional 3D FDTD method. The formulation in this case becomes more complex, although the TF/SF algorithm and incident plane-wave formulation still remain the same. An entry point (an origin) to the FDTD computational grid is selected. In the 3D TF/SF formulation the incident plane-wave is delayed in time due to the angle of incidence and shifted in space. Two angles of incidence are required, $\theta_{\text{inc}}$ and $\phi_{\text{inc}}$, to determine the waveform's entry point in the FDTD 3D space [4, 6]. The complex frequency analysis for a wave travelling at an angle $\theta_{\text{inc}}$ and $\phi_{\text{inc}}$ is presented in Appendix D.

A 3D FDTD numerical analysis of a 20 cm dielectric slab ($\varepsilon_r = 4$) was implemented to obtain the reflection and transmission coefficients using the TF/SF formulation [11]. The dielectric slab was placed in the middle of the FDTD grid with grid resolution of $\Delta = 5$ mm. Two monitors were placed 10 cells above and below the dielectric slab, Monitor 1 was placed 25 mm below the dielectric slab, and Monitor 2 was placed 25 mm above the dielectric slab in order to monitor the sampled electric fields (incident and scattered) based on the TF/SF formulation. An $x$-polarised incident plane-wave travelling along the $z$-direction of the 3D space was used to source the FDTD grid, as illustrated in Figure 3.28. The FDTD computational domain was terminated using 10 cells of CPML ABCs
on the $x$ and $y$ axis, whereas on the $z$-axis 10 cells of free-space were added before the CPML boundary conditions.

![Figure 3.28. A 3D TF/SF FDTD simulation of a dielectric slab.](image)

The 3D FDTD parameters were set for a time-step $\Delta t = 1/c \cdot \sqrt{1/\Delta x^2 + 1/\Delta y^2 + 1/\Delta z^2}$, where $\Delta = 5$ mm and a courant factor $S$ of 0.9. The FDTD simulation was allowed to run for 2000 time steps and the sampled electric fields were stored during the simulation along the direction of propagation. At the end of the simulation, the DFT of the sampled electric fields were calculated for $0.2 - 2.0$ GHz. Using equation (3.12) the transmission ($T$) and reflection ($\Gamma$) coefficients for the dielectric slab can be calculated based on [4] and are given by

\[
|\Gamma| = \left| \frac{E_{\text{scat}}}{E_{\text{inc}}} \right| \\
|T| = \left| \frac{E_{\text{total}}}{E_{\text{inc}}} \right| = \left| \frac{E_{\text{scat}} + E_{\text{inc}}}{E_{\text{inc}}} \right|
\]

(3.13)  
(3.14)

where $E_{\text{inc}}$ is the incident electric field at the position of the monitor, $E_{\text{scat}}$ is the scattered electric, and $E_{\text{total}}$ is the total electric field at the same position. For this
simulation the incident and scattered fields are captured at two points above (Monitor 2) and below (Monitor 1) the dielectric slab. The sampled electric fields $\vec{E}_{inc}$ and $\vec{E}_{scat}$ are transformed to frequency domain, and $\vec{E}_{total}$ is calculated as the sum of the two fields. The frequency domain values are plotted in Figure 3.29. Based on the results plotted below when the scattered field value is equal to zero the total field is equal to the incident field value.

![Graphs](a) Monitor 1 (b) Monitor 2)

**Figure 3.29.** Incident field, scattered field and total field sampled at 2 monitors.

The sampled electric field parameters extracted from the 3D FDTD numerical analysis of the dielectric slab were then used in (3.13) and (3.14) to obtain the transmission and reflection coefficients. The transmission $|T|$ and reflection $|\Gamma|$ coefficients are plotted in Figure 3.30 and the results are in good agreement with [6] and the exact solution of the same problem was obtained from [11]. Based on the results plotted in Figure 3.30, the transmission coefficient is at maximum when the reflection coefficient is at zero, at frequencies 0.38, 0.75, 1.12, 1.50, and 1.86 GHz.
The same 3D FDTD simulation was repeated for a single interface, where the dielectric slab was placed in the middle of the FDTD grid surrounded with CPML ABCs. In this case Monitor 2 was placed on the boundary between the dielectric slab and the CPML medium, whereas Monitor 1 was placed at the boundary of 10 cells of free space the \(-x\)-axis and the CPML medium. The simulation was set to the same parameters as previously described and it was allowed to run for the same number of time steps. The following diagram in Figure 3.31 illustrates the modified setup of Figure 3.28 for a single interface.

![Figure 3.31. A 3D TF/SF FDTD single interface simulation of a dielectric slab.](image)

**Figure 3.30.** Transmission \(|T|\) and reflection \(|\Gamma|\) coefficients of a dielectric slab.
The sampled electric field parameters extracted from the 3D FDTD numerical analysis of the dielectric slab for the single interface are then used to obtain the transmission and reflection coefficients. The transmission $|T|$ and reflection $|\Gamma|$ coefficients are plotted in Figure 3.32 and the results are almost identical to the results of Figure 3.30. Similarly, the transmission coefficient is at maximum when the reflection coefficient is at zero, at frequencies 0.38, 0.75, 1.12, and 1.50, and 1.86 GHz.

![Figure 3.32](image)

**Figure 3.32.** Transmission $|T|$ and reflection $|\Gamma|$ coefficients of a dielectric slab for single interface.

### 3.8 Power Distribution

Following the 2D FDTD TF/SF formulation described in the previous section that allows the propagation of an incident plane-wave at an oblique angle and the reduction of parasitic waves as the wave propagates in the total-field region, a TF/SF 2D FDTD simulation was carried out to examine the power distribution using the Poynting vector equation (3.1).

The Poynting vector can be calculated at any given time step in the FDTD simulation provided that the system has reached its steady-state. The steady-state can be determined by monitoring the electric or the magnetic field values, depending if it is $TE_z$ or a $TM_z$ simulation along the axis of propagation [12]. In
each time-step the maximum and minimum values are recorded and the peak-to-peak amplitudes are evaluated. As the incident plane-wave propagates through the total-field zone and the peak-to-peak values are calculated for each time-step the simulation continues until the steady-state has been reached. In this case the peak-to-peak values calculated are constant with each time-step.

A 2D FDTD simulation of a plane-wave propagating through a dielectric slab is considered for calculating the Poynting vector. The dielectric slab is placed in the middle of the FDTD grid with 100 cells in the $x$-direction and 80 cells in the $y$-direction with a cell size of $\Delta x = \Delta y = 0.5 \, \mu m$. The courant factor was set at 0.9, and the computational domain was terminated using 15 cells of PML boundary conditions. The geometry of the FDTD grid is shown in Figure 3.33 below [12].

A 20 THz sinusoidal plane-wave was launched at 15 cells in the $x$-direction of the FDTD grid covering the dielectric slab from grid coordinate 45 to 65 in the $y$-direction. The field values of the $H_z$ magnetic field were monitored in the centre of the dielectric slab, along the line of propagation ($H_{II}$ indicated by the red line) until the peak-to-peak values remained constant through the time-stepping algorithm. After 2100 time steps the 2D FDTD simulation has reached its steady-state and the steady-state value of $H_z$ is plotted in Figure 3.34.
The field distributions of the electric field $E_y$ and the magnetic field $H_z$ are used to calculate the Poynting vector for $x$-direction of propagation based on

$$
\vec{S}(t) = \begin{vmatrix}
\bar{x} & \bar{y} & \bar{z} \\
E_x & E_y & E_z \\
H_x^* & H_y^* & H_z^*
\end{vmatrix} \quad (3.15)
$$

where the $*$ denotes the complex conjugate of the magnetic field. The Poynting vector is thus calculated and plotted at time step 2100 in Figure 3.35.
The electric field $E_y$ and magnetic field $H_z$ were used for the calculation of the Poynting vector $S$ along the $x$-axis of propagation, and the results are consistent with [12]. For the 2D FDTD formulation of the $TE_z$ case the value of the electric field $E_z$ becomes zero. The field distributions of the electric and magnetic field are plotted in Figure 3.36. The time-averaged Poynting vector at any given time-step, provided the steady-state amplitude for each field has been calculated, is given by [12]

$$\vec{S}_{ave} = \frac{1}{2} \text{Re}\{\vec{E} \times \vec{H}^*\}$$

(3.16)
3.9 Dispersion Characteristics

Although the properties and analytical dispersion parameters for microstrip lines have been extensively studied [13, 14], in this section the application of the FDTD method as a numerical analysis tool to determine the dispersive characteristics of microstrips is discussed. The application of the FDTD time for investigating and extracting dispersion characteristics of microstrips has been studied extensively for a wide range of frequencies and using different formulations [15-18]. The FDTD method is extended to calculate the dispersion parameters for microstrip lines with use of CPML ABCs. During the FDTD time-stepping algorithm the electric fields are monitored at different locations along the axis of propagation of the microstrip. The dispersion characteristics and the effective dielectric constant can be calculated as follows [18-20].

After the FDTD time-stepping algorithm has completed, the Discrete Fourier Transform (DFT) of the electric field monitored at different locations underneath the centre [18] of the microstrip along the direction of propagation is calculated:

\[
E_z(\omega) = \int_{-\infty}^{\infty} E_z(t) e^{-j\omega t} dt = \Delta t \cdot \sum_{n=1}^{N} E_z(n\Delta t) e^{-j\omega n\Delta t} \tag{3.17}
\]

The ratio of the DFT of the electric field at different locations with separation \( L \) yields the transfer function of that section of the microstrip, which is calculated by:

\[
\frac{E_{z,x=L}(\omega)}{E_{z,x=0}(\omega)} = e^{-\gamma(\omega)L} \tag{3.18}
\]

\[
\gamma(\omega) = \alpha(\omega) + j\beta(\omega) \tag{3.19}
\]

where \( \alpha \) is the attenuation constant and \( \beta \) is the complex propagation constant at angular frequency \( \omega = 2\pi f \).
The effective permittivity $\varepsilon_{\text{reff}}$ at angular frequency $\omega$ is thus calculated based on the propagation constant $\beta$

$$\varepsilon_{\text{reff}}(\omega) = \frac{\beta^2(\omega)}{\omega^2 \varepsilon_0 \mu_0}$$ (3.20)

Using the 3D FDTD method a typical microstrip structure on a dielectric substrate has been simulated. The microstrip structure is illustrated in Figure 3.37, where a PEC microstrip line of 0.6875 mm width and 100 $\mu$m thickness of GaAs substrate ($\varepsilon_r = 13.0$) with width/height ratio of 0.75, is simulated using the FDTD method [18]. The length of the microstrip was set to 1 mm and CPML boundary conditions have been used to simulate the microstrip extending to infinity.

![Figure 3.37. Microstrip structure modelled in 3D FDTD using CPML ABCs.](image)

The FDTD grid parameters were set to $\Delta_x = \Delta_y = \Delta_z = 6.25 \mu$m, with grid resolution set to 20 cells per wavelength and the simulation was run for 2500 time steps with $\Delta t = 1.0833 \times 10^{-14}$ s. A Gaussian pulse with $E_z$ component and spot size $20 \times \Delta x$ was launched at the front surface of the microstrip. In each time-step in the FDTD algorithm the electric field was monitor along the direction of propagation of the microstrip. At the end of the simulation the DFT of the sampled electric fields at each monitor was calculated using equation (3.17). The time variations of the $z$-directed electric field at different positions along the axis of propagation and the dispersive properties of the microstrip are illustrated in Figure 3.38.
The DFT of the sampled electric fields were used to calculate the effective permittivity using equations (3.20) over a frequency range $10 - 300$ GHz. The effective permittivity is plotted in Figure 3.39 and is in good agreement with [18].

**Figure 3.38.** Time variations of sampled electric fields monitored along the axis of propagation.

**Figure 3.39.** Effective dielectric constant calculated using frequency-domain electric fields.
The characteristic impedance and the propagation constant are calculated using (3.19) again using the DFT of the sampled electric fields. The results in Figure 3.40 illustrate how the characteristic impedance and the propagation constant change over the frequency range of 10 – 300 GHz. The results are in good agreement with [18, 19].

![Graphs showing frequency dependence of characteristic impedance and propagation constant](image-url)

**Figure 3.40.** Frequency dependence of characteristic impedance and propagation constant for microstrip structure.

### 3.10 Drude Model Dispersion Parameters

The FDTD method can be used to model materials with different relative permittivity ($\varepsilon_r$) and permeability ($\mu_r$), as well as materials with electric conductivity ($\sigma$) and magnetic loss ($\sigma^*$). However, the conventional FDTD method does not take into account the material nonlinearity, and the changes of the material's behaviour with the respect to frequency. Therefore, new dispersive FDTD method techniques must be employed to allow the FDTD method to model linear dispersion (changes in permittivity or permeability with respect to frequency), nonlinearity (changes in permittivity or permeability with respect to the electric and magnetic field), and nonlinear dispersion (changes in permittivity or permeability with respect to a single frequency wave) [4].
Dispersive materials with frequency dependent parameters have been modelled using the FDTD method for the calculation of scattering parameters using a number of approaches [21, 22]. Most of the available dispersive models are in the frequency domain, thus an approach is required to make these models consistent with the time-domain updating equations. Several approaches have emerged for converting the frequency domain dispersion equations to time domain such as the recursive convolution (RC), the piecewise linear recursive convolution (PLRC), and the auxiliary differential equation (ADE) [4, 23, 24].

The ADE employs time-domain differential equations that link the polarization and the electric flux density of dispersive materials with the time-stepping algorithm and Maxwell’s curl equations [4]. The ADE method is applied to the Debye, Lorentz and Drude dispersive models to make them consistent with the time domain Maxwell’s equations. Several studies have been published using a combination of the above methods for different dispersive materials and their respective parameters [25]. In this section the Lorentz-Drude dispersive model is derived, using the ADE approach and the FDTD ADE algorithm for the time-stepping equations is presented. The Lorentz-Drude (LD) model can be expressed as

$$
\varepsilon_r(\omega) = \varepsilon_\infty - \frac{\omega_{PD}^2}{\omega^2 + j\Gamma_D \omega} - \frac{\Delta \varepsilon_L \omega_{PL}^2}{\omega^2 + j\omega \Gamma_L + \omega_L^2}
$$

(3.21)

where $\varepsilon_\infty$ is the permittivity of the material at infinite frequency, $\omega_{PD}$ is the Drude angular frequency, $\Gamma_D$ is the collision frequency for the Drude pole relaxation, $\Delta \varepsilon_L$ is the change in relative permittivity due to the Lorentz pole, $\omega_{PL}$ is the angular resonance Lorentz pole frequency, $\Gamma_L$ is the Lorentz pole damping coefficient, and $\omega_L$ is its oscillation frequency [26]. Although a greater number of poles can be used to increase the accuracy of the model at the cost of computational resources and time, a single pole for this case is sufficient to model the required response over the terahertz range of frequencies.
Given Maxwell’s frequency equations in Section 2.4, the LD model in (3.21) can be used to express the relative permittivity of the material in the frequency domain. The electric field curl equation thus becomes

\[
\nabla \times \mathbf{H} = j \omega \varepsilon_0 \left( \varepsilon_{\infty} + \frac{\omega_p^2}{j^2 \omega^2 + j \Gamma_D \omega} + \frac{\Delta \varepsilon_L \omega_p^2}{j^2 \omega^2 + j \omega \Gamma_L + \omega_L^2} \right) \mathbf{E} \quad (3.22)
\]

Using the ADE approach, the LD model equations can now be expressed in curl equation form. The LD model partial differential equations in scalar form can be found in [27]. The magnetic field equations for the LD model for electrically dispersive material remain unchanged, and the electric field for the \( x \)-direction is thus expressed as [28]:

\[
\begin{align*}
E_x^{n+1/2} & = \frac{1}{\Omega_x} \cdot E_x^{n+1/2} + \frac{1}{\Omega_x} C_p(m) \cdot \left[ H_x^{n+1/2} - H_x^{n+1/2} \right] \\
H_x^{n+1/2} & = H_x^{n+1/2} - H_x^{n+1/2} \\
\frac{1}{2\Omega_x} C_p(m) & \left[ \alpha_x \cdot J_x^{n+1/2} + \beta_x E_x^{n+1/2} \right] \\
& \left[ + J_x^{n+1/2} + E_x^{n+1/2} \right] \\
& - \frac{1}{2\Omega_x} \varepsilon_r \left[ \zeta_x \cdot P_x^{n+1/2} + \tau_x P_x^{n+1/2} - P_x^{n+1} \right]
\end{align*}
\]

(3.23)

where the Drude model coefficients are

\[
J_x^{n+1/2} = \alpha_x \cdot J_x^{n+1/2} + \beta_x \cdot \left[ E_x^{n+1/2} + E_x^{n+1/2} \right] \\
(3.24)
\]

and the Lorentz model coefficients are

\[
P_x^{n+1/2} = \zeta_x \cdot \left[ E_x^{n+1/2} + E_x^{n+1/2} \right] + \tau_x P_x^{n+1/2} - \rho_x P_x^{n+1/2} \\
(3.25)
\]
where

\[
\alpha_x = \left(1 - \frac{\Delta_t \Gamma_r}{2}\right), \quad \beta_x = \left(1 + \frac{\Delta_t \Gamma_r}{2}\right), \quad \Omega_x = \left(\frac{\varepsilon_x}{\varepsilon_r} + 1 + \frac{\Delta_t \beta_x}{2 \varepsilon_0 \varepsilon_r}\right), \quad \zeta_x = \frac{\Delta_t^2 \Delta \varepsilon_L \omega_p}{\left(1 - \Delta_t \Gamma_L + \frac{\Delta_t^2}{2} \omega_L^2\right)},
\]

\[
\tau_x = \frac{2 + \Delta_t \Gamma_L - \frac{\Delta_t^2}{2} \omega_L^2}{1 + \Delta_t \Gamma_L + \frac{\Delta_t^2}{2} \omega_L^2}, \quad \rho_x = \frac{1}{1 + \Delta_t \Gamma_L + \frac{\Delta_t^2}{2} \omega_L^2}
\]

Using equations (3.23) – (3.25) it is straightforward to derive equations for \(y\), and \(z\)-direction electric fields for the 3D FDTD method. Although an ADE formulation of the CPML ABC has been reported [29], it is possible to use the conventional CPML formulation, provided that the LD model is only applied to the structure modelled and ABCs are placed sufficiently far away.

The LD model has been implemented in the 3D FDTD leapfrog algorithm. The FDTD algorithm is updated to include the updating coefficients of the LD model in the \(x\), \(y\), and \(z\) components of the electric fields, whereas the updating coefficients of the magnetic fields remain unchanged. The algorithm for the LD model evaluates the magnetic field updating equations as previously described in Section 2.11, including the CPML ABCs updating equations. The electric field updating equations are then evaluated using equation (3.23). However, the previous value \(\left(E_{n}^{x}\right)\) and the current value \(\left(E_{n+1}^{x}\right)\) of the electric fields are stored in memory. These values are then used to calculate the updating equations of the LD model parameters using equations (3.24) and (3.25), directly after the electric field updating equations have been evaluated.

The most important aspect of any model describing dispersive materials is the choice of parameters based on the wavelength range that will be used in the numerical analysis. Several studies have been published using one specific model or a combination of the three with a number of Lorentz or Drude terms over a broad spectrum of frequencies [30-32].
In order to validate and check the Drude model implementation of the 3D FDTD method, the microstrip structure presented in Section 3.9 has been simulated. The Drude model parameters for the microstrip line (Au) were set to $\omega_{pd} = 2.7 \times 10^{14}$ Hz, $\Gamma_D = 1.4 \times 10^{11}$ Hz, and dc conductivity variance $\sigma_0 = 7.34 \times 10^6$ Sm$^{-1}$ [33]. The effective permittivity of the microstrip was then calculated using equation (3.19), by taking the ratio of the DFT of the electric field at different locations with separation $L$. The effective permittivity is then plotted in Figure 3.41 and the results are consistent with Zhang et al. [18].

![Figure 3.41. Effective permittivity of microstrip using the Drude model.](image)

### 3.11 Summary

This chapter considered the numerical implementation of the FDTD solution using various formulations and ABCs to illustrate the fundamental concepts of the FDTD numerical solution to Maxwell’s equations presented in Chapter 2. To begin with, the 1D FDTD wave propagation for the electric and the magnetic field has been presented and calculations of practical examples were provided. The FDTD computational solution has been extended to the two-dimensional formulation where examples of wave propagation and parameter extraction have been presented for both the TE and the TM modes. Also the three-dimensional implementation of the FDTD method has been presented with numerical analysis.
of various structures with distinct properties and using a number of ABCs to terminate the FDTD computational domain.

Moreover in this chapter numerical dispersion and stability conditions have been presented that should be taken into consideration when modelling using the FDTD method. Specifically the effect of numerical dispersion has been studied compared with the ideal dispersion case, and how the numerical phase velocity changes with an oblique angle of incidence of a plane wave. In this context the TF/SF formulation has been presented with numerical analysis and simulated examples of structures, as well as parameter extraction such as transmission and reflection coefficients, and the Poynting vector calculation, for the 2D and the 3D FDTD method.

Absorbing Boundary Conditions have been extensively studied to enhance the FDTD method as a numerical analysis tool not only to reduce numerical dispersion artefacts or the reflection of wave from outer boundaries to the computational space, but also to simulate the computational grid extending to infinity and eliminate the problem of reflection effects from waves impinging the outer boundaries at oblique angles. In this chapter different ABCs and absorbers have been simulated and compared for performance, such as Berenger’s PML and Mittra’s CPML.

Furthermore, the FDTD method formulation has been extended to model other types of structures such as linear and nonlinear electronic circuits. Also lumped elements have been introduced in the FDTD method such as resistors, capacitors, and diodes. Finally, using the FDTD method as a simulation tool, electronic-circuit models of stripline and microstrip have been presented. Scattering and dispersion parameters have been calculated and plotted and numerical examples of parameter extraction and have been illustrated.
Finally, in order to obtain results for dispersion parameters and taking into account the dispersive nature of the materials used and specifically the microstrip line, the Lorentz-Drude model was implemented in the FDTD method using the ADE to transform the frequency domain curl equations to time-domain finite-difference equations. The method was used to model the microstrip structure using Drude parameters from published results. The Drude results were used to obtain dispersion parameters, such as the effective permittivity, attenuation constant and characteristic impedance of a microstrip.

In the next chapter, a rigorous numerical analysis of microstrip structures at Terahertz frequencies is presented, using the underlying theory presented in Chapter 2 and the simulation techniques and parameter extraction and calculation presented in this chapter.
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Chapter 4

Microstrip at Terahertz Frequencies

Microstrip circuits and microstrip transmission lines have been used extensively for generating and processing of signals at microwave and millimetre wave frequencies. Traditionally microstrip circuits are constructed using a metal transmission line fabricated on a dielectric substrate. Although numerous designs on different dielectrics have been reported regarding the characteristics of microstrip band-stop filters at microwave frequencies, however, the field is relatively new at terahertz frequencies.

Although, the terahertz frequency range remained one of the least developed spectral regions, during the past decade a surge of activity has advanced its potential for a wide range of applications. The importance of terahertz radiation lies in the development of innovative sensing systems, ultrafast, wireless communications, scanning systems, and assay devices for medical applications to name just a few [1]. Remarkable progress in terahertz technology has led to the development of sensors particularly for biomedical applications [1]. Recently a number of terahertz frequency range band-stop filters have been reported [2-4]. The characterisation of terahertz filters is achieved by embedding the filter in a microstrip line and applying terahertz time-domain spectroscopy (TDS). TDS is widely used to obtain terahertz frequency-dependent properties, such as the refractive index and the transmission or reflection coefficients of materials loaded on the terahertz filters. The range of materials that
could be used to obtain their properties includes crystalline semiconductors, chemical compounds and biological materials such as hybridized and denaturised DNA, all of which exhibit different dielectric constants at terahertz frequencies [2, 5].

The Finite Difference Time Domain (FDTD) method has been regarded as a versatile, useful and widely used electromagnetic tool. The performance of the FDTD method is embellished with the development of new algorithms to cope with a wide variety of EM problems, as well as different boundary conditions, such as ABCs [6]. These algorithms have been presented in Chapter 3. In the following sections of this Chapter a rigorous analysis of microstrip structures at terahertz frequencies will be presented, taking into account a number of parameters and how these parameters affect the performance of the microstrip.

4.1 Microstrip with Polymer Dielectric

Thin-film microstrip lines (TFMS) with a polymer dielectric placed between the ground and the conductor (microstrip) or polymer-based sandwich microstrip lines have been investigated in the past for sub-millimetre and millimetre-wave interconnects for ultrafast microelectronic circuits. Devices of this type exhibit low dispersion properties and losses for frequencies up to 1.5 THz and are attractive as transmission line elements for GHz frequencies [7]. Recently these types of device have also been investigated for rapid terahertz sensing applications, such as genetic diagnostics [8] and detecting single stranded or hybridized DNA [9, 10].

Specifically, the geometry of the thin-film microstrip structure under consideration is a 30 μm-wide Au (gold) and 4 mm in length microstrip line. In terms of fabrication, a thin layer of 500 nm of Ti/Au is deposited onto a high conductivity (5 Ω cm) Si (silicon) wafer. A 6 μm-thick polymer substrate made of benzocyclobutene (BCB) is then spun-on. The BCB is an organic material showing stable permittivity values and low losses over a wide range of frequencies, with \( \varepsilon_r = 2.57 \) at 400 GHz, with little variation for the frequency
range between 10 GHz and 1.5 THz [11, 12] and with negligible modal dispersion within this frequency range [7]. The microstrip line and filters were deposited on the BCB by thermal evaporation. All metal layers are taken as 0.5 μm thick. Design and fabrication of these TFMS are explained in detail in [3, 11]. The following diagram illustrates the geometry of the structure under consideration:

![Diagram of microstrip structure](image)

**Figure 4.1.** Geometry of the microstrip structure (not to scale).

The microstrip presented in Figure 4.1 has been simulated using the 3D FDTD method. The material parameters of the microstrip used in the simulation were for the BCB dielectric $\varepsilon_r = 2.57$, for gold (Au) the relative permittivity was set to $\varepsilon_r = 1$ and the electric conductivity was set to $\sigma = 7.34 \times 10^6$ S/m [13]. The width of the structure (300 μm) was selected in order to accommodate the filter stubs that could be loaded on the microstrip, as described in Section 4.2, as well as restricting the size of the computational window. The silicon (Si) cladding has been modelled using CPML ABCs. The microstrip is surrounded by 8 CPML thick cells in all directions. The microstrip is extended into the CPML walls in both the $x$-direction and $y$-direction, to simulate an infinitely wider BCB substrate and an infinitely long microstrip line respectively. In the $z^+$-direction 40 cells of free space were used above the microstrip, with relative permittivity $\varepsilon_r = 1$ and permeability $\mu = 1$, and the computational domain was terminated with CPML ABCs. In the $z^-$-direction the lower gold (Au) metal layer is used as a ground plate, and the silicon wafer (Si) is simulated by extending the layer in the CPML
boundary conditions. The CPML conductivity profile factor was set to $\sigma_{\text{factor}} = 1.3$, and the PML order was set to $n_{\text{pml}} = 3$. The inner-domain CPML interface parameters were set to $\kappa_{\text{max}} = 10$, and $\alpha_{\text{max}} = 0.05$, the theory of which was presented in Section 2.11. The parameters used for the FDTD grid were set to $\Delta x = 1 \, \mu\text{m}$, $\Delta y = 2 \, \mu\text{m}$, and $\Delta z = 0.5 \, \mu\text{m}$, and a CFL factor of $S = 0.9$. A Gaussian pulse was used to source the FDTD grid over the 30 $\mu\text{m}$-width microstrip, with number of cells per wavelength $n_{\text{cl}} = 20$, which denotes the proportion of the highest frequency wavelength to the unit cell size, such that $f_{\text{max}} = c/(n_{\text{cl}} \Delta s_{\text{max}})$, where $\Delta s_{\text{max}}$ is the maximum of the cell dimensions ($\Delta x, \Delta y, \Delta z$). The simulation was allowed to run for 6000 time steps with $\Delta t = 1.3102 \times 10^{-3}$ ps. The transmission parameters across the 4 mm-long microstrip are calculated and the insertion loss is plotted, where $V_{\text{in}}(\omega)$ and $V_{\text{out}}(\omega)$ are the DFT of the voltages at the input and output of the microstrip [2]:

$$S_{21} = -20 \log \left[ \frac{V_{\text{in}}(\omega)}{V_{\text{out}}(\omega)} \right]$$  \hspace{1cm} (4.1)$$

The following figures present the transmission parameters and the dispersion parameters of the microstrip structure. The calculation of microstrip dispersive characteristics and parameters has been discussed in Section 3.9. The time variations of the z-directed electric field at six different positions, between 160 $\Delta y$ and 260 $\Delta y$ with 20 $\Delta y$ spacing, along the axis of propagation and the dispersive properties of the microstrip are illustrated in Figure 4.2. The electric fields illustrated in Figure 4.2 indicate that the pulses decrease in amplitude and increase in pulse width, with increasing propagation length, as a result of the attenuation and dispersion.
The DFT of the electric fields have been used to calculate the transfer function of the microstrip based on the theory developed in section 3.20, where the effective permittivity is given by equation (3.20). The effective permittivity calculated here is plotted in Figure 4.3. It can be observed that as the frequency increased the effective permittivity also slightly increased in almost linear manner. The trend is similar in nature to the effective permittivity of BCB reported in [8].
The characteristic impedance and the propagation constant are thus calculated by using the DFT of the sampled electric fields. The following figure illustrates how the characteristic impedance and the complex propagation constant change over the frequency range of 0.6 – 1.3 THz. The characteristic impedance is calculated by monitoring the voltage across the monitor and the current flowing through the monitor along the axis of propagation of the microstrip during the time-stepping algorithm as described in Section 3.5. The complex propagation constant is calculated by using the DFT of the electric fields at two different locations with separation distance 20 μm, using equations (3.17) and (3.18).
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**Figure 4.4.** Frequency dependence of characteristic and propagation constant for microstrip structure at terahertz frequencies.

In order to validate the stability and accuracy of the simulations, the structure illustrated in Figure 4.1 has been simulated using the 3D FDTD method using different parameters for the 3D FDTD grid. The parameters used for the FDTD grid were set to Δx = 1 μm, Δy = 2 μm, and Δz = 0.25 μm, and a CFL factor of S = 0.9. A Gaussian pulse was used to source the FDTD grid over the 30 μm-width microstrip, with number of cells per wavelength $n_{cλ} = 20$. The simulation was allowed to run for 8000 time steps with $Δt = 7.228 \times 10^{-4}$ ps. The simulation was also repeated for a FDTD cell size of Δx = 1 μm, Δy = 2.5 μm, and Δz = 0.25 μm. The simulation was allowed to run for 8000 time steps with $Δt = 7.247 \times 10^{-4}$ ps. The transmission parameters across the microstrip line have been calculated using equation (4.1). The insertion loss for the different FDTD grid parameters is plotted in Figure 4.5(a) below. The insertion loss presented in
Figure 4.5(a) is the result of the finite propagation velocity, attenuation, and
dispersion of the Gaussian pulse propagating along the microstrip line. Also, the
DFT of the electric fields sampled at six different positions between $160 \Delta y$ and
$260 \Delta y$ with $20 \Delta y$ spacing along the axis of propagation have been used to
calculate the effective permittivity of the microstrip. The effective permittivity is
plotted in Figure 4.5(b) for the different FDTD grid parameters.
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*Figure 4.5. Insertion loss and effective permittivity of microstrip line
for different FDTD cell parameters for $\Delta x = 1 \mu m$.*

Given the results presented in Figure 4.5 it is shown that by changing the
FDTD cell parameters in order to obtain a finer mesh for metal layers, in this case
can have a small effect in the calculation of different transmission and dispersion
parameters. However, the differences are minute with maximum error 0.85%, thus
the stability and accuracy of the FDTD simulation results is ensured. It should be
noted, that by decreasing the size of the Yee cell, the size of the mesh is also
increasing, thus allowing more FDTD grid cells to be allocated for layers that
would have been sampled with one cell thickness, at the cost of computational
resources and in particular memory, as well as total simulation time.

### 4.2 Microstrip Band-stop Filters

Terahertz band-stop filters embedded in a microstrip line have been employed for
sensing and detection applications. The filter design under consideration allows
cascading filters to be employed on the same microstrip line. In this section a set
of frequency range filters are presented with their respective properties at terahertz frequencies [2, 3].

The microstrip structure presented in the previous section is used to demonstrate the effect of terahertz band-stop filters on the characteristic properties of the microstrip. Initially a stub filter has been placed in the centre of the microstrip structure, 2 mm away from the source. The stub filter designed for operation at the terahertz frequency range has a characteristic resonance at a frequency given by $v_p/4l$, where $l$ is the length of the stub filter, and $v_p$ is the phase velocity of the filter [2]. Given the effective parameters calculated in the previous section as the phase velocity $v_p = c/\sqrt{\varepsilon_{eff}}$, an 83 µm-long stub filter is expected to yield a resonance frequency of 595 GHz. The following diagram shows the new geometry of the microstrip.

![Diagram showing new geometry of microstrip structure and band-stop filter](image)

**Figure 4.6.** Geometry of the microstrip structure and band-stop filter (not to scale).

The microstrip structure with the terahertz filter illustrated in Figure 4.6 has been simulated using the 3D FDTD method. The material parameters of the microstrip and the ABCs used in the simulation were exactly the same as previously described, where the BCB dielectric relative permittivity is set $\varepsilon_r = 2.57$, for gold (Au) the relative permittivity was set to $\varepsilon_r = 1$, the electric conductivity was set to $\sigma = 7.34 \times 10^6$ S/m, and for free space the material
parameters were set to $\varepsilon_r = 1$ and $\mu = 1$. The CPML conductivity profile factor was set to $\sigma_{\text{factor}} = 1.3$, and the PML order was set to $n_{\text{pml}} = 3$. The inner-domain CPML interface parameters were set to $\kappa_{\text{max}} = 10$, and $\alpha_{\text{max}} = 0.05$. In this case the microstrip line is shifted towards the $x^+$-direction in order to accommodate the 83 $\mu$m filter stub on the BCB substrate as shown in the Figure 4.6. The parameters used for the FDTD grid were modified to model the 5 $\mu$m width of filter, such that $\Delta x = 1\mu m$, $\Delta y = 5\mu m$, and $\Delta z = 0.5\mu m$, and a Courant factor of $S = 0.9$. A Gaussian pulse was used to source the FDTD grid over the 30 $\mu$m-width microstrip, with number of cells per wavelength $n_{\text{c}l} = 20$, which denotes the proportion of the highest frequency wavelength to the unit cell size, such that $f_{\text{max}} = c/(n_{\text{c}l} \Delta x_{\text{max}})$, where $\Delta x_{\text{max}}$ is the maximum of the cell dimensions ($\Delta x, \Delta y, \Delta z$). The simulation was allowed to run for 13,000 time steps with $\Delta t = 1.0007 \times 10^{-3}$ ps. Two monitors were placed before and after the filter stub at 1.5 mm and 2.5 mm away from the source, to capture the sampled voltages. The simulation on an Intel i5 Quad Core 3.30 GHz CPU with 16 GB of RAM took 1118.26 minutes (approximately 18.6 hours) or on an AMD Opteron 250 Dual Core CPU with 6 GB of RAM 3373.03 minutes (approximately 56.21 hours) to complete. The transmission parameters across the filter are calculated and the insertion loss is plotted based on (4.1) using the DFT of the voltage sampled at the monitors.

![Figure 4.7](image)

**Figure 4.7.** Insertion loss of the microstrip transmission line and microstrip loaded with filter structure.
The result plotted in Figure 4.7 shows the average loss of the microstrip line without the filter over the frequency range between 0.2 THz and 1.2 THz. Also, the figure clearly indicates a peak loss of -30 dB at 595 GHz for the 83 μm long stub for the terahertz filter. These results are in good agreement with measured results reported in [2], although at lower frequencies the insertion loss in the FDTD simulation is slightly higher than the measured values. This difference is a likely consequence of not taking into consideration to the frequency dependent parameters of the metal (Drude model).

Furthermore, the electric field distributions have been sampled at 1 THz for the single filter stub at various points along the direction of propagation. The sampled electric fields are presented in Figure 4.8 below, where the insets illustrate the position of the electric field monitor along the microstrip line. In Figure 4.8(a) the electric field distribution $E_x$ is illustrated for the microstrip line sampled at 1 THz, before the filter stub 1 mm away from the source. The white lines illustrate the microstrip line and the filter stub, as well the BCB substrate, the red lines indicate the CPML boundary conditions. The figure shows that the electric field concentration is observed on the left and right edge of the microstrip line. In Figure 4.8(b), the electric field distribution $E_x$ is illustrated for the filter stub and the microstrip line sampled at 1 THz. In this case, the figure shows that the electric field concentration is observed on the edge of the filter stub and the right edge of the microstrip line. Similarly, the electric field distributions are presented for the $E_z$ electric field sampled at 1 THz. The electric field concentration in this case is observed between the microstrip line and the BCB substrate, in Figure 4.8(c), whereas for the filter stub, the electric field concentration is observed between the filter stub and the BCB, with stronger field concentration on the edge of the stub, and between the microstrip line and the BCB flowing towards the filter stub, as illustrated in Figure 4.8(d). The electric field concentrations for the microstrip line are consistent with the results presented in [14].
Figure 4.8. Electric field distributions sampled at 1 THz for the microstrip line and the filter stub.

The 3D FDTD simulation for the structure illustrated in Figure 4.6 has been simulated using the 3D FDTD method with grid cell parameters $\Delta x = 1 \mu m$, $\Delta y = 5 \mu m$, and $\Delta z = 0.5 \mu m$. To ensure the stability and accuracy of the results, the simulation has been repeated for different parameters for the 3D FDTD grid. The parameters used for the FDTD grid were set to $\Delta x = 1 \mu m$, $\Delta y = 5 \mu m$, and $\Delta z = 0.25 \mu m$, and a CFL factor of $S = 0.9$. A Gaussian pulse was used to source
the FDTD grid over the 30 µm-width microstrip, with number of cells per wavelength $n_{c,\lambda} = 20$. The simulation was allowed to run for 26 185 time steps with $\Delta t = 7.247 \times 10^{-4}$ ps. The simulation was also repeated for a FDTD cell size of $\Delta x = 1 \mu m$, $\Delta y = 2.5 \mu m$, and $\Delta z = 0.25 \mu m$. The simulation was allowed to run for 26 300 time steps with $\Delta t = 7.276 \times 10^{-4}$ ps. The transmission parameters across the microstrip line have been calculated using equation (4.1). The insertion loss for the different FDTD grid parameters is plotted in Figure 4.9.

\begin{figure}[h]
\centering
\includegraphics[width=0.7\textwidth]{figure49.png}
\caption{Insertion loss and effective permittivity of microstrip line for different FDTD cell parameters for $\Delta x = 1 \mu m$.}
\end{figure}

Given the results presented in Figure 4.9, the peak insertion loss of the FDTD simulations for a single filter stub with different FDTD grid cell dimensions is at 595 GHz, with minimum insertion loss at -31 dB and the maximum insertion loss observed is -33 dB. The differences between the different FDTD grid parameters simulations are again small, thus the stability and accuracy of the FDTD simulation results is ensured.

Several band-stop filters can be loaded on the same microstrip line, each with a different centre frequency. For sensing applications the resonance frequency of each stub should be sufficiently separated across the terahertz frequency range. It has been reported that cascaded filters have been fabricated and loaded with dielectric material to model sensing and detection applications at
terahertz frequencies [3]. A set of cascaded filters have been modelled using the 3D FDTD method. Each stub is embedded on the microstrip line previously described. In this case the length of each filter has been chosen to give significantly different centre frequencies. The length of the stubs have been set to 194 µm and 82 µm with the fundamental centre frequencies at 260 GHz and 600 GHz respectively, given by $v_p/4l$, and as presented in [3]. The stubs have been placed at the centre of the microstrip with 400 µm spacing. The geometry of the new structure is illustrated in Figure 4.10.

The microstrip structure with the terahertz filter illustrated in Figure 4.10 has been simulated using the 3D FDTD method. The material parameters of the microstrip and the ABCs used in the simulation were exactly the same as previously described. The microstrip line is shifted towards the $x^+$-direction in order to accommodate the 194 µm filter stub on the BCB substrate as shown in Figure 4.10. The simulation parameters used for the FDTD computational grid remained the same as in the previous simulation. Two monitors were placed before and after the filter stubs to capture the sampled voltages. The transmission parameters across the filter are calculated and the insertion loss is plotted.
The insertion loss plotted in Figure 4.11 for the terahertz filters show the terahertz transmission through the cascade filters. The two resonances appearing at 264.5 GHz and 596 GHz correspond to the fundamental modes of the two filters, with length 192 μm and 82 μm, respectively. The third resonance at 793.5 GHz corresponds to the third harmonic of the lower-frequency filter, and the fourth resonance at 1.32 THz corresponds to the fifth harmonic of the lower-frequency filter. Since the length of each stub (l) determines the centre frequency of its resonance, which is given by $v_p/4l$, only odd harmonics resonate, whereas even harmonics will not, because this will change the centre resonating frequency of the stubs. In addition, the 82-μm filter now presents an insertion loss peak value of -55 dB, as opposed to its previous value of -30 dB, when the simulation was carried out for a microstrip with only one filter. The 3D FDTD numerical simulation results are in good agreement with measured results in [3].

Given the microstrip structure with the array of stubs shown in Figure 4.10, the first stub (194 μm) has been replaced with a filter of length 82 μm, identical to the second stub as illustrated in Figure 4.12. The new microstrip structure simulated using the 3D FDTD method. The material parameters of the microstrip and the ABCs used in the simulation were exactly the same as previously described. The simulation parameters used for the FDTD computational grid remained the same as in the previous simulation, as well as the
position of the microstrip line. Two monitors were placed before and after the filter stubs to capture the sampled voltages. The transmission parameters across the filter are calculated and the insertion loss is plotted.

Figure 4.12. Geometry of the microstrip structure and band-stop filters cascade (not to scale).

The insertion loss plotted in Figure 4.13 for the identical terahertz filters show the terahertz transmission through the cascade filters. Instead of two resonances appearing, in this case a sharper resonance peak appears at 600 GHz with an insertion loss value of -69.90 dB, and without the appearance of other harmonics. The full-width half-maximum (FWHM) for the two identical filter stubs is 91 GHz, whereas the FWHM value of the microstrip line loaded with a single filter (83 μm) is 87 GHz.
4.3 Microstrip with Polystyrene Coating

It has been reported that a metal-coated hollow glass waveguide (HGW) with an inner silver/polystyrene-coating is considered for the better understanding of the various loss mechanisms and subsequently design optimization of a low-loss THz waveguide [15]. The deposition of low-loss material, such as polystyrene on the metal surface of hollow-core metallic waveguides for THz radiation, reduces effectively the attenuation. In this section, the effect of the presence of the above material, along the metal surface of the microstrip line, on the propagation, attenuation characteristics and frequency response in band-stop filter design, is investigated, and the results are presented. Furthermore, the effect of polystyrene coating in different geometries of the microstrip line and filters is also presented, such as variation of the width of the microstrip, the thickness of the BCB substrate, and the thickness of the polystyrene coating. The microstrip geometry under consideration is illustrated below for a single stub.

Figure 4.13. Transmission parameters of the microstrip filter array with identical filters.
Figure 4.14. Geometry of the microstrip structure with single filter, and polystyrene coating (not to scale).

The microstrip structure with the polystyrene coating illustrated in Figure 4.14 has been simulated using the 3D FDTD method with CPML ABCs. The material parameters of the microstrip and the ABCs used in the simulation were exactly the same as described in the previous section. The microstrip line has been coated with polystyrene with relative permittivity $\varepsilon_r = 2.4967$ with small losses of less than $1.5 \text{ cm}^{-1}$ for frequencies less than 4 THz [16]. The parameters used for the FDTD grid were modified to model the thickness $t_{ps}$ of the polystyrene coating with 1 μm increments, such that $\Delta x = 1 \mu m$, $\Delta y = 5 \mu m$, and $\Delta z = 0.25 \mu m$, and a Courant factor of $S = 0.9$. A Gaussian pulse was used to source the FDTD grid over the 30 μm-width microstrip. The simulation was allowed to run for 20,000 time steps with $\Delta t = 1.0007 \times 10^{-3}$ ps. Two monitors were placed before and after the filter stub to capture the sampled voltage.

The transmission parameters across the filters and under the polystyrene coating have been calculated using the method described in Section 4.1. The microstrip structure has been modelled for a range of polystyrene thickness ($0 - 15 \mu m$) without changing the length of the filter attached to the microstrip line. The insertion loss $S_{21}$ for the coated microstrip with single filter has been evaluated and plotted in the figure below.
In Figure 4.15, the insertion loss is plotted against the PS coating thickness for the 600 GHz filter [17]. As the value of the polystyrene thickness increases there is slight shift in the resonance frequency of the filter from 600 GHz to 580 GHz. The interaction of the electric field with the deposited dielectric material leads to the observed change in the filter resonant frequency and insertion loss. The electric field is almost fully enclosed within the dielectric layer causing the addition of PS coating to have incrementing less impact on the resonant frequency. The insertion loss peak value is also affected with the deposition of polystyrene coating. The effect of polystyrene coating on the microstrip, regarding the shift in frequency and the slight change in the insertion loss peak values, is illustrated in the expanded view of Figure 4.15 in Figure 4.16 below. As the polystyrene coating is increasing, the insertion loss peak values are decreasing towards −29 dB at ~586 GHz. After that threshold, the insertion loss peak values are increasing for higher values of polystyrene coating thickness reaching −30 dB at 580 GHz for 15 μm of polystyrene coating.
Furthermore, the relationship between the maximum insertion loss observed by simulating the microstrip structure with different thickness of PS coating and the full-width half-power (FWHP) bandwidth for a sinusoidal pulse with frequency 1 THz, is illustrated in Figure 4.17. As the PS coating increases the maximum insertion loss is observed at 5 μm of PS coating, whereas the resonance frequency of the 600 GHz filter is almost linearly decreasing as the PS coating thickness is increasing. In terms of the FWHP bandwidth, as the PS coating is increasing, the FWHP bandwidth follows a similar trend as the maximum insertion loss, with local minima at 5 μm. Also, the FWHP bandwidth for a sinusoidal pulse is increasing for a PS coating of up to 8 μm, and after that it is gradually decreasing. As the PS coating is increasing the electric field is confined in the dielectric layer. The addition of PS coating is causing a shift in the insertion loss and the FWHP bandwidth due to the confinement of the electric field. The deposition of more PS coating is causing the electric field to be almost fully enclosed in the dielectric layer, leading to a decrease in the maximum insertion loss. In terms of the FWHP bandwidth, the addition of PS coating is causing a shift in the FWHP bandwidth up to 8 μm. Further deposition of PS coating is having an incrementally less effect on the FWHP.
Figure 4.17. Relationship between maximum insertion loss and (a) resonance frequency, and (b) FWHP power bandwidth, for different values of polystyrene thickness (0 – 15µm).

The microstrip structure with the polystyrene coating illustrated in Figure 4.18 has been simulated using the 3D FDTD method with CPML ABCs. In this case two filters of different length, 194 µm and 82 µm respectively, were attached at the centre of the microstrip line, in a distance of 400 µm from each other. The material parameters of the microstrip and the ABCs used in the simulation were exactly the same as previously described. The microstrip line has been coated with polystyrene with relative permittivity \( \varepsilon_r = 2.4967 \). The parameters used for the FDTD grid were modified to model the thickness \( t_{ps} \) of the polystyrene coating with 1 µm increments, such that \( \Delta x = 1 \) µm, \( \Delta y = 5 \) µm, and \( \Delta z = 0.5 \) µm, and a Courant factor of \( S = 0.9 \). A Gaussian pulse, 30 µm wide, was used to source the FDTD grid with number of cells per wavelength \( n_{c\lambda} = 20 \). The simulation was allowed to run for 20 000 time steps with \( \Delta t = 1.0007 \times 10^{-3} \) ps. Two monitors were placed before and after the filter stubs to capture the sampled voltages.

The transmission parameters across the filters and under the polystyrene coating have been calculated using the method described in Section 4.1 using the DFT of the sampled voltages over a frequency of 200 – 1500 GHz. The microstrip structure has been modelled for a range of microstrip widths (16 – 30µm) without changing the length of the filters attached to the microstrip line. The insertion loss \( S_{21} \) for the filter cascade has been evaluated for each microstrip width.
In Figure 4.19 the insertion loss of the microstrip loaded with PS coating clearly shows a change in the value of the insertion loss. As the PS coating is increased the insertion loss peak value for the 600 GHz filter decreases for the microstrip line with 30 μm width. In order to observe the shifts in frequency as the PS coating is increased, in Figure 4.20 an expanded view of the 600 GHz filter is plotted.

Figure 4.19. Insertion loss of the microstrip (W = 30 μm) for different values of polystyrene coating.
The effect of polystyrene coating on the microstrip and specifically on the 600 GHz filter, regarding the shift in frequency and the slight change in the insertion loss peak values, is illustrated in Figure 4.20. As the polystyrene coating is increasing towards 2 μm, the insertion loss peak value is only slightly decreased towards -54 dB at 596 GHz. With a thickness of 5 μm of polystyrene coating, the insertion loss peak values change rapidly, reaching -49 dB with 0.5 GHz shift in frequency.

Similarly, for the 1.32 THz harmonic frequency the effect of polystyrene coating is illustrated in Figure 4.21. In this case, as the polystyrene coating is increasing towards 2 μm, the insertion loss peak value is only slightly decreased from -25 dB towards -23 dB. With the addition of 5 μm of polystyrene coating, the insertion loss peak values changes to -22 dB with 2.5 GHz shift in frequency.
Figure 4.21. Effect of polystyrene coating on the 1.32 THz harmonic for a microstrip width of $W = 30 \, \mu m$.

The effect of changing the microstrip width to the 600 GHz filter is shown in Figure 4.22. As the width of the microstrip line is changing, the resonant frequency of the filter is shifted for a microstrip structure without any polystyrene coating ($t_{ps} = 0$). This is due to the change of the ratio between the width of the microstrip and the height of the dielectric ($W/d$), which is related to the effective dielectric constant of the microstrip [18]. The effective dielectric constant can then be used to evaluate the phase velocity $v_p = \sqrt{\varepsilon_{eff}} / c$ and, as the length of the stub resonates at a frequency given by $v_p / 4l$, a change in phase velocity would result in a frequency shift.

Figure 4.22. Frequency shift of the 600 GHz filter for different values of microstrip width ($16 - 30 \, \mu m$) for $t_{ps} = 0$. 
Moreover, the microstrip structure has been modelled using PS coating on the microstrip line. The following results in Figure 4.23 illustrate the effects of the thickness of PS coating on the filter array. For each case of microstrip width (16 – 30 µm) the thickness of PS coating has been varied from 1 µm to 10 µm. The results of the insertion loss calculated, using (4.1), of the filter cascade over the 200-1500 GHz frequency spectrum is plotted for different values of PS coating in Figure 4.24. The frequency shift observed due to the presence of PS coating is also consistent with loading the filters with dielectric coating [3].

The effect on the propagation characteristics of the device of a polystyrene layer along the top of the metal layer for the 600 GHz filter is illustrated in Figure 4.23. In this case, as the polystyrene thickness increases for the different values of width (16 – 30 µm) of the microstrip, the insertion loss peak values are reduced reaching a threshold after the deposition of 6 µm of polystyrene coating. As the thickness of the PS coating increases above 3 µm, the electric field confinement in the dielectric layer is causing a decrease in the minimum insertion loss.

The minimum insertion loss of the microstrip structure is also evaluated for the corresponding microstrip widths and PS coating. For a microstrip width of 28 µm a sudden increase in the minimum insertion loss occurs, with little change on the deposition of PS film on the microstrip line, whereas for 25 µm the...
minimum insertion loss is recorded for the 600 GHz filter. The results are illustrated in Figure 4.24.
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**Figure 4.24.** Minimum insertion loss of the microstrip for different values of polystyrene coating and microstrip line widths for the 600 GHz filter.

Similarly, for the 800 GHz resonance, the effect on the propagation characteristics of the device of a polystyrene layer along the top of the metal layer using the FDTD is illustrated in Figure 4.25. For a polystyrene thickness of 2 µm, the insertion loss is increased for the 24 µm – 30 µm width of the microstrip. However, as the polystyrene thickness increases, the insertion loss of the above material reaches the value obtained for the structure without the polystyrene film. As the polystyrene thickness increases further, then the insertion loss increases much above the corresponding value obtained for the structure without the above film deposition, as illustrated in Figure 4.25.
Finally, the effect of varying the height of the dielectric substrate (BCB) is studied with respect to the change in insertion loss and shift of the resonance frequency for the 600 GHz filter. The results are plotted below in Figure 4.26 as the height of the BCB substrate increases, the insertion loss remains relatively the same, whereas a sudden increase occurs at 8.5 μm, after which the insertion loss is rapidly decreasing as the BCB height reaches 10 μm. As the height of the BCB substrate increases at 8.5 μm, the electric field confinement in the dielectric layer is reduced, causing an increase in the minimum insertion loss. Regarding the frequency shift of the 600 GHz filter, as the BCB height increases there is a constant shift in frequency, which is related to the change of the ratio between the width of the microstrip and the height of the dielectric ($W/d$) [18].

Figure 4.25. Minimum insertion loss of the microstrip for different values of polystyrene coating and microstrip line widths for the 800 GHz resonance.
4.4 Drude Model Dispersion Parameters

The Drude model has been used to model the microstrip structure presented in Section 3.10 using the 3D FDTD method. The microstrip structure has been modelled without attaching any filters to the microstrip line. The microstrip line has been simulated using a polystyrene coating and varying thickness \( t_{ps} \) from 0 – 1 \( \mu \text{m} \). The structure of the microstrip is illustrated in Figure 4.28.

![Figure 4.26](image)

Figure 4.26. Insertion loss of the microstrip structure and resonant frequency of the 600 GHz filter for different values of BCB height (6 – 10 \( \mu \text{m} \)).

The material parameters of the microstrip used in the simulation were for the BCB dielectric \( \varepsilon_r = 2.57 \). The values of the Drude model parameters for gold (Au) were selected as follows: the relative permittivity was set to \( \varepsilon_r = 9.07 \), the
Drude plasma frequency was set to \( \omega_{pD} = 1.2 \times 10^6 \) rad/s, the Drude damping coefficient was set to \( \Gamma_D = 1.2 \times 10^{14} \) rad/s, and the electric conductivity was set to \( \sigma = 7.34 \times 10^6 \) S/m [19, 20]. The silicon (Si) cladding has been modelled using CPML ABCs. The PS coating relative permittivity was set to \( \varepsilon_r = 2.9 \) with absorption loss 4 cm\(^{-1} \) for the Drude model [21]. The microstrip is surrounded by 15 CPML thick cells in all directions. The microstrip penetrates the CPML walls in the \( x \)-direction and \( y \)-direction, to simulate an infinitely wide BCB substrate and an infinitely long microstrip line respectively. In the \( z^+ \)-direction 40 cells of air were used, with relative permittivity \( \varepsilon_r = 1 \) and permeability \( \mu = 1 \). The CPML conductivity profile factor was set to \( \sigma_{factor} = 1.3 \), and the PML order was set to \( n_{pml} = 3 \). The inner-domain CPML interface parameters were set to \( \kappa_{max} = 10 \), and \( \alpha_{max} = 0.05 \), the theory of which was presented in Section 2.11. The parameters used for the FDTD grid were set to \( \Delta x = 1 \) \( \mu \)m, \( \Delta y = 2 \) \( \mu \)m, \( \Delta z = 0.1 \) \( \mu \)m, and a CFL factor of \( S = 0.9 \). A Gaussian pulse was used to source the FDTD grid over the 30 \( \mu \)m-width microstrip. The simulation was allowed to run for 20 000 time steps with \( \Delta t = 1/c \sqrt{1/\Delta x^2 + 1/\Delta y^2 + 1/\Delta z^2} \). The dispersion parameters of the 4 mm-long microstrip are calculated and the results are presented.

The effective permittivity of the microstrip is calculated using the sampled electric field values monitored across the centre of the microstrip line with separation \( L \). The DFT of the sampled electric field values were calculated for the 0.6-1.3 THz frequency range. The simulation was repeated for a range of PS coating by varying the thickness of the film deposited from 0-1.0 \( \mu \)m. In Figure 4.29 the effective permittivity is plotted for a range of PS coating. As the PS coating thickness increases, the effective permittivity of the microstrip increases almost linearly for the terahertz frequency range.
Figure 4.28. Effective permittivity of the microstrip structure for different values of polystyrene thickness (0 - 1.0 μm).

Furthermore, the characteristic impedance of the microstrip is calculated for the same set of results. The characteristic impedance of the microstrip for the terahertz frequency range is decreasing with frequency, as the deposition of PS coating reduces slightly the value of the characteristic impedance (characteristic impedance of free space is $Z_0 = 377 \, \Omega$). The results are presented in Figure 4.30.

Figure 4.29. Characteristic impedance of the microstrip structure for different values of polystyrene thickness (0 - 1.0 μm).
The effect on the attenuation constant of the device of a polystyrene layer along the top of the metal layer is illustrated in Figure 4.31. The attenuation constant is increasing over the terahertz frequency range, while the PS coating thickness only causes slight changes in the increase of the attenuation of the microstrip structure.

![Figure 4.30. Insertion loss of the microstrip structure for different values of polystyrene thickness (0 - 1.0 μm).](image)

Furthermore, the electric field distributions have been sampled at 1 THz for the plain microstrip using the Drude model at 2 mm away from the source, along the direction of propagation. The sampled electric fields are presented in Figure 4.32 below for the case of the plain microstrip line with no polystyrene coating, and for the case of the microstrip with 0.5 μm of polystyrene coating. In Figure 4.32(a) the electric field distribution $E_x$ is illustrated for the microstrip line sampled at 1 THz, 2 mm away from the source. The white lines illustrate the microstrip line and the filter stub, as well the BCB substrate, the red lines indicate the CPML boundary conditions. The figure shows that the electric field concentration is observed on the left and right edge of the microstrip line. In Figure 4.32(b), the electric field distribution is presented for the $E_z$ electric field sampled at 1 THz. The electric field concentration in this case is observed between the microstrip line and the BCB substrate, with some field concentration on the left and right edge of the microstrip. The results are consistent with the
electric field distributions presented earlier in Figure 4.8. In Figure 4.32(c) and 4.32(d) the electric field distribution are presented for the plain microstrip with 0.5 \( \mu \text{m} \) of polystyrene coating. In this case, the electric field \( E_x \) concentration in Figure 4.32(c) is observed on the left and right edge of the microstrip line, as well as on left and right edge of the polystyrene coating. In Figure 4.32(d), the electric field \( E_z \) concentration is observed between the filter stub and the BCB, with some field concentration on the left and right edge of the polystyrene coating.

(a) Sampled electric field \( E_x \) at 1 THz for the microstrip line with no PS coating.  
(b) Sampled electric field \( E_z \) at 1 THz for the microstrip line with no PS coating.  
(c) Sampled electric field \( E_x \) at 1 THz for the microstrip line with 0.5 \( \mu \text{m} \) PS coating.  
(d) Sampled electric field \( E_z \) at 1 THz for the microstrip line with 0.5 \( \mu \text{m} \) PS coating.

**Figure 4.31.** Electric field distributions sampled at 1 THz for the microstrip line with no PS coating (a – b), and with 0.5 \( \mu \text{m} \) of PS coating (c – d).
4.5 Summary

In this chapter a rigorous analysis of a microstrip structure at terahertz frequencies is presented. The 3D FDTD method with ABCs was used to validate the method as well as the implementation against known results from the literature. Moreover in this analysis PS coating deposition was considered for minimising losses of the microstrip at terahertz frequencies. Also the effects of PS deposition on the microstrip line were studied in conjunction with the effect of changing the microstrip-width to substrate-height ratio. Furthermore, given the above parameters the frequency shift of the filter stubs was also studied as the microstrip parameters changed over a range of PS coating thickness.

The PS coating on the microstrip line was able to produce some good results over a very thin-film deposition [22, 23]. For a microstrip line with a single filter stub with fundamental frequency 600 GHz, the effects of PS coating (0 – 15 μm), caused a shift in frequency of 16 GHz. The PS coating also caused a shift in insertion loss for the filter from -32 dB to -29dB. Similarly, for a microstrip line loaded with two filter stubs with fundamental frequencies 295 GHz and 600 GHz respectively, the PS coating also caused a shift in frequency. In this case for the 600 GHz filter and a PS coating of 0 – 5 μm, the shift was limited to 0.5 GHz. The insertion loss for the 600 GHz filter with respect to a PS coating of 0 – 5 μm, also caused a shift from -55 dB to -50 dB. Also, examining the 1.32 THz harmonic, the effect of PS coating of 0 – 5 μm caused 0.5 GHz shift in frequency and in terms of the insertion loss for the same range of PS coating, a shift of 2 dB.

Moreover, examining the effect of the microstrip width from 16 μm to 30 μm, for a microstrip line loaded with a two filter stubs with fundamental frequencies 295 GHz and 600 GHz respectively, caused an almost linear trend where the fundamental frequency of the 600 GHz filter shifted from 613 GHz to 596 GHz. The effect of PS coating on the microstrip line with the two filter stubs, by varying the width of the microstrip, was also examined. In this case, the insertion loss for a PS coating of 0 – 3 μm and a microstrip width 16 – 30 μm caused a shift of 5 dB for the 600 GHz filter. By increasing the PS coating from 4 – 6 μm, the effect on the insertion loss begins to have less impact on the 600 GHz
filter. Also, for a microstrip width of 28 μm, the effect of PS coating of 0 – 5 μm appears to have negligible effect on the insertion loss of the 600 GHz filter. The insertion loss of the microstrip for different values of PS coating and microstrip widths for the 800 GHz resonance was also examined. For the 800 GHz resonance, a PS coating of 0 – 7 μm caused an increase in insertion loss for a microstrip width between 16 μm and 30 μm, with a maximum insertion loss of -57 dB for a microstrip width of 25 μm and 7 μm of PS coating.

Furthermore, the effect of varying the BCB substrate height was also examined for a microstrip line loaded with a single filter stub with resonant frequency 600 GHz, without PS coating. The effect of the BCB substrate height of 6 – 10 μm caused an almost linear trend in the resonant frequency shift, with a maximum frequency shift of 8 GHz at 10 μm of BCB substrate. In terms of the insertion loss, as the BCB substrate height increased from 6 μm to 7.5 μm, the value remained constant -55 dB. As the substrate height increased to 8 μm, the insertion loss was increased to -67 dB. By increasing the BCB substrate height from 8 μm to 10 μm, the insertion loss was decreased to -37 dB.

Finally, the Drude model implementation was also used to model the microstrip structure with and without one filter stub over a range of PS coating thickness as previously described. Similarly, the Drude model indicated that losses were able to be minimised over a thin layer of PS coating. The Drude model results also showed that a frequency shift was observed for the filter stub, over a limit of very thin layer of PS coating, after this limit the frequency shift was declining.

In the next chapter, a novel low-loss multimode interference device is introduced. The theory behind MMI structures is presented and the low-loss MMI coupler is modelled using the FDTD method. The numerical analysis results are used for parameter extraction and characterisation of the MMI device.
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Chapter 5

Low-loss Multimode Interference Devices for Terahertz Frequencies

Multimode interference (MMI) couplers have been widely used in the design of optoelectronic systems and optical communication networks, as well as building blocks for cascaded integration [1]. The unique characteristics of MMI coupler devices make them an attractive choice for several wavelength-division multiplexing (WDM) systems. In this Chapter, the MMI coupler based on the self-image principle, a well-established device in the optical spectrum, has been implemented successfully on a hollow-core polystyrene coated plasmonic waveguide structure for THz wave transmission. The attractive properties of the proposed scheme demonstrated here, such as low loss, small polarization dependence, and wide bandwidth, makes it attractive for further developments of THz guided-wave devices, such as directional couplers/polarizers and interferometers in the THz frequency band.

5.1 Multimode Interference Couplers

MMI devices have been used to replace directional couplers due to the ease of fabrication, their advantages of being very compact, large fabrication tolerance, wide bandwidth, excellent splitting ratio, as well as low-loss and polarization independence [2]. The properties of MMI coupler devices are based on the self-imaging principle, where the input field profile is reproduced at periodic intervals [2]. These properties spawned a wide range of applications for WDM systems using MMI devices. Among a few are power splitters [3], arrayed waveguide
filters (AWG) [4], MMI-AWG-based multiwavelength lasers [5] and Mach-Zehnder Interferometric switches [6].

MMI devices are based on the self-imaging property [2], where the guided modes of a multimode waveguide are excited and interfere constructively to produce single or multiple images of an input field launched usually via single mode optical waveguides at the one end of the structure, at periodic intervals along the direction of propagation. The number of the modes excited in each MMI structure and consequently the position of the images along the direction of propagation are dependent on the position of the input waveguides in the lateral x-direction, called the interference mechanism [2]. Thus, the self-imaging is a property of multimode waveguides by which an input field profile is reproduced in single or multiple or images at periodic intervals along the direction of propagation of the waveguide [2].

In terms of the guided-mode propagation analysis [2], given a step-index multimode waveguide, the shape of the input field, and consequently the types of images formed at a distance $z = L$ can be determined by the modal excitation, and the properties of the mode phase factor with respect to the mode number $\nu$ given by

$$\exp \left[ j \frac{\nu(\nu + 2)\pi}{3L_{\pi}} L \right]$$ (7.1)

where $L_{\pi}$ is the beat length of the two lowest-order modes. In this case, under certain circumstances, the input field can be reproduced (self-imaging) at a distance $L$. A set of mechanisms exist that allow the self-imaging of the input field, which are independent of the modal excitation, or the self-imaging of the input field is obtained only when exciting certain modes.

The General Interference (GI) mechanism is independent of the modal excitation. Under this mechanism the single and multiple images are obtained at specific multiples of the beat length. Under the GI mechanism, direct and mirror
images of the input field can be formed by general interferences at intervals of odd and even multiples of the length \((3L_\pi)\) in the direction of propagation, where \(L_\pi\) is the beat length of the two lowest-order modes [2]. The GI mechanism principle is illustrated in Figure 5.1, where \(W_M\) is the width of the waveguide, \(n_r\) is the effective refractive index of the ridge, and \(n_c\) is the effective refractive index of the cladding. However, under the Restrictive Interference (RI) mechanism single and multiple images are obtained provided that certain modes are excited alone. On the other hand, the selective modal excitation of the RI mechanism yields to a set of new interference mechanisms the Paired Interference (PI) and the Symmetric interference (SI) mechanism.

![Figure 5.1. MMI waveguide with single image at \((3L_\pi)\), direct single image at \(2(3L_\pi)\), and two-fold images at \(\frac{1}{2}(3L_\pi)\) and at \(\frac{3}{2}(3L_\pi)\).](image)

Under the symmetric interference (SI) mechanism, the first image of an input field launched via an input waveguide placed in the centre of the MMI width, is obtained at a self image length of \(L_i = 3L_\pi/4\), along the direction of propagation.

The principle of self-imaging in MMI devices in which guided modes of a multimode waveguide (typically \(\geq 3\)) are excited and interfere constructively to reproduce single or multiple images of the input field is central to the waveguide design. Selective excitation of the modes in an MMI structure and consequently the position of the images in the direction of propagation are subject to a set of self-imaging mechanisms [2]. Under the self-imaging mechanism the periodicity of single or multiple images is based on a set of interference mechanisms. The
effects of the width and the size of the input field can yield $l \times N$ or $N \times M$ beam splitters, where $N$ and $M$ are the number of input and output waveguides respectively. The Symmetric Interference (SI) mechanism is the result of combining the even (symmetric) modes. Based on the SI mechanism single images of the input field launched inside the waveguide can be obtained at a self image length, $L_i$, defined by:

$$L_i = \frac{3L_\pi}{4} = \frac{3\pi}{4(\beta_0 - \beta_1)}$$  \hspace{1cm} (7.2)

where $L_\pi$, is the coupling length, $\beta_0$ and $\beta_1$ are the propagation constants of the fundamental and the first higher order mode respectively.

$$L_\pi = \frac{1}{\beta_0 - \beta_1}$$  \hspace{1cm} (7.3)

Related works [7] on the General (GI) and Restrictive (RI) interference mechanisms have shown that the power loss, and the loss imbalance of an MMI-based 3dB splitter is dependent on the width and the wavelength variation. Furthermore the effects of the fabrication parameters and a comparison of the SI, GI and RI have been presented elsewhere [8]. In the following sections a detailed study of a novel MMI-based 3dB THz wave coupler/splitter implemented using Gold/polystyrene (PS) coated hollow glass rectangular waveguides is presented, including the performance and the effects of the SI scheme using the Finite Difference Time Domain method.

### 5.2 MMI-based 3dB THz Splitter

A thin metallic hollow core rectangular waveguide with silica cladding was considered as the waveguide structure of the MMI device, where the interior of the metal-cladding is coated with dielectric material to reduce the modal loss. A thin layer of polystyrene is deposited at the inner surface of the metal cladding.
The height $H_{\text{MMI}}$ and the width, $W_{\text{MMI}}$, of the MMI structure were considered to be 1 mm and 3 mm, respectively and the position of the input and output ports, spaced by a distance of half the MMI width along the horizontal direction, according to the self imaging principle, are also pointed in Figure 5.2.

![Figure 5.2. Hollow-core polystyrene coated Terahertz Multimode Interference device.](image)

The cross section of the structure is presented in Figure 5.3 and the MMI device layout in Figure 5.4. The metal thickness was considered to be 0.5 $\mu$m and the polystyrene thickness was varied to achieve minimum modal loss. It should be noted that the MMI height has been designed to be 1 mm to ensure single-mode behaviour along the vertical dimension. Polymer materials, such as polystyrene, which was used in this study to reduce attenuation, exhibit low absorption coefficient at the THz range [9]. In the present study only the coupler section has been examined.

![Figure 5.3. Cross section of the metallic hollow core polystyrene coated waveguide.](image)
5.3 Low-Loss MMI FDTD Analysis

In simulating the multimode interference waveguide using the 2D FDTD method Perfectly Matched Layer (PML) [10] absorbing boundary conditions (ABC) are applied to terminate the problem space.

Given the structure presented in Figures 5.2 – 5.4, the metal thickness of the metal-clad silica rectangular waveguide with an air core and polystyrene coating was considered to be 0.5 µm. In this case, the 3D FDTD simulation would require a minimum of Δz = 0.5 µm. Due to the computational resources required in terms of memory this was not feasible. Thus, the MMI coupler presented in Figures 5.2 – 5.4 has been simulated using the 2D FDTD method. The material parameters of the MMI waveguide used in the simulation were for the silica clad (SiO₂) dielectric εᵣ = 3.8416, for gold (Au) the relative permittivity was set to εᵣ = 1 and the electric conductivity was set to σ = 7.34 × 10⁶ S/m [11]. The permittivity of polystyrene (PS) coating has been set to εᵣ = 2.4964. The rectangular waveguide is surrounded by 12 PML thick cells in all directions. The PML reflection coefficient of the finite-width PML medium at normal incidence was set to R(0) = 1 × 10⁻¹⁵, and the PML order was set to n_pml = 2 (parabolic). The parameters used for the FDTD grid were set to Δx = 1 µm, Δy = 1 µm, and a CFL factor of S = 0.9. The spot size of the Gaussian pulse or the sinusoidal wave that was used to source the FDTD grid was varied for waveguide analysis, which is described next. The source at any given simulation was centred along the y-axis of the MMI coupler with number of cells per wavelength N_λ = 20. The simulation
was allowed to run for 4000 to 7500 time steps with $\Delta t = 1.3102 \times 10^{-3}$ ns depending on the length of the MMI coupler in order to allow for the pulse to propagate through the waveguide along the $x$ direction.

The performance of the MMI device in the time domain has been examined using the FDTD approach. Initially, a sinusoidal wave at 2.5 THz has been launched to demonstrate the performance of the device for a monochromatic source and the field evolution from a horizontal plane at the centre of the waveguide is presented in Figure 5.6. The electric field distribution illustrated in the Figure 5.5 is obtained as the FDTD algorithm is executed, and during the calculation of the electric fields, using DFT at a specified frequency, 2.5THz in this case. The view generated in Figure 5.5 is based on the MMI device layout in Figure 5.3.

![Electric Field at 2.5 THz](image)

**Figure 5.5.** FDTD simulation of the MMI for a sinusoidal wave input at 2.5 THz.

In the aforementioned simulation, 4000 time steps have been used and by launching a sinusoidal wave with a spot-size diameter of 0.76 mm, the length of the device was found to be 38.8 mm, therefore, in fine agreement with the designed MMI length obtained using the modal solution of the FEM approach \[12\]. The fundamental and the first order higher TM modes of the MMI cross section, have been obtained using the full vectorial H-field FEM \[12\] and the propagation constants were found to be $\beta_0 = 52.2424 \text{ mm}^{-1}$ and $\beta_1 = 52.2120 \text{ mm}^{-1}$, respectively, thus giving a self image length, $L_t$ of 77.51 mm and consequently a half power length corresponding to the length of the MMI of $L_{MMI} = 38.76 \text{ mm}$.
The frequency spectrum of the output sinusoidal wave at the left port (assigned as port \text{OUT}_1 in Figures 5.2 and 5.4) is presented in Figure 5.6, where it can be seen that the maximum frequency is located at 2.5 THz as expected. The sinusoidal wave evolution along the direction of propagation is also shown as inset in the time domain.

Figure 5.6. FDTD simulation of the MMI for a sinusoidal wave input at 2.5 THz.

The frequency spectrum of the output sinusoidal wave at the left port (assigned as port \text{OUT}_1 in Figures 5.2 and 5.4) is presented in Figure 5.6, where it can be seen that the maximum frequency is located at 2.5 THz as expected. The sinusoidal wave evolution along the direction of propagation is also shown as inset.

Moreover, a Gaussian beam of spot-size diameter of 0.76 mm, launched the input of the MMI device has been simulated using the FDTD approach and the field evolution from a horizontal plane at the centre of the device, along the direction of propagation is presented in Figure 5.7. The length of the device for the above spot-size diameter was found to be about 38.82 mm, in fine agreement with the length obtained from the FEM modal solution [12].
Furthermore, the MMI length can be optimized by varying the spot-size diameter of the beam source, as presented in Figure 5.8. In the aforementioned characteristics, it can be seen that the MMI length increases linearly with the source spot-size diameter, for a certain range. By increasing further the spot-size diameter, the images at the output ports deteriorate as illustrated in Figure 5.9, since the spot-size is limited by the width and height of the device.

In Figure 5.9, the FDTD simulation for a spot size of 0.9 mm, over limit, indicates that the output signal deteriorates over distance for the specific frequency.
The electric field, obtained from the monitor of the left port output of the MMI device, from the Gaussian input beam of spot size diameter of 0.76 mm, is presented in Figure 5.10.

The waveguide dispersion parameter, $D$, of the device at 2.5 THz was estimated to be about 0.1 ps/($\mu$m x m), by measuring the pulse spread along the direction of propagation. This corresponds to pulse broadening of about 0.85 ps for a 38 mm long waveguide and a bandwidth of 1.4 THz. The dispersion levels of the device are relatively small because the propagation is performed inside the air core and the mode is fairly isolated from the surface modes propagating along the metal-dielectric interfaces of the structure due to the polystyrene coating. The
dispersion level is also found to be in good agreement with the dispersion presented in [13] for a structure with circular geometry.

For the power splitter design shown here, the device length depends on the operating wavelength. Thus, for any given wavelength an optimized design can be achieved. However, for a given design with a fixed device length if the operating wavelength is varied, the performance would deteriorate as the device length would not conform to the design requirement. Figure 5.11 shows performance of the 3-dB power splitter designed, at the length of the TM polarization and the average TM/TE length, of 37.2 mm and 36.126 mm, respectively where the frequency is varied. This shows the performance deteriorating with the frequency variation, however, for a smaller frequency change, the performance can be considered satisfactory. The actual bandwidth of the device was estimated to be about 0.8 THz. The image quality of the replicas of the input field deteriorates dramatically when the frequency drops below 2.1 THz, due to the change of the position \( L_i/2 \) where the two replicas are formed, along the direction of propagation.

![Figure 5.11](image)

*Figure 5.11. Variation of the output power loss at the TM length and the average TM/TE length and shift of the maximum output power position along the length, with the frequency variation.*

The variation of the position of the maximum power at the output ports, corresponding to the device length, with the variation of the frequency has also been examined and presented in Figure 5.11, where it can be seen the device length changes linearly with the decrease of the frequency at a rate of about 15 \( \mu \text{m}/\text{GHz} \).
5.4 Summary

In this chapter the 2D FDTD method has been applied in the analysis of a low-loss MMI coupler at THz wavelengths. The aim was the development of an MMI-based device that would exhibit low-loss at THz frequencies. Significant research has been carried out over the recent years on dielectric-lined hollow waveguides with metal cladding. This work has been applied in the design of an MMI device with minimum loss and optimal configuration for first higher order modes. A suitable choice of a low-loss dielectric coating, such as Polystyrene coating, Au metal cladding, its thickness and geometry can yield minimum loss. Furthermore, the 2D FDTD has been used to examine and study the propagation, attenuation and losses both in time and space. The proposed MMI design shows significantly low loss and dispersion levels when excited with a Gaussian-shaped beam.

In the next chapter the underlying theory of surface plasmon and surface plasmon polaritons is presented. The FDTD method is used as a numerical analysis tool for the simulation and the evaluation of a low-loss plasmonic waveguide in terms of losses and dispersion characteristics.
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Chapter 6

Numerical Dispersion for Plasmonic Waveguides

Today, there is an increasing interest in Surface Plasmon based research and recent studies have shown that a wide range of plasmon-based optical elements and techniques have led to the development of a variety of active switches, passive waveguides, biosensors, lithography masks, to name just a few. In this chapter the underlying theory of surface plasmons will be introduced with emphasis on the application of surface plasmons to the terahertz frequency range. Furthermore, the FDTD method will be used as a numerical analysis tool for the calculation of the dispersion parameters and the propagation loss of a low-loss plasmonic rectangular waveguide at terahertz frequencies.

6.1 Surface Plasmons

Surface plasmons are electromagnetic fields that are formed due to the coupling of free electrons in the interface between a dielectric medium and a conductor. These electron charges can perform coherent fluctuations called surface plasmon oscillations, which are a combination of propagating electromagnetic field and charge density oscillations [1]. A surface plasmon mode may be defined as the fundamental electromagnetic mode at the interface between a material with negative permittivity and a material with positive permittivity, where at a specific frequency electron surface-charge oscillations occur. Surface plasmon modes are confined to surfaces where there is a strong interaction of the electromagnetic waves at the interface of the bounding materials. Surface plasmon modes couple
with the free charge carriers along the interface between a metal and a dielectric. The interaction of the free electrons with the electromagnetic field causes surface plasmon polaritons that propagate along the interface of the materials and decay evanescently on both sides of the material [2].

The nature of surface plasmons (SP) can be expressed in terms of their respective field distributions, wavevectors, and the key characteristic of the electric field propagation along the interface and decaying away from both the conducting and dielectric media. The surface plasmon condition for a metal-dielectric interface for the 2D x-directed wavevector \( k_{sp} \) of the surface mode propagating along an optically thick conducting sheet is given by

\[
k_{sp}(\omega) = k_o \sqrt{\frac{\varepsilon_m \cdot \varepsilon_d}{\varepsilon_m + \varepsilon_d}}
\]  (6.1)

in which the wavevector is determined by the permittivity of the conducting sheet \( \varepsilon_m \) and the dielectric coating \( \varepsilon_d \), where \( k_o \) is the free space wavevector \( \omega/c \). Given the SP dispersion relation (6.1), for materials such as metals with complex dielectric functions (Drude model), the SP wavevector will in turn also become complex. Thus, the magnitude of the SP wavevector \( k_{sp} \) will be greater than the free-space wavevector \( k_o \), which means that the orthogonal to the surface wavevector \( k_z \) must be imaginary.

The following diagram in Figure 6.1 illustrates the SP wavevector \( k_{sp} \) propagating along the interface of a metal conductor and a dielectric, the surface-normal wavevector \( k_z \), and the electric field \( E_z \). The diagram shows the exponential decay of the electric field of the surface mode in both the metal conductor and the dielectric, which depends on the imaginary surface-normal wavevector.
Figure 6.1. Illustrating the SP wavevector $k_{sp}$ propagating along the surface of the conductor, with decaying electric field $E_z$, the imaginary surface-normal wavevector $k_z$, SP attenuation length ($L_{sp}$), and free space wavevector ($k_0$).

Moreover, in Figure 6.1 the attenuation length or decay length ($L_{sp}$) of the SP electric field, perpendicular to the surface is shown. The spatial extension of the SP electromagnetic field perpendicular to the interface is given by the inverse of the evanescent surface normal wavevector ($k_z$)

$$k_z = \sqrt{\varepsilon_d \cdot k_0 - k_{sp}^2}$$  \hspace{1cm} (6.2)

$$L_{sp} = \frac{1}{|k_z|} = \frac{\lambda}{2\pi} \left| \frac{\varepsilon_m + \varepsilon_d}{\varepsilon_m \cdot \varepsilon_d} \right|^{1/2}$$  \hspace{1cm} (6.3)

Given the $x$-direction SP wavevector ($k_{sp}$) from equation (6.1), the propagation distance ($\delta_{sp}$) after which the intensity decreases $1/e$ of the SP mode propagating along the interface of the metal and the dielectric can be determined by

$$\delta_{sp} = \frac{1}{2 \text{Im}(k_{sp})}$$  \hspace{1cm} (6.4)

For optical excitation of a SP, a photon must be coupled with a surface charge oscillation. Nonradiative SPs do not directly couple to an incident plane wave due to the momentum required of the incident photon to match that of the SP [2]. In this case, excitation techniques of SP have been reported that enhance
the momentum of the incident light [3]. For nonradiative SPs, the free space wavevector ratio \((k_o)\) to the SP wavevector \((k_{sp})\) is given as the propagation constant for a single-interface SP TM mode \(\beta_{TM} = \sqrt{\frac{\varepsilon_m \cdot \varepsilon_d}{\varepsilon_m + \varepsilon_d}}\). The momentum conservation equation for an incident plane \((k_{inc})\) wave is given by

\[
k_{inc} = k_0 \sqrt{\varepsilon_d}
\]  

(6.5)

6.2 Surface Plasmon Dispersion

Given the SP wavevector equations in the previous section, the frequency dependent properties may be obtained. In order to determine the frequency dependent electric permittivity of a metal conductor, the Drude model dielectric function can be used. The Drude model was introduced in Section 4.4, and is presented here for clarity

\[
\varepsilon_r(\omega) = \varepsilon_\infty - \frac{\omega_{pD}^2}{\omega^2 + j \omega \Gamma_D}
\]

(6.6)

where \(\varepsilon_\infty\) is the permittivity of the material at infinite frequency, \(\omega_{pD}\) is the Drude angular frequency, and \(\Gamma_D\) is the collision frequency for the Drude pole relaxation [4]. The Drude model parameters may be obtained from various sources [5, 6], and here the Drude parameters for gold (Au) were taken from [4], as the permittivity of the material \(\varepsilon_\infty = 9.1\), the Drude angular frequency \(\omega_{pD} = 1.2 \times 10^{16}\) rad/s, and the collision frequency \(\Gamma_D = 1.2 \times 10^{14}\) rad/s. Although the Drude model can provide reliable results over a range of frequencies, however, there are limitations. In this case, the frequency spectrum is split into zones where different parameters should be used for each frequency range in order to get the best fit [7]. The real and imaginary parts of the frequency dependent relative permittivity \(\varepsilon_r(\omega)\) are plotted for a range of frequencies from 300 THz up to 600 THz, for benchmarking purposes in Figure 6.2.
Figure 6.2. Gold (Au) permittivity (real and imaginary part) calculated with the single Drude model.

With the Drude model frequency dependent permittivity values now available, it is now possible to model the wavevector, field profile, and propagation length of a SP over a gold-air interface for a wide range of frequencies. The equations required for obtaining results were presented in the previous section. The following figures (6.3, 6.4) illustrate the properties of a SP over a gold-air interface for a range of frequencies from 1 GHz up to 1 PHz, outlining a spectrum of frequencies from the microwave region to the ultraviolet.

In Figure 6.3, the real (red line) and imaginary (blue line) parts of the SP wavevector \( k_{sp} \) are plotted for a range of frequencies up to 1 PHz. The free-space wavevector \( k_o \) is also plotted for the same range of frequencies. In the figure, the asymptote in the SP wavevector indicates the surface plasma frequency \( \omega_{sp} \). At this frequency the permittivity of the gold becomes equal to \(-1\), and the surface plasmon no longer propagates at frequencies higher than the value of \( \omega_{sp} \). Moreover, at this frequency the imaginary part of the SP wavevector is also at maximum.
Using the SP wavevector \( k_{sp} \) calculated values, the propagation length \( \delta_{sp} \) and field confinement \( L_{sp} \) can be determined using equations (6.4) and (6.3) respectively for the gold-air interface. The propagation length values were normalised to the freespace wavelength \( \lambda \), such that \( \delta_{spn} = \delta_{sp} / \lambda \). Similarly, the field confinement was also normalised to \( L_{spn} = (\lambda - L_{sp}) / \lambda \). The normalised values were plotted in logarithmic scale and are illustrated in Figure 6.4 below.

As shown in Figure 6.4a, the propagation length of the SP is greatly reduced at frequencies near the surface plasma frequency \( \omega_{sp} \). Moreover, at frequencies just above 550 THz the SP propagates for less than one wavelength. At the same region of frequencies, and above the surface plasma frequency \( \omega_{sp} \) the field confinement as shown in Figure 6.4b is at maximum all the way up to the ultraviolet region. However, at the lower frequency spectrum at infrared and terahertz frequencies, the threshold is reached and the SP field is greater than the freespace wavelength \( \lambda \), as the field confinement drops below zero. More importantly, at the THz region the SP wavevector \( k_{sp} \) is almost equal to the freespace wavevector \( k_o \) (Figure 6.3), thus the SP mode propagates along the gold-air interface behaving like a photon [2].
6.3 Dispersion of Low-Loss Rectangular Waveguide

At terahertz frequencies most systems and applications utilise free-space propagation due to the lack of low-loss waveguides. However, the optimization of a metal-clad circular hollow waveguide by adjusting the polystyrene (PS) coating to achieve minimum loss has been reported [8]. Similarly, a hollow core rectangular waveguide for terahertz propagation is considered for measuring dispersion parameters [9, 10]. Similar to PS coating, Teflon has also been reported as a lower-loss dielectric medium at terahertz frequencies [11].

The structure illustrated in Figure 6.5, is composed of a thin gold clad \((t_m)\) silicon waveguide with air core. The dimensions of the rectangular waveguide are set to 1 mm width, and the length \((L)\) is set to 4.3 mm. The thickness of the thin gold cladding \((t_m)\) was set to 1 \(\mu\)m. A thin layer of 1 \(\mu\)m of Teflon \((t_d)\) with a
relative permittivity of $\varepsilon_r = 2.21$ and loss $\tan \delta = 0.01$ at 2.5 THz [12], was deposited in the inner surface of the cladding. Although the structure of the waveguide supports many modes, only the profile of the fundamental mode is considered, with low loss of 10.22 dB/m at 2.5 THz, for 1 \textmu m of Teflon coating [11].

Due to the different frequency components travelling in the medium, the material dispersion properties are also taken under consideration. In this case, the group velocity dispersion parameter [13] (GVD) is expressed as the temporal spread (ps) per unit propagation distance (km), per unit pulse spectral width (nm) and it is measured in ps/nm-km. The GVD parameter is associated with the second derivative of the propagation constant $\beta$ [13], thus:

$$D = \frac{2\pi c}{\beta^2 \lambda^2} \frac{d v_g}{d \omega}$$  \hspace{1cm} (6.7)

where $\lambda$ is the free space wavelength, $v_g$ is the group velocity, and $d v_g / d \omega$ is the rate of change of the group velocity with respect to the angular frequency $\omega$. Moreover, the group and phase velocities associated with planar surfaces waves are determined by

$$v_{ph} = \frac{c}{n}$$  \hspace{1cm} (6.8)
\[ v_g = \left( \frac{d\omega}{d\bar{k}} \right)_k = \left( c \frac{n' + \omega \frac{dn'}{d\omega}}{\tilde{k}} \right) \]  

(6.9)

where \( c = \frac{1}{\sqrt{\varepsilon_0/\mu_0}} \) is the speed of light in free space, \( n' \) is the real part of the effective index, and \( \tilde{k} \) is the angular frequency dependant wavevector [2].

The FDTD method can be used to obtain the dispersion characteristics of the waveguide. A 2D formulation of the FDTD method with PML ABCs is used to study the electric field distribution along the axis of propagation of the waveguide. The material parameters of the rectangular hollow waveguide used in the simulation were for the silica clad (SiO₂) dielectric \( \varepsilon_r = 3.8416 \), for gold (Au) the relative permittivity was set to \( \varepsilon_r = 1 \) and the electric conductivity was set to \( \sigma = 7.34 \times 10^6 \) S/m. The Teflon coating has been set to \( \varepsilon_r = 2.21 \). The microstrip is surrounded by 12 PML thick cells in all directions. The PML reflection coefficient of the finite-width PML medium at normal incidence was set to \( R(0) = 1 \times 10^{-15} \), and the PML order was set to \( n_{pml} = 2 \) (parabolic). The parameters used for the FDTD grid were set to \( \Delta x = 1 \mu m \), \( \Delta y = 1 \mu m \), and a CFL factor of \( S = 0.9 \). The spot size of the Gaussian pulse or the sinusoidal wave that was used to source the FDTD grid was varied for waveguide analysis, which is described next. The source at any given simulation was centred along the y-axis of the rectangular waveguide with number of cells per wavelength \( N_A = 20 \). The simulation was allowed to run for 6000 to 6500 time steps with \( \Delta t = 2.1228 \times 10^{-3} \) ns. A Gaussian pulse was launched into the waveguide and the electric field at various points along the direction of propagation was monitored. During the FDTD time-stepping algorithm the maximum value of the electric field passing through the monitor was recorded in each time step. The electric field distribution for a spot size of 80% and 90% of the width of the rectangular waveguide is illustrated in Figure 6.6, sampled at 2.5 THz using DFT for waveguide width of 900 μm.
Figure 6.6. Electric field intensity distribution along the direction of propagation.

The waveguide supports a propagating fundamental mode along the centre of the waveguide with high field concentration, based on the electric field distribution. The propagating fundamental mode can be supported with small losses as the spot size of the input pulse is decreased to 90% and 80% of the width of the waveguide. After that threshold, as the spot size decreases there is a rapid decay in the electric field with significant losses and the plasmonic behaviour of the waveguide rapidly deteriorates. If the spot size remains relatively small compared to the width of the waveguide, then the waveguide behaves more like an MMI device if the pulse is allowed to propagate long enough, as illustrated in Figure 6.7. A set of simulations have been carried out by varying the waveguide width and length in order to establish the minimum length and width that the fundamental mode will propagate in the waveguide. In Figure 6.7, the electric field distribution for a spot size of 100 μm rapidly deteriorates over a relatively small length (2.15 mm) of the waveguide. The width of the waveguide was set to 1 mm and the electric field distribution was obtained using DFT at 2.5 THz.
Figure 6.7. Electric field intensity distribution along the $x$ direction with rapid decay.

The electric field has been monitored at various points along the direction of propagation. At each time step, the value of the electric field has been recorded at the centre of the waveguide, where the field concentration is at maximum. The electric field is plotted in Figure 6.8 for a source spot size ($S_z$) of 90% the width of the waveguide ($W$) was set at 0.9 mm along the direction of propagation at two different points, at $x = 2.0$ mm and $x = 3.0$ mm respectively. The difference in amplitude of the electric field with respect to the position of the monitor along the $x$ direction of propagation represents the attenuation of the pulse, which is calculated to 0.012 dB/mm.

(a) Electric field monitored at $x = 2$ mm.
The dispersion parameters of the plasmonic waveguide can be calculated based on the GVD equation given earlier. Given the time-domain values of the electric fields monitored along the direction of propagation in the middle of the waveguide, where the electric field concentration is observed, the full-width half-maximum (FWHM) pulse width in ps for each of the monitors can be determined. Based on Figure 6.8(a), the maximum value of the electric field is determined \( (E_{\text{max}}) \) at the monitor. At half-maximum \( (E_{\text{max}}/2) \), the pulse spread \( (\Delta t) \) is determined. Thus, the FWHM pulse spread is calculated using the difference of FWHM pulse between two consecutive monitors placed at 2 mm and 3 mm away from the source. The FWHM pulse spread with propagation distance for different input pulse spot sizes \( (S_z) \) ranging from 85% to 95% of the width of the waveguide \( (W = 0.95 \text{ mm}) \), is plotted in Figure 6.9. As the propagation distance increases the FWHM pulse spread increases exponentially as an indication of the dispersion that the electric field undergoes as it travels through the waveguide. If the pulse width is increased, then the effects of dispersion are even greater, and the electric field travelling through the waveguide quickly decays.
The FWHM pulse spread is plotted in Figure 6.10 for different widths (W) of the waveguide and for a spot size (Sz) of 90% the width of the waveguide. As the waveguide width decreases from 0.85 mm to 0.7 mm, the FWHM pulse spread increases. Whereas the plasmonic waveguide behaviour in terms of the FWHM pulse spread changes in the case of 0.9 mm and 0.95 mm where the FWHM pulse spread significantly decreases compared to the other values, indicating that for these values the waveguide dispersion is significantly lower. At 2.15 mm the FWHM pulse spread value for the 0.80 mm and 0.70 mm case is the same. Similarly, at 2.2 mm the FWHM pulse spread value for the 0.95 mm, 0.9 mm, and 0.85 mm case is the same, however, as the propagation distance increases the effects of dispersion for the 0.70 mm, 0.80 mm, and 0.85 mm case are significantly greater, compared to the 0.90 mm and 0.95 mm case.
The plasmonic waveguide dispersion per unit length (ps/mm) is illustrated in Figure 6.11 for various widths of the waveguide and for spot sizes of 90% and 95% of the width. As the waveguide width is decreased the dispersion per unit length is increased reaching a maximum for a waveguide width of 0.75 mm and a spot size of 95% of the width of the waveguide. Similarly, the waveguide dispersion is reaching a maximum for a waveguide width of 0.76 mm for a spot size of 90% of the width. As the width is decreased further down to 0.7 mm the waveguide dispersion is also decreasing but at a much lower rate, compared with the minimum waveguide dispersion values obtained for a 0.9 mm waveguide width and spot size 90% and 95% of the width.
6.4 Surface Plasmon Analysis

It has been reported that surface plasmon analysis to determine the terahertz optical properties of a waveguide could be achieved by employing a scattering technique which involves the placement of sharp apertures (coupling blade) just above the conducting surface [14]. The technique could be used both experimentally and in numerical simulations, where a Gaussian pulse is launched near the surface of the plasmonic waveguide. An aperture is placed near the source and just above the conducting surface. The aperture scatters the Gaussian pulse over the surface of the plasmonic waveguide and into free space. A second scattering aperture (a coupling blade) is placed at a distance \( l \), after the pulse has propagated along the waveguide, and the surface plasmon is coupled back in to free space. A monitor is placed after the second aperture just above the conducting surface and the electric field is sampled over time. This geometry ensures that any electric or magnetic fields propagating in parallel will be reflected from the coupling blade and only the surface plasmon propagating along the surface of the waveguide will be sampled.

Given the geometry described above, the FDTD method and the Drude model could be used to simulate such a geometry using the plasmonic waveguide structure described in Section 6.3 in order to obtain time-domain numerical results.
for the propagation of surface plasmons along the surface of the waveguide. Using a cross-section of the plasmonic waveguide and in this case polystyrene coating (PS) instead of Teflon as a dielectric for coating the conducting surface of the waveguide, numerical analysis is performed. In this simulation, the geometry of the waveguide is changed as the metal thickness ($t_m$) is taken as 300 µm, and the length of the waveguide to 5.6 mm. The left steel blade was placed at 100 µm above the inner surface of the waveguide and 600 µm away from the source. The right blade was placed 4.3 mm away from the first blade and 100 µm above the inner surface of the waveguide. In order to obtain the time-domain values for the electric field surface plasmon propagation, a monitor was placed 400 µm away from the second aperture and 600 µm above the inner surface of the waveguide. The above geometry is illustrated in Figure 6.12.

![Figure 6.12. Geometry of plasmonic waveguide cross-section for surface plasmon analysis.](image-url)

The 2D FDTD method has been used with the Drude model to simulate the geometry presented in Figure 6.12. The values of the Drude model parameters for gold (Au) were selected as follows: the relative permittivity was set to $\varepsilon_r = 9.07$, the Drude plasma frequency was set to $\omega_{pd} = 1.2 \times 10^6$ rad/s, the Drude damping coefficient was set to $\Gamma_D = 1.2 \times 10^{14}$ rad/s, and the electric conductivity was set to $\sigma = 7.34 \times 10^6$ S/m [4, 15]. The polystyrene (PS) coating has been set to $\varepsilon_r = 2.4964$ [16] and the silica clad (SiO$_2$) dielectric has been modelled using PML ABCs. The waveguide is surrounded by 15 PML thick cells in all directions. The PML reflection coefficient of the finite-width PML medium at normal incidence was set to $R(0) = 1 \times 10^{-15}$, and the PML order was set to $n_{pml} = 2$ (parabolic). The parameters used for the FDTD grid were set to $\Delta x = 1 \mu m$, 170
\( \Delta y = 1 \, \mu m \), and a CFL factor of \( S = 0.9 \). A Gaussian pulse was used to source the FDTD grid with number of cells per wavelength \( n_{c,t} = 20 \). The simulation was allowed to run for 11500 time steps with \( \Delta t = 1.6678 \times 10^{-3} \) ns. In order to obtain the time-domain parameters and the transmission properties of the plasmonic waveguide during the simulation, a monitor was placed after the right aperture to sample the electric field as the surface plasmon propagates along the interface of the waveguide and it is coupled back into free space after reaching the right aperture.

The transmission properties of the plasmonic waveguide were calculated based on the reference case. The reference case is the simulation of the waveguide without any PS coating \( (t_d = 0) \). The simulation was repeated for a thickness of 1 \( \mu m \), 2 \( \mu m \), and 4 \( \mu m \) of PS coating. In every simulation the DFT of the sampled electric field values at the monitor have been stored for the reference case and the case with PS coating. The frequency transmission coefficient \( T(\omega, \phi) \) is thus given by [17]

\[
T(\omega, \phi) = \frac{(A_{\text{trans}})^2}{(A_{\text{ref}})^2} \tag{6.10}
\]

where \( A_{\text{ref}} \) is the amplitude of the DFT of the electric field for the reference case, and \( A_{\text{trans}} \) for the transmission case (with PS coating) respectively. Given that \( l \) is the propagation length between the two apertures, the change in wavenumber corresponds to

\[
\Delta k = \frac{\Delta \phi}{l} \tag{6.11}
\]

where \( \Delta \phi \) is the change in phase across the surface of the waveguide, which is obtained by normalising the transmission spectra against the reference case and extracting the phase as
\[ T(\omega, \phi) = A(\omega) \cdot e^{j\phi(\omega)} \]  

(6.12)

It is also possible to calculate the effective refractive index of the waveguide using the phase shift between the reference case and the sample case with PS coating [17] given by

\[ n_{\text{eff}} = n_0 + \frac{\Delta \phi \cdot c}{\omega \cdot l} \]  

(6.13)

where \( n_0 \) is the index of the reference medium (air in this case, \( n_0 = 1 \)) and \( l \) is the distance between the two apertures.

The FDTD simulation results have used to obtain the transmission properties of the plasmonic waveguide based on the surface plasmon analysis theory described above. In Figure 6.13, the electric field distribution for a frequency of 2.5 THz is presented. In the figure, as the Gaussian pulse propagates along the surface of the waveguide and in free space, it reaches the second aperture where it is reflected (ripple-like pattern). The surface plasmon propagates along the inner surface of the waveguide, under the second aperture, and coupled in free space where the monitor is placed.

![Electric field distribution of the plasmonic waveguide cross-section for surface plasmon analysis.](image)

Figure 6.13. Electric field distribution of the plasmonic waveguide cross-section for surface plasmon analysis.

The sampled electric field magnitude over a frequency range of 0.2 – 3 THz for the reference case \( (t_d = 0) \) is shown in Figure 6.14. The surface plasmon propagating beyond the second aperture appears to have maximum magnitude over 1.6 THz.
The transmission intensity of the various thicknesses of polystyrene coating normalised against the reference case (without coating) is presented in Figure 6.15. The transmission intensity \(T(\omega)\) is changing rapidly as the frequency approaches 2.5 THz. The transmission intensity reaches a minimum value at \(-2.8\) THz. Specifically for the 1 \(\mu m\) of polystyrene coating the transmission intensity reaches a minimum value of 0.9482 at 2.87 THz, for the 2 \(\mu m\) of polystyrene coating the transmission intensity reaches a minimum value of 0.9 at 2.85 THz, and for the 4 \(\mu m\) of polystyrene coating the transmission intensity reached a minimum value of 0.82 at 2.83 THz. At lower frequencies (0.5 – 1.5 THz) the transmission intensity for the waveguide for the given range of PS coating thickness (1 – 4 \(\mu m\)) is greater than the reference case (without PS coating), indicating that at these frequencies with the presence of PS coating the surface plasmon electric field is concentrated in the dielectric layer and the surface plasmon attenuation length \(L_{sp}\) is higher. On the contrary, at higher frequencies (2.8 THz), the transmission intensity for the given range of PS coating is significantly less than the reference, indicating that the surface plasmon is attenuated as it propagates beyond the second aperture, thus causing a minimum in the transmission intensity.
Figure 6.15. Transmission intensity \( T(\omega) \) for various thicknesses of polystyrene coating.

In terms of the simulated change in dispersion of the surface plasmon induced by the various thicknesses of polystyrene coating, at 0.2 – 3 THz frequency range the relative permittivity of gold (Au) is very large and predominantly imaginary based on the Drude model. At 1.6 THz the permittivity of gold is calculated as \( \varepsilon_{rD} = -1.367 \times 10^4 + j1.57 \times 10^5 \), so that the surface plasmon mode is weakly bound on the surface [14]. In Figure 6.16, the change in wavenumber \( \Delta k \) is illustrated for a polystyrene thickness of 1 \( \mu m \), 2 \( \mu m \), and 4 \( \mu m \). Based on the results of Figure 6.16, the dispersion shift rapidly increases as the excitation frequency reaches 2.5 THz and the phase shifts are larger as the thickness of the polystyrene coating increases.

Figure 6.16. Change in dispersion \( \Delta k \) for various thicknesses of polystyrene coating.
Furthermore, using the phase shift between the reference and sample numerical results obtained using the FDTD method, the effective refractive index \( (n_{\text{eff}}) \) can be calculated for the various thicknesses of polystyrene coating using equation (6.13). The real part of the effective index for the three cases of polystyrene coating is illustrated in Figure 6.17 for a frequency range of 0.2 – 3 THz. Given the results presented in Figure 6.17, the effective index for the various thicknesses of polystyrene coating appears to be less than air \( (n_0 = 1) \) for a frequency range less than 0.5 THz. As the frequency reaches 2.5 THz, the real part of the effective index for the three cases of polystyrene coating begins to increase rapidly.

![Figure 6.17. Real part of the effective index \( (n_{\text{eff}}) \) for various thicknesses of polystyrene coating.](image)

**6.5 Summary**

In this chapter an introduction to the underlying SP theory has been presented. Using the Drude model to obtain the frequency dependent permittivity of gold (Au), the basic wavevector equations have been used to calculate the SP characteristic properties. The dispersion properties of the SP for the gold-air interface have been described in terms of the propagating SP modes, the field confinement, and decay over a wide range of frequencies. Moreover, the dispersion equations associated with the propagation of an electromagnetic field
inside a waveguide at terahertz frequencies have been used to obtain the attenuation and dispersion characteristics using the FDTD method.

Furthermore, a low-loss hollow-core rectangular plasmonic waveguide structure has been presented with Teflon dielectric coating for terahertz propagation. The plasmonic behaviour of the waveguide is analyzed using the full vectorial FEM and the modal properties of the waveguide with emphasis on the surface plasmon mode (SPM). Moreover, the FDTD method has been used as a numerical analysis tool for evaluating the electric field distribution and determining the dispersion characteristics of the plasmonic waveguide.

The parameters that have been taken into consideration are the width of the waveguide, and the spot size of the source. It has been shown that the structure of the waveguide is at optimum (minimum dispersion) when the width of the waveguide is 0.9 mm with 1 μm of Teflon coating, and a spot size of 95% of the width of the waveguide. The optimisation of the plasmonic waveguide is an important feature for terahertz wave guided-applications.

Finally surface plasmon analysis has been performed for a cross section of the plasmonic waveguide in order to evaluate the surface plasmon parameters and obtain the transmission properties of the waveguide, the change in dispersion and the effective index of the structure.

In the next chapter, concluding remarks and an evaluation regarding the outcomes of this thesis are presented. Finally, an outline of future research that may be carried out is also provided, regarding applications of numerical analysis of structures at terahertz frequencies.
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Chapter 7

Conclusions

7.1 Conclusions and Evaluations

A remarkable expansion of technology to a wide range of components, instruments and applications, carried out in the terahertz portion of the electromagnetic spectrum (loosely defined as the frequencies from 0.3 THz to 10 THz), has been witnessed in recent years. These advances in terahertz applications depend on the transmission properties of terahertz sources, the penetration of terahertz radiation through dielectric materials and the high sensitivity of terahertz sensors. The unique properties of terahertz radiation and spectroscopic sensing have lead to new fields of interest and significant advances in astrophysics and atmospheric science, biological and medical sciences, security screening and illicit material detection, non-destructive evaluation (NDE), communications technology, and ultrafast spectroscopy. Terahertz radiation exhibits good balance between good resolution and penetration as well as good selectivity (fingerprint) in many materials.

At present the techniques for generating terahertz radiation are based on optically pumped lasers (OPTL), time-domain system sources, backward wave oscillators, direct multiplied sources, and frequency mixing. The introduction of quantum-cascade lasers (QCL) has proved more successful for terahertz generation and recently new techniques have revealed that that the performance of
terahertz QCLs can be greatly improved by the use of spoof surface plasmon (SP) for active photonic devices.

Moreover significant research is carried out on the development of terahertz waveguides in order to expand on current applications. Due to the absorption of THz radiation of dielectrics and metals, an outstanding problem has been the development of efficient waveguide structures with minimal transmission loss and minimal dispersion. Several waveguide designs have been proposed, including photonic crystal fibres, cylindrical hollow waveguides with dielectric coating, on-chip terahertz circuits, metallic slit, and microstrip circuits [1-4].

The Finite Difference Time Domain method (FDTD) has been regarded as a versatile, useful and widely used electromagnetic tool. The performance of the FDTD is embellished with the development of new algorithms to cope with a wide variety of EM problems as well as ABCs. Specifically, the FDTD method has been presented from first principles with the application of the finite-difference method to Maxwell’s curl equations, in order to obtain the discrete spatially and time-varying equations.

Moreover, the FDTD method formulation has been implemented using MATLAB™ in 1D, 2D and 3D. The FDTD implementations have been benchmarked using examples from the literature. A wide range of applications and results have been presented, where the FDTD method has been used as a numerical analysis tool. The range of formulations consisted 1D, 2D, and 3D formulations, extending the FDTD implementation using PML, and CPML absorbing boundary conditions (ABCs) for both 2D, and 3D formulations. Also the limitations of the FDTD method have been indicated.

Furthermore, it has been illustrated how the FDTD method can be used to model, and obtain results for a wide range of problems, for example modelling 2D propagation of electromagnetic fields, lumped elements in 3D formulations with ABCs, and obtaining scattering parameters. Also, other formulations illustrated in
this thesis the application of the FDTD method in the Total Field/Scattered Field (TF/SF) in 1D, 2D, and 3D grids.

Finally, the FDTD method has been applied to obtain the Poynting vector in 2D as well as obtaining dispersion parameters for 2D, and 3D grids, and the Auxiliary Differential Equation (ADE) has been presented with the implementation of the Drude model for the 2D and the 3D FDTD method.

The FDTD method has been used for the rigorous analysis of a microstrip at terahertz frequencies. The microstrip was simulated using polystyrene (PS) coating that has proved to exhibit low-loss at terahertz frequencies. The PS coating was able to produce a low-loss microstrip at terahertz frequencies with the deposition of a very-thin film. With the deposition of PS coating there was some shift in the insertion-loss frequency of the microstrip, whereas the insertion loss was also decreased. When the deposition of PS coating was increased the insertion loss also increased. Similarly, with the deposition of PS coating over a limit, the frequency shift became saturated since the electric field is mostly confined within the PS coating layer.

The Drude model FDTD formulation was used to obtain results for the dispersion parameters of the microstrip. The simulation results from the Drude model implementation were to obtain dispersion parameters, such as the effective permittivity, attenuation constant and characteristic impedance of the microstrip. In addition, the Drude model implementation was used to model the microstrip structure with and without one filter stub over a range of PS coating thickness. The characteristic impedance, attenuation and effective permittivity were obtained using the Drude model, and were in good agreement with previously obtained results.

In this thesis, the 2D FDTD method has been applied to examine and study the propagation, attenuation and losses both in time and space of a low-loss MMI coupler at THz wavelengths. The aim was the development of an MMI device that would exhibit low-loss at THz frequencies. This work has been applied in the design of an MMI device with minimum loss and optimal configuration for first
higher order modes. A suitable choice of a low-loss dielectric coating, such as polystyrene (PS) coating, gold (Au) metal cladding, its thickness and geometry can yield minimum loss. The characteristics of the MMI coupler have been obtained by simulating the MMI device using both Gaussian and sinusoidal sources, and monitoring the output of the coupler in order to obtain dispersion parameter results. The proposed MMI design shows significantly low loss when excited with a Gaussian-shaped beam.

Next, in this thesis the underlying theory of surface plasmons (SP) is presented. Significant research has been carried out in the field of SP with numerous applications. Here, a low-loss plasmonic waveguide for terahertz frequencies has been studied in order to obtain dispersion parameters. In this case, the FDTD method has been used as a numerical analysis tool for evaluating the electric field distribution and determining the dispersion characteristics of the plasmonic waveguide. The proposed waveguide is a low-loss Teflon-coated hollow-core rectangular waveguide that is able to support Surface Plasmon Modes (SPMs). The waveguide structural parameters (width, height, and length) have been taken under consideration in order to optimise the waveguide for terahertz guiding applications.

7.2 Future Research

Throughout this thesis it is evident that research at terahertz frequencies will be advancing at an increasing rate, with new applications for terahertz sources, sensors, and waveguiding. In this case, there will be a constant demand for low-loss waveguides at this frequency spectrum.

Moreover, the FDTD method has emerged as a robust and versatile numerical simulation tool that can be used to accurately simulate a number of elements, structures, and sources, taking into account the frequency dependent dispersion properties of materials. For future work, the current FDTD formulation can be extended to take into account other dispersion properties of materials, such as the critical point model of dispersion, which aims to highlight the influence of localized surface plasmon resonances.
Furthermore, as the FDTD method is computationally expensive and access to cloud computing is more accessible now than in the past, a parallel FDTD method implementation could take advantage of the computational resources available. There have been numerous reports on parallel FDTD method algorithms, and the implementations extend not only towards taking advantage of the multi-core CPU architectures, but also extending the implementation in the GPU for considerable computational speed.

In addition, as there is an increased interest in research in SP and surface plasmon polaritons (SPP) at terahertz frequencies, the existing FDTD formulations could be extended to model a wider range of metal-based structures, as well as integrating the Lorentz, and the Debye model for taking into account the frequency behaviour of semiconductors and dielectrics. Finally, the FDTD method could be used for the analysis and modelling of plasmonic nano-antennas [5], in terms of obtaining transmission spectra.
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Appendix A

Numerical Phase Velocity

Solving the dispersion relation directly for \( \tilde{k} \) propagation along the major axes of the grid at \( \phi = 0^\circ, 90^\circ, 180^\circ, 270^\circ \):

\[
\frac{1}{S^2} \sin^2 \left( \frac{\pi S}{N_\lambda} \right) = \sin^2 \left( \frac{\Delta \cdot \tilde{k} \cos \phi}{2} \right) + \sin^2 \left( \frac{\Delta \cdot \tilde{k} \sin \phi}{2} \right) \quad (A.1)
\]

For \( \phi = 0^\circ \), equation (A.1) simplifies to

\[
\frac{1}{S^2} \sin^2 \left( \frac{\pi S}{N_\lambda} \right) = \sin^2 \left( \frac{\Delta \cdot \tilde{k}}{2} \right) \quad (A.2)
\]

Equivalently equation (A.2) becomes

\[
\tilde{k} = \frac{2}{\Delta} \sin^{-1} \left[ \frac{1}{S} \sin \left( \frac{\pi S}{N_\lambda} \right) \right] \quad (A.3)
\]

Substituting equation (A.3) into the numerical phase velocity given by

\[
\tilde{v}_p = \frac{\omega}{\tilde{k}} = \frac{2\pi f}{\frac{2}{\Delta} \sin^{-1} \left[ \frac{1}{S} \sin \left( \frac{\pi S}{N_\lambda} \right) \right]} = \frac{2\pi (c/\lambda)}{\frac{2}{\Delta} \sin^{-1} \left[ \frac{1}{S} \sin \left( \frac{\pi S}{N_\lambda} \right) \right]} \quad (A.4)
\]

If \( N_\lambda = \lambda / \Delta \), then
$$\tilde{\nu}_p = \frac{2\pi (c/\lambda)}{\sin^{-1} \left[ \frac{1}{S} \sin \left( \frac{\pi S}{N_\lambda} \right) \right]} = \frac{\pi c}{N_\lambda \sin^{-1} \left[ \frac{1}{S} \sin \left( \frac{\pi S}{N_\lambda} \right) \right]}$$

(A.5)

The dispersion relation (A.1) can also be solved for $\tilde{k}$ for a wave propagating along the grid diagonals at $\phi = 45^\circ, 135^\circ, 225^\circ, 315^\circ$ or $2/\sqrt{2}$ yielding

$$\tilde{k} = \frac{\sqrt{2}}{\Delta} \sin^{-1} \left[ \frac{1}{S \sqrt{2}} \sin \left( \frac{\pi S}{N_\lambda} \right) \right]$$

(A.6)

The corresponding phase velocity for propagation along the grid diagonals becomes

$$\tilde{\nu}_p = \frac{\pi}{N_\lambda \sqrt{2} \sin^{-1} \left[ \frac{1}{S \sqrt{2}} \sin \left( \frac{\pi S}{N_\lambda} \right) \right]}$$

(A.7)
Appendix B

Numerical Wave Propagation
Along the Principal Axis

The following analysis investigates the possibility of complex-valued numerical wavenumbers existing for the FDTD solution of Maxwell's equations. Consider the numerical wave propagation along the major axes of a Yee space grid:

\[
\tilde{k} = \frac{2}{\Delta} \sin^{-1} \left( \frac{1}{S} \sin \left( \frac{\pi S}{N_x} \right) \right) = \frac{2}{\Delta} \sin^{-1}(\zeta) \quad (B.1)
\]

Where

\[
\zeta = \frac{1}{S} \sin \left( \frac{\pi S}{N_x} \right) \quad (B.2)
\]

In the complex numerical wavenumber regime for \( N_x < N_x|_{transition} \), we observe that \( \zeta > 1 \) in (B.2). The following relation for the complex-value arc-sine function becomes useful:

\[
\sin^{-1}(\zeta) = -j \ln \left( j\zeta + \sqrt{1-\zeta^2} \right) \quad (B.3)
\]

Substituting equation (B.3) into the equation given below, using the sum of simpler logarithms yields:

\[
\tilde{k} = \frac{2}{\Delta} \left[ -j \ln \left( j\zeta + \sqrt{1-\zeta^2} \right) \right] = -\frac{2j}{\Delta} \ln \left( j\zeta + j\sqrt{\zeta^2 - 1} \right) \quad (B.4)
\]

Using Euler's formula the above can be written in complex form

\[
\tilde{k} = -\frac{2j}{\Delta} \ln \left( \left( \zeta + j\sqrt{\zeta^2 - 1} \right) \cdot e^{j\pi/2} \right) \quad (B.5)
\]
Equation (B.5) simplifies further to:

$$\tilde{k} = \frac{\pi}{\Delta} - j \frac{2}{\Delta} \ln \left( \zeta + \sqrt{\zeta^2 - 1} \right)$$  \hspace{1cm} (B.6)

Separating real and complex arguments from equation (B.6) yields to

$$\tilde{k}_{\text{real}} = \frac{\pi}{\Delta}, \hspace{1cm} \tilde{k}_{\text{img}} = -j \frac{2}{\Delta} \ln \left( \zeta + \sqrt{\zeta^2 - 1} \right)$$  \hspace{1cm} (B.7)

Let the numeric phase velocity $\tilde{c} = \omega / \Re(\tilde{k})$, where $\Re(\cdot)$ represents the real part of the wavenumber $\tilde{k}$. If $c = \omega / k$ where $k = 2\pi / \lambda = 2\pi / \Delta N_\Delta$, by taking the ratio of the numeric phase velocity to the exact phase velocity yields

$$\tilde{v}_p = \frac{\omega}{\tilde{k}_{\text{real}}} = \frac{\omega}{(\pi / \Delta)} = \frac{2\pi f \Delta}{\pi} = \frac{2 f \lambda_0}{N_\Delta} = \frac{2}{N_\Delta} c$$ \hspace{1cm} (B.8)

The wave-amplitude multiplier per grid cell of propagation is

$$e^{i\omega \Delta} \equiv e^{-a \Delta} = e^{-2 \ln \left( \zeta + \sqrt{\zeta^2 - 1} \right)} = \frac{1}{\left( \zeta + \sqrt{\zeta^2 - 1} \right)^2}$$ \hspace{1cm} (B.9)

Since $\zeta > 1$, the numerical wave amplitude decays exponentially with spatial position.
Appendix C

Numerical Wave Propagation
Along a Grid Diagonal

The following analysis explores the possibility of complex-valued wavenumbers arising for oblique numerical wave propagation in a square-cell grid. Consider the corresponding numerical dispersion relation:

\[
\tilde{k} = \frac{2\sqrt{2}}{\Delta} \sin^{-1} \left[ \frac{1}{S\sqrt{2}} \sin \left( \frac{\pi S}{N_\lambda} \right) \right] = \frac{2\sqrt{2}}{\Delta} \sin^{-1} (\zeta)
\] (C.1)

Where

\[
\zeta = \frac{1}{S\sqrt{2}} \sin \left( \frac{\pi S}{N_\lambda} \right)
\] (C.2)

The transition between real and complex values of \( \tilde{k} \) occurs when \( \zeta = 1 \).

In the complex-numerical wavenumber regime for \( N_\lambda < N_\lambda^{\text{transition}} \) we observe that \( \zeta > 1 \) in (C.2). The following relation for the complex-value arc-sine function becomes useful:

\[
\sin^{-1} (\zeta) = -j \ln \left( j\zeta + \sqrt{1 - \zeta^2} \right)
\] (C.3)

Substituting equation (C.3) into the equation given below, using the sum of simpler logarithms yields:

\[
\tilde{k} = \frac{2\sqrt{2}}{\Delta} \left[ -j \ln \left( j\zeta + \sqrt{1 - \zeta^2} \right) \right] = -\frac{2\sqrt{2}j}{\Delta} \ln \left( j\zeta + j\sqrt{\zeta^2 - 1} \right)
\] (C.4)
Using Euler’s formula the above can be written in complex form

\[ \tilde{k} = -\frac{2\sqrt{2}j}{\Delta} \cdot \ln \left( \left( \zeta + j\sqrt{\zeta^2 - 1} \right) \cdot e^{j\pi/2} \right) \]  \hspace{1cm} (C.5)

Equation (C.5) simplifies further to:

\[ \tilde{k} = \frac{\pi\sqrt{2}}{\Delta} - j \frac{2\sqrt{2}}{\Delta} \cdot \ln \left( \zeta + \sqrt{\zeta^2 - 1} \right) \]  \hspace{1cm} (C.6)

Separating real and complex arguments from equation (C.6) yields

\[ \tilde{k}_{\text{real}} = \frac{\pi\sqrt{2}}{\Delta}, \quad \tilde{k}_{\text{img}} = -j \frac{2\sqrt{2}}{\Delta} \cdot \ln \left( \zeta + \sqrt{\zeta^2 - 1} \right) \]  \hspace{1cm} (C.7)

The numerical phase velocity to the exact phase velocity yields

\[ \tilde{v}_p = \frac{\omega}{\tilde{k}_{\text{real}}} = \frac{\omega}{\left( \pi\sqrt{2}/\Delta \right)} = \frac{2\pi f \Delta}{\pi \sqrt{2}} = \frac{\sqrt{2}f \lambda_0}{N_A} = \frac{\sqrt{2}}{N_A} c \]  \hspace{1cm} (C.8)

The wave-amplitude multiplier per grid cell of propagation is

\[ e^{\tilde{k}_{\text{imag}} \Delta} = e^{-a \Delta} = e^{-2\sqrt{2} \ln \left( \zeta + \sqrt{\zeta^2 - 1} \right)} = \frac{1}{\left( \zeta + \sqrt{\zeta^2 - 1} \right)^{2\sqrt{2}}} \]  \hspace{1cm} (C.9)

Since \( \zeta > 1 \), the numerical wave amplitude decays exponentially with spatial position.
Appendix D

Complex Frequency Analysis

Assuming a sinusoidal travelling wave present in a three-dimensional FDTD space lattice discretely sampled at \((x_i, y_j, z_k, t_n)\). By allowing the possibility of complex angular frequency, \(\omega = \omega_{\text{real}} + j\omega_{\text{imag}}\), a field vector in this wave can be expressed as:

\[
\vec{V}_{i,j,k}^n = \vec{V}_0 e^{j[(\omega_{\text{real}} + j\omega_{\text{imag}})n_\Delta t - \hat{x}_i n_\Delta x - \hat{y}_j n_\Delta y - \hat{z}_k n_\Delta z]}
\]

\[
= \vec{V}_0 e^{-\omega_{\text{imag}} n_\Delta t} e^{j(\omega_{\text{real}} n_\Delta t - \hat{x}_i n_\Delta x - \hat{y}_j n_\Delta y - \hat{z}_k n_\Delta z)}
\]

(D.1)

The numerical dispersion relation allowing for a complex-valued angular frequency is given by:

\[
\left[\frac{1}{c\Delta t} \sin\left(\frac{\omega \Delta t}{2}\right)\right]^2 = \left[\frac{1}{\Delta x} \sin\left(\frac{\hat{x}_i \Delta x}{2}\right)\right]^2 + \left[\frac{1}{\Delta y} \sin\left(\frac{\hat{y}_j \Delta y}{2}\right)\right]^2 + \left[\frac{1}{\Delta z} \sin\left(\frac{\hat{z}_k \Delta z}{2}\right)\right]^2
\]

(D.2)

Taking equation (D.2) and solving for \(\omega\) yields

\[
\omega = \frac{2}{\Delta t} \sin^{-1}(\xi)
\]

(D.3)

where

\[
\xi = c\Delta t \sqrt{\frac{1}{(\Delta x)^2} \sin^2\left(\frac{\hat{x}_i \Delta x}{2}\right) + \frac{1}{(\Delta y)^2} \sin^2\left(\frac{\hat{y}_j \Delta y}{2}\right) + \frac{1}{(\Delta z)^2} \sin^2\left(\frac{\hat{z}_k \Delta z}{2}\right)}
\]

(D.4)

In the unstable range of \(1 < \xi < \xi_{\text{upper bound}}\) where
\[ 0 \leq \xi \leq c\Delta t \frac{1}{\sqrt{(\Delta x)^2 + (\Delta y)^2 + (\Delta z)^2}} \equiv \xi_{\text{upper bound}} \]  

(D.5)

and exists only if

\[ \xi_{\text{upper bound}} = c\Delta t \frac{1}{\sqrt{(\Delta x)^2 + (\Delta y)^2 + (\Delta z)^2}} > 1 \]  

(D.6)

The unstable range is defined by

\[ \Delta t = \frac{1}{c \sqrt{\frac{1}{(\Delta x)^2} + \frac{1}{(\Delta y)^2} + \frac{1}{(\Delta z)^2}}} \equiv \Delta t_{\text{stable limit-3D}} \]  

(D.7)

To prove the claim for instability for the range \( \xi > 1 \), the complex-valued \( \sin^{-1}(\xi) \) is given by

\[ \sin^{-1}(\xi) = -j \ln \left( j\xi + \sqrt{1 - \xi^2} \right) \]  

(D.8)

Substituting equation (D.8) into equation (D.3) and solving for \( \delta \) yields

\[ \delta = \frac{2}{\Delta t} \sin^{-1}(\xi) = -\frac{2j}{\Delta t} \ln \left( j\xi + \sqrt{1 - \xi^2} \right) \]  

(D.9)

Factoring out \( j = e^{j\pi/2} \) in the argument of the natural logarithm

\[ \delta = -\frac{2j}{\Delta t} \ln \left( j\xi + \sqrt{1 - \xi^2} \right) = -\frac{2j}{\Delta t} \ln \left( \left( \xi + \sqrt{\xi^2 - 1} \right) e^{j\pi/2} \right) \]  

(D.10)

Taking the natural logarithm of equation (D.10) yields

\[ \delta = -\frac{2j}{\Delta t} \ln \left( \left( \xi + \sqrt{\xi^2 - 1} \right) e^{j\pi/2} \right) = \frac{\pi}{\Delta t} - \frac{2j}{\Delta t} \ln \left( \xi + \sqrt{\xi^2 - 1} \right) \]  

(D.11)

Separating the real and imaginary parts of \( \delta \) from equation (D.11)
\[ \tilde{\omega}_{\text{real}} = \frac{\pi}{\Delta t} \quad \text{and} \quad \tilde{\omega}_{\text{imag}} = -\frac{2}{\Delta t} \ln\left( \xi + \sqrt{\xi^2 - 1} \right) \] (D.12)

Substituting equation (D.12) into equation (D.1) the following equation is obtained

\[ \tilde{V}_{l,j,k}^{\text{in}} = \tilde{V}_0 e^{-a_m n \Delta t} e^{j(m_{\text{num}} n \Delta t - k_L \Delta x - k_J \Delta y - k_K \Delta z)} \]
\[ = \tilde{V}_0 e^{2/\Delta t \ln(\xi + \sqrt{\xi^2 - 1}) n \Delta t} e^{j(m_{\text{num}} n / \Delta n \Delta t - k_L \Delta x - k_J \Delta y - k_K \Delta z)} \] (D.13)

In the unstable range of \( 1 < \xi < \xi_{\text{upper bound}} \) and using the identity \( e^{\ln(x)} = x \), equation (D.13) becomes

\[ \tilde{V}_{l,j,k}^{\text{in}} = \tilde{V}_0 e^{2/\Delta t \ln(\xi + \sqrt{\xi^2 - 1}) n \Delta t} e^{j(m_{\text{num}} n / \Delta n \Delta t - k_L \Delta x - k_J \Delta y - k_K \Delta z)} \]
\[ = \left( \xi + \sqrt{\xi^2 - 1} \right)^{2n} e^{j(m_{\text{num}} n / \Delta n \Delta t - k_L \Delta x - k_J \Delta y - k_K \Delta z)} \] (D.14)

where \( **2n \) denotes the \( 2n \)-th power. Based on equation (D.14) the following multiplicative factor greater than 1, amplifies the numerical wave every time-step:

\[ q_{\text{growth}} = \left( \xi + \sqrt{\xi^2 - 1} \right)^2 \] (D.15)