Abstract— This paper describes an efficient way of simulating the effects of device random mismatch on circuit transient characteristics, such as variations in delay or in frequency. The proposed method models DC random offsets as equivalent AC pseudo-noises and leverages the fast, linear periodically time-varying (LPTV) noise analysis available from RF circuit simulators. Therefore, the method can be considered as an extension to DC match analysis and offers a large speed-up compared to the traditional Monte-Carlo analysis. Although the assumed linear perturbation model is valid only for small variations, it enables easy ways to estimate correlations among variations and identify the most sensitive design parameters to mismatch, all at no additional simulation cost. Three benchmarks measuring the variations in the input offset voltage of a clocked comparator, the delay of a logic path, and the frequency of an oscillator demonstrate the speed improvement of about 100-1000× compared to a 1000-point Monte-Carlo method.
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I. INTRODUCTION

As CMOS device mismatch nearly doubles for every process generation below 100nm and the 3σ-variation of the transistor drive current reaches beyond 30% [1], analyzing its impacts on circuit performance and yield becomes increasingly more important. With such large variations in device characteristics, the traditional worst-case design approaches result in excessive design margins and unnecessarily sacrifice key performances such as speed, power, and area [2],[3]. To avoid such excessive margins and retain high performance, a statistical approach to analyzing the circuit performance is necessary. This paper describes an efficient method of simulating the impact of device mismatch on various transient characteristics [6], which can greatly relax the computational burden when optimizing circuit designs for yield.

The most common way of estimating the statistical distribution of circuit performance is Monte-Carlo analysis. Device mismatch is modeled as a set of randomly generated samples that represent the probability distributions of the device parameters. The circuit is then repetitively simulated with the random device samples and the statistics of the resulting performance are collected. While it is conceptually very simple, Monte-Carlo analysis requires a large number of samples in order to estimate the performance statistics reliably; typically, over hundreds to thousands of circuit simulations are needed for the moderate accuracy of ±5~15%. It can be particularly costly for long transient simulations where the circuits have to reach to a steady-state behavior before the performance of interest can be measured.

Numerous methods were therefore reported in literature that reduce the computational cost of the Monte-Carlo analysis [4],[5]. For example, variance reduction techniques including importance sampling, stratified sampling, correlated sampling, and regression sampling can improve the precision of the statistical estimate with a smaller set of random simulations. Also, statistical regression techniques such as response surface modeling (RSM) have been applied to further reduce the number of random simulations. However, the computational cost still remains high for large-scale circuits.

This paper focuses on ways to estimate the effects of device mismatch using linear sensitivity analysis. Most transistor-level circuit simulators including SPICE offer an analysis mode where it calculates the sensitivity of a DC voltage or current with respect to small variations in device parameters (.SENS) [20],[26]. This sensitivity analysis is a low-cost computation yet its results can be used to effectively estimate the yield. For example, Schenkel, et al. [7] combined the sensitivity analysis and a search algorithm to identify the transistor pairs that are most sensitive to mismatch. Oehm and Schumacher [8] calculated the mismatch effects on the DC operating point of a circuit by scaling each mismatch distribution by the corresponding sensitivity and combining them via root-mean-square summation, assuming that each mismatch distribution is an independent Gaussian with small variance. Some commercial simulators including Spectre and HSPICE offer a similar analysis called DC match analysis [9], which is found effective in estimating the mismatch effects on DC characteristics of various analog circuits, such as the offset voltage of an operational amplifier, the output voltage of a bandgap reference circuit, or static noise margin of SRAM.
memory cells.

However, no equivalent approach to estimate the variation in transient characteristics has been reported prior to [6]. The examples of transient characteristics include skews in a clock distribution network, frequency of an oscillator, and nonlinearity of an A/D converter, which can only be measured via time-domain, transient simulations. While algorithms for transient sensitivity analysis exist, the computational cost for large circuits with many mismatch variables is still very high. Hocevar, et al. [10] used transient sensitivities to estimate yield gradients but limited the number of mismatch parameters to four by modeling the die-to-die variation only.

This paper extends the idea of Oehm and Schumacher [8] and analyzes the variations in the transient characteristics via linear sensitivity analysis in more depth than it was in [6]. It asserts that the sensitivity-based mismatch analysis for transient characteristics can be most efficiently carried out when using a linear, periodically time-varying (LPTV) sensitivity analysis [22] rather than using the transient sensitivity analysis [23]. In order to leverage the existing RF circuit simulators such as SpectreRF or ADS, we model the device mismatch as low-frequency pseudo-noise using Verilog-A analog behavioral description language and use the LPTV noise analysis in place of the LPTV sensitivity analysis.

The linear perturbation model assumed by the proposed mismatch analysis makes it easy to model and analyze correlations among circuit response variations and to determine the sensitivity of the performance variation with respect to each design parameter. Both the correlations and mismatch sensitivities can be calculated at no additional simulation cost whereas the equivalent information would cost linear computational time with the number of random parameters in other sampling-based mismatch analyses. In particular, the sensitivities of the performance variation to design parameters are the essential information when optimizing circuits for yield.

This paper is organized as follows. First, it outlines the sensitivity-based mismatch analysis based on LPTV noise analysis (Section II) and the subsequent sections describe the various aspects of applying the method to common circuits such as the clocked comparators, logic paths, and oscillators (Sections III, IV, and V). Section VI then discusses the benchmark results that demonstrate about 100-1000× speed-up compared to a 1000-point Monte-Carlo simulation and Section VII addresses some limitations of the described mismatch analysis.

II. SENSITIVITY-BASED MISMATCH ANALYSIS VIA LPTV NOISE SIMULATION

One of our basic ideas is that the random device mismatch (i.e. DC offsets) and low-frequency AC noise have indistinguishable effect on the circuit response if they are observed over a bounded period of time. Fig. 1(a) illustrates this idea conceptually. When the simulation time is bounded, we can always come up with low enough frequency AC noise that appears virtually fixed during the observation period. Therefore, we can analyze the effects of DC mismatch by simulating the effects of the equivalent AC noise instead.

Interestingly, Galup-Montoro, et al. [24] demonstrated that the model equations for the transistor current mismatch can be derived based on the carrier number fluctuation theory which underlies the 1/f flicker noise. In essence, the mismatch and the 1/f flicker noise may share the same physical explanations except that one is spatial fluctuation while the other is temporal.

Another insight is that the small-signal noise analysis based on linear perturbation model is far more efficient than a general, nonlinear noise analysis (e.g. Monte-Carlo) and the results can be as accurate if the noise is sufficiently small or the system is linear. Fig. 1(b) compares these two approaches conceptually. Let’s assume that we have to evaluate a response of a memoryless system \( y = F(x) \) to a sinusoidal input centered at \( x_0 \) with an amplitude \( A \). A general, nonlinear approach would have to evaluate the system function \( y = F(x) \) for virtually all possible input values. However, if we can assume that the input amplitude \( A \) is sufficiently small, we can treat the system as linear and carry out a small-signal linear analysis. In this case, the output can be approximated as a sinusoid centered at \( y_0 = F(x_0) \) and only its amplitude needs to be computed, which is simply the input amplitude \( A \) scaled by the linearized transfer gain of the system (i.e. sensitivity) at the nominal input of \( x_0 \).

The previous DC sensitivity-based mismatch analyses in [8],[9] can be considered equivalent to performing a small-signal noise analysis if we apply the proper translations between the mismatch variances and the noise power-spectral densities (PSD’s). For instance, consider a sensitivity-based
mismatch analysis described in [8], where the variation in DC voltage or current is estimated as:

\[ \sigma_{out}^2 = \sum_{i} S_i^2 \cdot \sigma_i^2, \]  

(1)

where \( \sigma_i^2 \) is the variance in the \( i \)-th device parameter distribution and \( S_i \) is the DC sensitivity of the DC voltage or current being measured with respect to the \( i \)-th device parameter. It is based on the linear perturbation model where the change in the output parameter of interest (\( \Delta P_{out} \)) can be expressed as a sum of the input parameter changes (\( \Delta P_i ' s \)) scaled by their sensitivities (\( S_i ' s \)), respectively. In equation,

\[ \Delta P_{out} = \sum_{i} S_i \cdot \Delta P_i . \]  

(2)

And the expression in (1) assumes that the variations in the parameters (\( \Delta P_i ' s \)) are independent of one another. On the other hand, the small-signal noise analysis such as .NOISE in SPICE derives the output noise PSD via a similarly-looking equation to (1):

\[ PSD_{out}(f) = \sum_{i} \| TF_i(f) \|^2 \cdot PSD_i(f), \]  

(3)

where \( PSD_i(f) \) is the power-spectral density of the \( i \)-th noise source and \( TF_i(f) \) is the frequency-domain transfer function of the circuit between the \( i \)-th noise source and the output. Therefore, if we assume that we can approximate the DC sensitivities (\( S_i ' s \)) with the low-frequency transfer gains (e.g. \( TF_i(f) ' s \) at \( f=1 \)-Hz), then one can perform a DC sensitivity-based mismatch analysis using a small-signal noise simulation by inserting the pseudo-noise sources whose \( PSD_i(f) ' s \) are proportional to \( \sigma_i^2 ' s \), respectively, and interpreting the simulated \( PSD_{out}(f) \) as the measured variation \( \sigma_{out}^2 \). It is not surprising since both analyses are based on the principle of linear, adjoint sensitivity analysis [25].

Then it becomes apparent that a natural way of extending the DC sensitivity-based mismatch analysis in [8],[9] to measure the variations in transient characteristics is to perform a small-signal, yet \textit{time-varying} noise analysis instead of the linear, time-invariant noise analysis. There exist largely two categories of such time-varying noise analyses in literature. One is the transient noise analysis [18] which does not assume any periodicity in the circuit response and the other is the linear periodically time-varying (LPTV) noise analysis which requires a periodic steady-state response of the circuit. We will compare these two noise analyses in more detail in Section IV and assert that the LPTV noise analysis is the more efficient method.

III. MODELING MISMATCH AS LOW-FREQUENCY PSEUDO-NOISE

The overall flow of the proposed mismatch analysis is illustrated in Fig. 2. The first step in the proposed mismatch analysis is to convert the device parameter mismatches to the equivalent AC pseudo-noise sources. In general, the pseudo-noise should have a power that is proportional to the variance of the mismatch distribution.

In LPTV noise analysis, the noise at high frequency may be converted down to a lower frequency, due to the phenomenon called noise folding [13]. Therefore, it is necessary to keep the high-frequency PSD of the pseudo-noise low and to prevent noise folding from contaminating the true mismatch-induced effects. Flicker noise has a \( 1/f^{\alpha} \) PSD and is the simplest low-frequency noise source to implement using an analog behavioral description language like Verilog-A.

In the following examples, a mismatch with variance of \( \sigma^2 \) is converted to a \( 1/f^{\alpha} \)-flicker noise with a PSD equal to \( \sigma^2 \) at 1-Hz (i.e. \( N^2/\Delta f = \sigma^2/f \)). The choice of 1-Hz as the pseudo-noise frequency point is arbitrary as it only needs to be sufficiently

\[ \frac{\overline{V_R^2}}{\Delta f} = \sigma_R^2 \frac{I_R^2}{f} \]

\[ \frac{\overline{V_C^2}}{\Delta f} = \sigma_C^2 \frac{V_C^2}{C_o^2 f} \]

\[ \frac{\overline{I_L^2}}{\Delta f} = \sigma_L^2 \frac{I_L^2}{L_0^2 f} \]

Fig. 2. The proposed sensitivity-based mismatch analysis flow.

Fig. 3. The equivalent pseudo-noise representation for the variations in resistance (\( R \)), capacitance (\( C \)), and inductance (\( L \)). \( R_0, C_0, \) and \( L_0 \) denote the nominal values and \( \sigma_R^2, \sigma_C^2, \) and \( \sigma_L^2 \) denote the variances of \( R, C, \) and \( L, \) respectively.
lower than the fundamental frequency of the LPTV noise analysis.

A. Mismatch in Passive Devices

Passive devices may have uncertainties in their resistance, capacitance, or inductance. Since a typical circuit simulator can only handle noise sources in voltage or current, these parameter variations have to be translated to the equivalent pseudo-noise sources in voltage or current. Fig. 3 shows examples of the equivalent pseudo-noise sources for modeling mismatches in a resistor, a capacitor, and an inductor. For example, the pseudo-voltage noise representing the resistance mismatch has a PSD of \( \sigma_R^2 I_R^2 \) at 1-Hz, where \( \sigma_R^2 \) is the variance of the resistance mismatch and \( I_R \) is the nominal current flowing through the resistor. Similarly, the pseudo-noise powers for the capacitance and inductance mismatches have the additional dependencies on either the voltage across or the current flowing through the elements. These bias dependencies can be modeled using Verilog-A.

B. Mismatch in MOS Transistors

Mismatch in MOSFET devices can also be modeled with pseudo-noises. In the example of the Pelgrom model [11], the transistor mismatch is modeled as the uncertainties in the threshold voltage \( (V_T) \) and the current factor \( (\beta) \), where their variations are inversely proportional to the gate area. In equations,

\[
\sigma_V^2 = A_{VT}^2 (W/L) \\
\sigma_\beta^2 / \beta^2 = A_\beta^2 (W/L)
\]

where \( W \) is the width and \( L \) is the length of the transistor. \( A_{VT} \) and \( A_\beta \) are constants specific to the process technology.

Fig. 4(a) shows the schematic diagram of the pseudo-noise sources that model the mismatches in \( V_T \) and \( \beta \). The mismatch in \( V_T \) is translated to a voltage noise source at the gate node with PSD of \( \sigma_V^2 \) at 1-Hz. The mismatch in \( \beta \) is translated to a current noise source across the drain and source with PSD of \( (\sigma_\beta^2 / \beta^2) I_{DS}^2 \) at 1-Hz. Fig. 4(b) and (c) list the Verilog-A codes for these pseudo-noise sources and an example of embedding them within the transistor model.

Note that we can also model the variations in other transistor parameters than \( V_T \) and \( \beta \) using the pseudo-noise sources. For example, ref. [28] proposed a modified mismatch model that includes the variations in the body effect constant \( (\gamma) \) and in the mobility degradation constant \( (\theta) \). Ref. [29] described a model that expresses the mismatch in terms of basic physical parameters such as the sheet resistance, channel dopant concentration, carrier mobility, and gate oxide thickness. Virtually all mismatch models for MOSFETs express the variation in the drain current as some function of random parameters, which is typically bias-dependent. Those bias-dependent equations with random parameters can be easily translated into Verilog-A description with pseudo-noise sources as in the Pelgrom model example in Fig. 5.

C. Modeling Correlations

The mismatches in different parameters may be correlated, for example, spatially within a die or wafer. Without taking correlations into account, one can get misleading estimates on the mismatch effects. For example, assuming that the gates in the local logic path have independent variations in delay, one can over-estimate the minimum total delay while under-estimating the maximum total delay, none of which is desirable for the reliable timing closure.

While all noise sources modeled in Verilog-A are assumed independent of one another, one can construct correlated noise sources by linearly combining the independent noise sources. For example, assume that \( X_1, X_2, \ldots, X_M \) are independent noise sources with variance of 1 and mean of 0. It is well known that a set of correlated noise sources \( Y_1, Y_2, \ldots, Y_N \) can be constructed as linear combinations of \( X_i \)'s, that is, \( Y_i = \sum a_{ij} X_j \) for \( i=1, 2, \ldots, M \), have a covariance matrix \( C \) expressed as:

\[
C = AA^T
\]

where \( A \) is an \( M \)-by-\( N \) matrix of \( \{a_{ij}\} \)'s and \( A^T \) denotes the transpose of the matrix \( A \). Therefore, one can construct the desired correlated noise sources by choosing a proper set of coefficients \( A = \{a_{ij}\} \)'s.

IV. LPTV CYCLOSTATIONARY NOISE SIMULATION

The next step is to simulate the circuits with the pseudo-noise sources. While algorithms exist that can simulate the noise in transient responses [18], they are compute-intensive and
especially inefficient for circuits that need to be simulated for a long period before the performance can be measured. Much of the computation is wasted on simulating the noise response during the settling period, which is of no interest (see Fig. 5).

The LPTV noise analysis, also referred to as the periodic noise (PNOISE) analysis offered by RF circuit simulators such as SpectreRF and ADS, provides a more efficient way of simulating the effects of these pseudo-noise sources [12]-[17]. First, the initial settling transient is simulated only once and the final steady-state response is found by an iterative search such as shooting Newton or harmonic balance algorithms [12], rather than by a brute-force, long transient simulation. This steady-state response can be periodic if not constant (i.e. DC). Second, the small-signal noise analysis is performed only on this steady-state response, which linearizes the circuit around its periodic steady-state response and calculates the output noise PSD quickly based on the linear, periodically time-varying (LPTV) system analysis [12]-[14]. Moreover, Krylov subspace algorithms like [16],[17] further reduce the computational effort and make the LPTV noise analysis applicable to large-scale circuits.

However, the LPTV analysis requires that the circuit have a periodic steady state. For mismatch analysis, it is also required that the performance of interest be measurable from the steady state, since it is the only response of which variations due to the pseudo-noises are simulated. While not all circuits have periodic steady states, many can be made periodic with proper testbench configurations. The following subsections discuss a few practical examples.

A. Input Offset Voltage of Clocked Comparator

A clocked comparator is a circuit that makes decision as to whether the input signal is high or low at every clock cycle. Most clocked comparators use regenerative circuits to achieve a high amplification gain via positive feedback. Clocked comparators have widespread use in many applications where digital information needs to be recovered from analog signals, such as analog-to-digital converters, wireline receivers, and memory bit-line detectors.

We look at a problem of measuring the variation in the input-referred offset of a clocked comparator. Unlike measuring the input-referred offset of a linear amplifier, that of a clocked comparator cannot be measured via DC analysis in SPICE. The comparator has no stable DC operating point from which the offset voltage can be measured. Moreover, the input offset voltage can only be measured via transient simulation. Typically, the input offset is swept until one finds a value that puts the comparator in a metastable state, the state in which the comparator cannot resolve its decision in a finite period. However, this sweep-based measurement does not fit into our mismatch analysis approach, where the LPTV noise simulation requires a periodic steady state of the comparator from which the input offset voltage can be measured.

Fig. 6 shows a configuration in which the comparator converges to a metastable state as it reaches to its periodic steady state. Any difference between the two differential output voltages builds up a voltage $V_{OS}$ that adjusts the offset applied to the input. As the simulation progresses in time, the

![Fig. 6. Simulation testbench configuration for measuring the input offset voltage of a clocked comparator. Once converged to its periodic steady state, the comparator becomes metastable and $V_{OS}$ indicates the input offset.](image)

![Fig. 7. A simple logic path example. The delays of interest are from the rising edge of the inputs $X$ and $Y$ to the falling edge of the outputs $A$ and $B$.](image)
This configuration is periodic with the clock period and the final $V_{OS}$ indicates the input offset voltage of the comparator.

B. Delay of Logic Path

The delay variation of a logic path or a clock distribution network is of great importance to synchronous digital system designs. This example tries to address this class of problems with a simple logic path shown in Fig. 7.

Setting up a periodic steady state for this logic path is easy; simply apply periodic or constant signals to all the inputs. The period $T$ should be equal for all the periodic inputs and should be long enough for the signals not to interfere across the period boundary. The circuit then has a periodic steady-state with a fundamental frequency equal to $1/T$.

C. Frequency of Oscillator

When measuring the variation in the frequency of an oscillator, no special setup is necessary since the oscillator is inherently a periodic system. However, an oscillator is unique in that its fundamental frequency is not known a priori and may change due to mismatch. RF simulators use dedicated algorithms to find the periodic steady state and to perform the noise analysis for oscillators [15].

These examples provide clues on how one might devise a periodic simulation setup to measure the performance variation of his/her interest when the circuit under test is not periodic or when the performance of interest is not measured from the steady-state. If the performance can be measured from a single time-domain simulation with a finite time span, such as the delay in the logic path example, then a periodic setup can simply be the one that periodically repeats the original simulation. If the performance is to be measured based on a search over multiple test cases, such as the input-referred offset in the comparator example, then additional effort might be necessary to first create a testbench that can perform the search in a single simulation run. A brute-force approach could be to expand all the test cases and measure them all at once in a single simulation run (e.g. simulating multiple comparators, each with different input voltage). Or, using Verilog-A, it is possible to have a testbench that sweeps the parameters within the same simulation run and reports the search results in the form of voltage/current signals. The testbench setup in Fig. 6 demonstrates the latter, which searches for the input voltage that gives zero output (i.e. the input-referred offset) with an ideal feedback loop.

V. INTERPRETING SIMULATED CYCLOSTATIONARY NOISE PSD AS PERFORMANCE VARIATION

The final step in our mismatch analysis is to interpret the simulated noise PSD as the variation in the measured performance. The performance metrics mentioned in the aforementioned examples were the offset voltage, delay, and frequency, respectively.

In LPTV systems, an input noise at frequency $f$ can affect the output noise at multiple frequencies, $Nf_0+f$, where $N$ is an integer and $f_0$ is the fundamental frequency of the periodic steady state. In general, the reported noise is cyclostationary with a period of $1/f_0$. Some RF simulators such as SpectreRF report the cyclostationary noise characteristics as a collection of stationary noise PSDs, each located at a different sideband with its center frequency being a multiple of the fundamental frequency, $Nf_0$. This collection of stationary noise PSDs is essentially a Fourier series expansion of the cyclostationary noise PSD [21].

The choice of the noise PSD sideband to read the variation from depends on the type of the variation being measured. For instance, to measure the change in the DC component of the periodic steady state (e.g. the offset voltage of the comparator), the baseband PSD ($N=0$) is observed. On the other hand, for the change in the AC component, such as the delay or frequency that is related to the time shifts in the periodic waveform, a passband PSD (e.g. $N=1$) must be chosen. Since we chose 1-Hz as a virtual DC frequency point (see Section III), the noise PSD at 1-Hz offset from the selected sideband will bear the information on the performance variation.

As stated earlier, the linear perturbation model assumed by the proposed mismatch analysis makes it easy to identify the contribution of each device mismatch to the total variation in performance. For example, the SpectreRF simulator provides a breakdown list of the contributions from the individual noise sources along with the total noise power, which is valuable for assessing the impact of each design parameter on the yield. Also, the correlations among multiple performance variations can be derived from this breakdown of contributions. In the case when physical device noise sources such as thermal and flicker noises in MOS transistors are included in the pseudo-noise simulation, this breakdown list can be used to distinguish the pseudo-noise contributions from these physical

![Fig. 8. Constructing a statistical waveform by combining (a) the periodic steady-state and (b) the periodic pseudo-noise waveforms into (c).](image)
A. Variation in DC Voltage or Current

When measuring the variation in a DC voltage or current due to mismatch, such as $V_{OS}$ in the comparator example which corresponds to the input offset voltage, its baseband noise PSD at 1-Hz represents the variance of its distribution. For example, if the simulated $V_{OS}$ has a noise PSD of $8.24 \times 10^{-4}$ V$^2$/Hz at 1-Hz from DC, we can interpret it as the input offset voltage having a standard deviation of $\sqrt{8.24 \times 10^{-4}} = 28.7$ mV.

B. Variation in Delay

The variation in delay manifests itself as a time shift in the periodic steady-state waveform. Therefore, it can be calculated from the passband noise PSD at 1-Hz offset from the fundamental frequency (denoted as $P_1$ in V$^2$/Hz). Based on the narrowband phase modulation approximation [12], the variation in phase ($\sigma_\varphi^2$) can be expressed as:

$$\sigma_\varphi^2 = \pi^2 P_1 / A_c^2,$$

where $A_c$ is the amplitude of the fundamental component of the periodic steady state waveform. Since the delay $D$ is related to the phase $\Phi$ by $D = \Phi / (2\pi f_0)$ where $f_0$ is the fundamental frequency, the delay variance $\sigma_D^2$ is equal to:

$$\sigma_D^2 = \sigma_\varphi^2 / (2\pi f_0)^2 = P_1 / (2\pi f_0 A_c)^2.$$

An alternative way to measure the delay variation is to measure the noise PSD at each point in time (using time-domain noise analysis in SpectreRF) and construct the statistical waveform by overlaying the noise waveform on top of the periodic steady-state waveform, as illustrated in Fig. 8. While it is visually more appealing, the time-domain noise analysis requires the noise PSD measurement at all sidebands. On the other hand, the abovementioned method requires the noise PSD at only one sideband and thus is much more efficient.

C. Variation in Frequency

The variation in frequency of an oscillator can also be derived from the phase variation. Since frequency is a time-derivative of phase, the variance in frequency $\sigma_f^2$ is derived as:

$$\sigma_f^2 = 4f^2 \cdot P_1 / A_c^2,$$

where we chose $f=1$-Hz as discussed before.

D. Measuring Correlations among Multiple Variations

We can calculate correlations among multiple performance variations based on their breakdown lists of contributions from the individual independent noise sources. Suppose that we measured the variations in two performances, $A$ and $B$, via the described pseudo-noise simulation. In addition to the overall variations of $A$ and $B$ ($\sigma_A^2$ and $\sigma_B^2$), the RF circuit simulator reports the lists of contributions ($S_{A,i} \cdot \sigma_i$) and ($S_{B,i} \cdot \sigma_i$) for $i = 1, 2, \ldots$ whose sums are equal to $\sigma_A^2$ and $\sigma_B^2$, respectively, as expressed in (10) and (11). Note that the simulator does not need to perform any additional simulation since these contributions were already computed when deriving the total variance.

$$\sigma_A^2 = \sum_i (S_{A,i} \cdot \sigma_i)^2,$$

$$\sigma_B^2 = \sum_i (S_{B,i} \cdot \sigma_i)^2.$$

The covariance between the two performance metrics $A$ and $B$ ($\sigma_{AB}$) can be calculated as an inner product of the lists of contributions:

$$\sigma_{AB} = \sum_i (S_{A,i} \cdot \sigma_i) \cdot (S_{B,i} \cdot \sigma_i).$$

And the correlation coefficient $\rho$ is $\sigma_{AB} / (\sigma_A \cdot \sigma_B)$, by definition. It implies that if the two performance variations $\sigma_A^2$ and $\sigma_B^2$ share large contributions from common noise sources, they are strongly correlated and vice versa.

Table I illustrates an example of calculating correlations between the delay variations at two different outputs, $A$ and $B$ in Fig. 7. When the input $X$ rises before the input $Y$, the critical delay paths to the outputs $A$ and $B$ share two logic gates $a$ and $b$. Therefore, the variations in the two delays are expected to be correlated and the calculated correlation coefficient is indeed high at 0.885. On the other hand, when the input $Y$ rises before the input $X$, the critical delay paths no longer share common gates and the correlation coefficient is 0.01.

The covariance or correlation information is also useful when calculating the distribution of a quantity measure that depends on multiple performance measurements. For example, the differential nonlinearity (DNL) of a digital-to-analog converter is defined as the distribution of the difference...
between the two adjacent code outputs (i.e., \( \Delta V = V_{N+1} - V_N \)).

The variance of the \( N \)-th DNL \( \Delta V_N \) can be calculated from the variances of the individual code outputs \( V_{N+1} \) and \( V_N \) (i.e., \( \sigma_{N+1}^2 \) and \( \sigma_N^2 \)), each measured by a separate pseudo-noise simulation, and their covariance \( \sigma_{N+1,N} \) computed according to (12) as:

\[
\sigma_{\Delta V_N}^2 = \sigma_{N+1}^2 + \sigma_N^2 - 2 \cdot \sigma_{N+1,N}.
\]

(13)

It is noteworthy that these simple calculations described in this section were possible due to the linear perturbation model assumed by this sensitivity-based mismatch analysis.

VI. BENCHMARK RESULTS

Table II summarizes the benchmark results of the proposed sensitivity-based mismatch analysis via pseudo-noise simulation compared with 1,000-point and 10,000-point Monte-Carlo analysis results. The proposed mismatch analysis is significantly faster with excellent accuracy, especially for the clocked comparator example in which case the circuit had to be simulated for a long time before the offset voltage \( V_{OS} \) settles to a final value. Fig. 9 compares the histogram of the comparator input offset voltage obtained from the Monte-Carlo analysis and the PDF estimated by the sensitivity-based analysis. With a 1000-point Monte-Carlo simulation, the 95%-confidence interval is ±4.5% of the measured variation. With a 10,000-point simulation, the confidence interval is ±1.4%.

The simulations were run with SpectreRF on a 3.6-GHz Intel Xeon processor machine with 4GB of memory. The process technology assumed was 0.13-\( \mu \)m CMOS with \( AVT = 6.5mV \cdot \mu m \) and \( A_{\beta} / \beta = 3.25\% \cdot \mu m \) (3\( \sigma \)-variation in \( I_{DS} \) is approximately 14% for 8.32\( \mu \)m/0.13\( \mu \)m nMOS device with \( V_{GS\text{=1.0V}} \)).

VII. MISMATCH SENSITIVITY ANALYSIS FOR YIELD OPTIMIZATION

To optimize a circuit for the highest yield or for the minimum uncertainty in performance, one needs to know the impact of each design parameter on the performance variation. Similar to the correlations, this impact factor or mismatch sensitivity can be derived from the breakdown list of mismatch contributions without any additional simulations. This is a significant advantage compared to the Monte-Carlo analysis.

The mismatch sensitivity of each design parameter can be derived based on the chain rule. For example, a transistor width \( W \) is related to the mismatches in \( V_T \) and \( \beta \) by (4) and (5) listed in Section III.B, and the sensitivities of \( V_T \) and \( \beta \) variations with respect to \( W \) are:

\[
\frac{\partial \sigma_{V_T}^2}{\partial W} = -A_{V_T}^2 \left( \frac{1}{W^2} \right) = -\sigma_{V_T}^2 / W, \quad \sigma_{\beta}^2 / \beta^2 \right) \frac{\partial W}{\partial \beta} = -A_{\beta}^2 \left( \frac{1}{W^2} \right) = -\sigma_{\beta}^2 / \beta^2 / W.
\]

Therefore, if the pseudo-noise simulation reports that the variation in the performance \( P \) due to \( V_T \)-mismatch is \( \sigma_{P,V_T}^2 \) and the variation due to \( \beta \)-mismatch is \( \sigma_{P,\beta}^2 \), then the sensitivity of the performance variation \( \sigma_P^2 \) with respect to the width of that transistor \( W \) is:

\[
\frac{\partial \sigma_P^2}{\partial W} = - \sigma_{P,V_T}^2 / W - \sigma_{P,\beta}^2 / W.
\]

Fig. 10 lists the sensitivities of the input offset voltage to the widths of the transistors in a variant of the StrongARM comparator [19]. As expected, the input transistor sizes are

![Fig. 9. Comparison of the histogram from a 10,000-point Monte-Carlo simulation and the PDF from the pseudo-noise based mismatch analysis for the clocked comparator input offset voltage variation. The 3\( \sigma \)-variation of the drain current \( (I_{DS}) \) is 14%.](image)

![Fig. 10. (a) The StrongArm comparator [19] and (b) the sensitivity of each transistor width to the input offset variation.](image)
(M2-M3) have the highest impact on the input offset and they should be increased to reduce the input offset variation. In practical applications, other performance requirements such as the input loading and sampling bandwidth may pose the upper limits on these sizes.

VIII. LIMITATIONS

The noise-based mismatch analysis described in this paper relies on the linear perturbation model in (2). While this approach offers several advantages that enable quick estimation of performance variations as well as their correlations and sensitivities to design parameters, it also has a few limitations that the designers must be aware of.

One limitation is that the assumed linear perturbation model is valid only for sufficiently small mismatches. As the mismatch in modern devices becomes more severe, it is expected that the estimates on the performance variations using the proposed pseudo-noise analysis become less accurate. Another consequence of the nonlinear circuit response and large mismatch is that the resulting performance variation may no longer be approximated as Gaussian distribution even if the mismatch parameters are normally distributed.

Fig. 11 plots the errors in estimating the frequency variation in the ring oscillator example in Section IV-C as the transistor current mismatch is increased. It shows that due to the nonlinearity of the circuit response, the difference between the estimated variations using the proposed pseudo-noise analysis and the 1,000-point Monte-Carlo analysis reaches above 10% when the 3σ-variation of the current mismatch exceeds 39%. Fig. 11 also plots the normalized skewness of the frequency distribution estimated via the Monte-Carlo analysis, which we defined as $\gamma^{1/3}/\mu$ where $\mu$ is the mean and $\gamma$ is the third moment of the distribution, i.e. $E[(X-\mu)^3]$. The skewness indicates how asymmetric the distribution is and therefore how different it is from a symmetric, Gaussian distribution. As expected, the skewness grows with the transistor current mismatch and the frequency of the ring oscillator takes an increasingly non-Gaussian distribution. Fig. 12 shows the histogram of the oscillator frequency when the 3σ-variation of the current mismatch is at 44% (three times the variation in this technology). The linear, pseudo-noise analysis underestimates the standard deviation by 15.9% and the negative normalized skewness of -0.057 indicates that the distribution is slightly tilted towards the left.

Due to the fact that the described pseudo-noise analysis computes only the variance or standard deviation of the performance, it has to assume that the mismatch parameters are normally distributed if the shape of the performance distribution needs to be derived, which is bound to be a Gaussian because of the assumed linear perturbation model. Note that the proposed analysis can still estimate the standard deviation of the resulting performance accurately even if the mismatch parameters are not Gaussian-distributed, as long as
their variations are sufficiently small to keep the linear perturbation model valid. However, the proposed analysis based on linear sensitivities fails to predict the exact shape of the performance distribution when the mismatches becomes too severe or when they are not normally distributed.

While projecting non-Gaussian distributions via the nonlinear response surface is possible, it may have to sacrifice some of the strong merits of the proposed analysis such as the abilities to quickly estimate the correlations and sensitivities as discussed in Section V and VII. For example, one possible solution is to break a non-Gaussian mismatch distribution into a sum of narrowly-distributed Gaussians as illustrated in Fig. 13 and to project each of the sub-Gaussians to the performance space via its own, local linear perturbation model. The resulting performance distribution is a sum of the projected Gaussian distributions, which can be non-Gaussian. Since now the linear perturbation models must be computed individually for each center point of the sub-Gaussian PDFs, the total number of PSS simulations required increases with the number of the sub-Gaussian distributions. Unfortunately, this number can grow very quickly with the number of mismatch parameters; at a certain point, it may be more efficient to use other methods based on nonlinear response surface models (for example, [27]).

The aforementioned issues are clearly the limitations for predicting the accurate yields in the presence of severe, non-Gaussian mismatches. Nonetheless, the described pseudo-noise analysis is still very effective in quickly estimating the performance variation during design iterations and in guiding designers for possible improvements with the sensitivity and correlation information. In addition, since the accuracy achievable with 100- and 1000-point Monte Carlo simulations is limited to only ±14% and ±4.5%, respectively (the 95% confidence interval assuming Gaussian distribution), the proposed pseudo-noise analysis is a powerful tool especially for large-scale circuits which require long transient simulations and for which even moderate Monte-Carlo simulations are very costly.

IX. CONCLUSIONS

This paper presented an efficient, sensitivity-based mismatch analysis method that is based on the pseudo-noise models and LPTV noise simulation. Device mismatch is modeled as low-frequency pseudo-noise and the variation in performance is derived from the simulated LPTV noise responses. The described mismatch analysis is the most efficient extension of the DC sensitivity-based mismatch analysis [8],[9] for analyzing the mismatch effects on transient characteristics such as delay and frequency variations. In addition, it can measure correlations and determine the sensitivity of the performance variation with respect to each design parameter, all of which at no additional simulation cost. With the demonstrated speed improvement of 100-1000× over the 1000-point Monte-Carlo analysis, the variability analysis and yield optimization problems become tractable even with the existing circuit optimization tools.
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