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ABSTRACT.

The development of broadband pulsed ultrasonic Rayleigh wave methods in nondestructive testing has been greatly hindered by the lack of an analytical description of the propagation and scattering of the waves.

The present study presents a review of the previous work on Rayleigh waves in all the fields where they are of interest, in geophysics, seismology, civil engineering, nondestructive testing and high frequency electronics.

A series of mathematical models, which use finite difference approximations, are then presented and used to provide both visual and quantitative numerical descriptions of the propagation, interaction and scattering of Rayleigh waves with a range of single-medium configurations, the half, quarter and three-quarter spaces, up and down steps, and open slots, and the two-media configurations of welded quarter spaces and the filled slot.

The techniques of finite difference modelling have not previously been applied to Rayleigh wave nondestructive testing problems and in addition to this new application of the basic technique, extensions to the range of nodal formulations are made, including the presentation of a new second order approximation for the free surface/interface node for welded quarter spaces.

The results obtained with the numerical models are tested by a series of practical experiments on aluminium and steel test blocks. The model results were found to be in agreement with those given by the practical experiments and with those of previous workers who have used numerical, analytical, experimental and visualisation techniques, where they exist.

Following from the analysis of the results of the numerical and experimental work in this study, the author proposes a development in experimental methods for the characterisation of surface features using the advantages of new transducers.

Suggestions are made for extending and improving the basic finite difference methods and for the range of configurations which could be studied.
LIST OF SYMBOLS.

$V_c$ Compressional wave velocity.
$V_s$ Shear wave velocity.
$V_r$ Rayleigh wave velocity.
$U$ Displacement vector.
$U_1, U_2$ components of displacement vector, where,
$U_1(i,j,k)$ is the horizontal displacement
$U_2(i,j,k)$ is the vertical displacement
$i$ is the $X_1$ index
$j$ is the $X_2$ index
$k$ is the $t$ (time) index

$X_1, X_2$ are spatial coordinates with increments $d$ and $h$ respectively.
$t$ is the time coordinate with increment $s$.

$T_{ij}$ is the Cartesian stress tensor, components $T_{11}, T_{12}, T_{21}, T_{22}$.

$\lambda_j, \mu_j$ are Lamé constants

$\rho_j$ density, where $j$ defines the media in two media problems.

$G$ is the shear modulus.

$\sigma$ is Poisson's ratio.

$F$ is the instantaneous power flow vector per unit area.

$E$ a matrix with components defined when used.

$\chi$ wavelength.
$K$ is a wavenumber where $K = 2\pi/\chi$
$f$ is frequency where $f = \omega/2\pi$.

other parameters are defined where they are used.
1. INTRODUCTION.

Over recent years there has been an increasing interest in the initial testing and in-service inspection of many engineering products, particularly in relation to such items as aircraft, oilrigs, pressure vessels and pipelines. (Thompson 1976, Lumb 1977)

For this purpose a wide range of nondestructive testing techniques has been developed, for both defect location and sizing. These have included the use of X-rays, electromagnetic induction and dye penetration, with the addition, in recent years, of the increasingly important methods which use ultrasonic waves. There is a wide range of methods of ultrasonic testing which use the different types of elastic waves and display the resulting information in a variety of ways. (Curtis 1975)

In all nondestructive testing much effort is concentrated on the measurement of component thickness and crack depth, and this is particularly so in ultrasonic testing. The present study considers the field of crack depth determination using ultrasonic Rayleigh waves, and concentrates particularly on the problems of providing an understanding of the interaction and scattering of pulsed Rayleigh surface waves at various surface features. The aim of the study is to provide sufficient understanding of the interaction and scattering of Rayleigh waves to enable the characterisation of surface cracks in metals. This information on defect dimensions, when linked with fracture mechanics, should enable better predictions to be made for critical defect size.

Surface waves, including Rayleigh waves, occur not only in metals undergoing nondestructive testing; they are a class of waves of interest to a wide range of workers from a group of very diverse fields. It is found that the interaction of surface waves, and in particular the interaction of Rayleigh waves with surface features, is a subject of study in geophysics, seismology, civil engineering, and high frequency electronic engineering, in addition to the nondestructive testing interest, with the range
in wavelengths going from submillimetre to many tens of kilometres and targets ranging from submillimetre cracks in crystals to geophysical features such as rift valleys and continental boundaries.

Behind all the work in these different fields of study is a common mathematics, which is a subject for study in its own right. This considers the equations which describe the propagation, interaction and scattering of elastic waves.

Although the motivation for the present study has come from the field of nondestructive testing, it is shown in this thesis that the original mathematical interest in Rayleigh waves came mainly from workers in geophysics and seismology and more recently from those working on surface acoustic wave devices.

The background to the present study is thus provided by an extensive body of literature, covering experimental, analytical and numerical work, which crosses all the fields mentioned above. This material is presented in Section 2 of the thesis. As the present study originated in the field of nondestructive testing it is against applications in this field that all the literature is considered. In nondestructive testing, Rayleigh waves have been used to study a wide range of surface and near-surface parameters, with considerable interest being concentrated on the measurement of crack depth; this is reviewed in Section 2.5.

The present combined mathematical and experimental study followed from a piece of experimental work by Morgan (1973), who was the author's predecessor with The Research Group in Ultrasonics of The City University. Morgan studied the interaction of broadband pulses of Rayleigh waves with slots, applying ultrasonic spectroscopic techniques. In seeking to gain a better understanding of these interactions, Morgan looked for a satisfactory theory, but did not find a complete one. In fact the problem of providing a mathematical description of the interaction and resulting scattered pulses for broadband pulses with features of the order of a wavelength, such as a slot, cannot in general be solved using analytical techniques.

It was the lack of a theory which set the present study in motion which has resulted in the numerical model and supporting experimental work which is reported in this thesis.

A range of alternative numerical methods are considered in
Section 3 and the selection of finite difference methods is made for use in a numerical model which can describe the type of wave problem considered by Morgan. That is, to consider the propagation, interaction and resulting scattered pulses for the interaction of broadband pulses, short time domain signals, of ultrasonic Rayleigh waves with slots, and to give the full wave solution, including mode conversion.

The details of the mathematical method, finite difference approximation, which is used exclusively in this study, are given in Section 4 and the supporting appendices. The power of this method is shown by the work of the mathematical seismology group of the late Professor Alterman from the mid 1960's to the present day, although their work has mainly considered body wave sources, (Alterman & Lowenthal 1972) and by the study in connection with surface acoustic wave devices by Lunasinghe (1973). It is from this school of finite difference modelling that the present study has developed. The resulting computer programs are considered in Section 6; the results being presented in Section 7.

To test the results of the numerical models a series of practical broadband measurements have been made on specially produced test blocks. In these experiments, wedge transducers are used together with a new edge contact transducer the basic form of which was invented by Professor Harnik, whilst he was working with the author and using the ultrasonic test equipment of the Research Group in Ultrasonics of The City University. (Harnik 1978) The 'Harnik' type probe was developed by the author in the course of the present study and the probes used are considered in Section 8.2.

The present study draws methods and results from all fields where Rayleigh waves have been studied and presents these together with the results obtained in the present study, in Section 9.

The previous studies, reviewed in Section 2 of this thesis, confirm the statements by Ottaviani (1971) that the analytical solution for elastic waves on a quarter space presents "almost insurmountable difficulties" and by Morgan (1973), that no satisfactory model for the reflection (of Rayleigh waves) from a slot exists, in that no analytical description of the propagation and scattering of Rayleigh waves by such surface features as slots, single corners or steps has been found.
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Following from the use of finite difference models for elastic wave propagation in geophysics, a new application of the method is presented in providing models of pulsed Rayleigh wave propagation and scattering by surface features on a nondestructive testing scale and this has provided a significant step toward the quantitative understanding of these interactions.

In addition to the new application of the finite difference technique, improvements in the details of the schemes, together with a new second order nodal formulation for the free surface/interface node, for welded quarter spaces, are presented. The use of the improved boundary node schemes, when used with a Ricker type pulse of Rayleigh waves, have made possible a reduction to 16 for the number of nodes per wavelength used and improved the accuracy for the whole scheme. This compares with 32 nodes per wavelength used by Munasinghe (1973). Using the new formulations for boundary nodes, the distance travelled by pulses is better than 1% when compared with the distances given by ray theory. This compares with travel distance accuracy of the order of 5% using the old formulations. Pulse distortion with distance travelled is also reduced with the new schemes.

The use of 16 nodes per wavelength, as compared with 32 in other studies, has resulted in the use of a quarter of the number of nodes being used to model the same size space, when measured in wavelengths, or a corresponding increase in the size of object which can be modelled with a set core requirement and job run time.

The finite difference method provides the displacements at every point on the grid in the region studied, and this enables a range of methods to be used to analyse the system and establish such parameters as reflection and transmission coefficients for the single medium geometries of quarter and three-quarter spaces steps and open slots, and the two media geometries of welded quarter spaces and filled slots. In all computer model runs numerical visualisation type displays, which are after Munasinghe (1973) and others, have been improved so as to resolve the waves that are in the system.

The results given by the finite difference models are found to be in good agreement with the experimental results obtained by measurements on test blocks and the results of previous analytical numerical, experimental and photelastic visualisation studies.
where these exist.

This present study, which started as a direct result of the phrase about Rayleigh waves by Morgan (1973), "that no satisfactory model for the reflection from a slot exists", has provided a series of models which follow the propagation and scattering of pulsed Rayleigh waves on half, quarter and three-quarter spaces, up and down steps, open slots, at welded quarter spaces and filled slots. These now form the basis for understanding a range of nondestructive testing type problems with both numerical visualisation and quantitative numerical results in a single method.

From the consideration of the results of the present study, presented in Section 9, the author has been able to propose a development in the methods which use Rayleigh waves for the characterisation of surface features, using the advantages of the new Harnik (1977) transducers. The proposed method is presented in Section 9.11.
2. BACKGROUND MATERIAL FOR THE PRESENT STUDY.

2.1 Introduction.

This section presents the background against which the present work was performed, as given in the literature and by information obtained by direct contacts with workers in the various fields where Rayleigh waves are of interest. It includes outlines of the previous work with Rayleigh waves and it also presents some definitions which are of direct interest in the present study.

The starting point for the collection of this material was provided by the literature search by Tolley (1972) and the work by Morgan (1973).

In Section 2.2 an introduction to elastic waves and particularly to Rayleigh waves is given which considers the fields where they are studied and gives some of their basic properties. This is followed by Section 2.3 which gives the basic analytical equations for elastic waves in a solid and those specifically for a Rayleigh wave together with the related boundary conditions and some other useful equations.

A review of the material from all fields of study, for a series of idealised geometries is presented in Section 2.4 in order of increasing complexity, and is collected according to the configuration upon which the Rayleigh waves are propagating and being scattered. This is followed by Section 2.5 which considers practical Rayleigh wave measurements with detailed consideration of the specific problem of crack depth measurement being given in Section 2.5.1.

The final part of this section, sub-section 2.6, presents a brief review and introduction to ultrasonic spectroscopy.
2.2 Rayleigh waves.

There are many types of elastic waves which can occur in an elastic solid, on the free surface of a solid, or at an interface between two media where one or both of which is a solid. In each case the waves that will propagate have their own distinctive properties and these waves, which fall into distinct classes, are named according to where the wave propagates, in the body of the medium, at the surface or at an interface, are all acoustic or mechanical vibrations. (Graff 1975)

The waves that propagate through the bulk of the medium are called body waves; those which propagate near a free surface, with their energy confined within a few wavelengths of the surface, propagating parallel with the surface, are called surface waves, while those waves that propagate along an interface between two media are called interface waves. Included at the back of this thesis is an appendix, Appendix A, which names some of the basic elastic waves and defines them in terms of their components of displacement.

When an elastic wave is incident on a free surface, an interface, a void or an inclusion, in the case of a body wave, or a surface feature such as a step, a slot or a crack in the case of a surface wave, energy can pass from one form of wave to another. This phenomenon is known as mode conversion. The amount of energy that is converted to or from a particular mode is dependent on the exact form of the incident pulse and the target configuration.

Rayleigh waves are the form of surface waves which have only longitudinal components of displacement in the direction of propagation and transverse components of displacement normal to the free surface; they are named after their first investigator Lord Rayleigh (1885). For a Rayleigh wave there is no energy propagation in the plane of the surface upon which the wave is travelling other than in the original direction of propagation. When a plane wavefront of Rayleigh waves is incident on plane features, normal to the direction of propagation, this effectively reduces the equations which describe them to equations in terms of two spatial dimensions and time. The restriction to studies of systems which allow the reduction to two spatial dimensions is
normal in geophysics, and it is shown in Section 2, in the supporting experimental studies, that this restriction is valid and useful in the present study. The basic equations of motion for two spatial dimensions are given in Section 2.3.

Rayleigh waves are now under active investigation in four fields of study: geophysics/seismology, civil engineering, electronics and nondestructive testing. While the mathematical problems involved in describing the interaction and scattering of waves by features are the same for the four fields, the wavelengths as well as the dimensions of the feature, range over many orders of magnitude, as is shown in Table 1.

<table>
<thead>
<tr>
<th>Subject</th>
<th>Wavelength</th>
<th>Frequency</th>
<th>Feature size</th>
<th>Order of magnitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>Geophysics</td>
<td>40 km</td>
<td>0.05 Hz</td>
<td>1000 km</td>
<td>$10^6$ m</td>
</tr>
<tr>
<td>Seismology</td>
<td>-</td>
<td>-</td>
<td>10-100 m</td>
<td>$10^2$ m</td>
</tr>
<tr>
<td>Civil Eng.</td>
<td>10 m</td>
<td>100's Hz</td>
<td>1-10's m</td>
<td>10 m</td>
</tr>
<tr>
<td>N.D.T.</td>
<td>1-100 mm</td>
<td>25 kHz</td>
<td>1-10's mm</td>
<td>$10^{-3}$ m</td>
</tr>
<tr>
<td>Electronics</td>
<td>0.05 mm</td>
<td>40 MHz</td>
<td>0.01 mm</td>
<td>$10^{-5}$ m</td>
</tr>
</tbody>
</table>

Range of wavelengths and orders of magnitude of feature size in Rayleigh wave studies.

| TABLE 1. |

At the long wavelength end of the range are the waves of interest to the geophysicist, which are generated by earthquakes and underground nuclear explosions, where wavelengths are tens of kilometres. This is of particular importance as at these wavelengths the propagation of very destructive high energy pulses is possible over large distances, hence causing damage at large distances from an earthquake epicentre. (Dwing et al 1957) Pulses from geophysical sources also give information about source mechanism and provide a means of studying features comparable with the size of continents.

On an intermediate geophysical/seismological scale there is interest in Rayleigh waves by two groups. These are, firstly investigators who perform local structural investigations using explosive sources and investigate features of the order of metres at ranges from tens of metres to kilometres. The second group are
the civil engineers who, when near an earthquake bolt, are required to consider the interaction of Rayleigh waves with large structures such as dams. (Davis & West 1973)

The civil engineer has also to consider vibration-generated Rayleigh waves with wavelengths of the order of tens of metres which are produced by large machines, and which result in requirements for isolation by means of either screening trenches or sheet piling. (Wood 1968)

On a shorter wavelength scale is the region of interest to the nondestructive tester who considers the interaction of Rayleigh waves with features of the order of a wavelength, the wavelength being a few millimetres. (At 1 MHz on aluminium, Rayleigh waves have a wavelength of about 3 mm.)

The shortest wavelength region is that of interest to the electronic engineer who works in the over ten megahertz region, which has sub-millimetre wavelength. In this region Rayleigh waves are used in circuit components; this field expanded greatly in the 1960's with the growth of surface semiconductor devices. The velocities and consequently the wavelengths of surface waves are five orders of magnitude smaller than the corresponding values for electromagnetic waves of the same frequency and this is shown by the values given in Table 2.

<table>
<thead>
<tr>
<th>Type of wave</th>
<th>Vel. in m/sec.</th>
<th>Wavelength in m.</th>
</tr>
</thead>
<tbody>
<tr>
<td>E.M. radiation</td>
<td>3.0x10^8</td>
<td>3.0x10^2</td>
</tr>
<tr>
<td>Rayleigh wave on aluminum</td>
<td>2.9x10^3</td>
<td>2.9x10^-3</td>
</tr>
</tbody>
</table>

Rayleigh and electromagnetic wave velocities and wavelengths at 1 MHz

The energy in the surface wave travels in vibrations close to the surface and with this and the slower wave velocities there is the possibility for a wide range of circuit components including waveguides, filters and delay lines for operation in the megahertz region and higher. (White 1970)

Of all the fields of Rayleigh wave study the most recently expanding area of interest is that of nondestructive testing, with the application of Rayleigh waves as a tool for surface and near
surface inspection. These applications of Rayleigh waves are considered in Section 2.5.

In the quest to obtain more information from a signal than can be obtained by considering some form of time display of displacements, signal spectral content is now considered and in nondestructive testing this technique is known as ultrasonic spectroscopy. This method of signal study, which was first described by Gericke (1965) and has been extensively developed at TCU (Brown 1973), uses short time domain pulses of wide bandwidth (now from 0.5 - 20 MHz or higher) as the transmitted signal and spectrum analysis is performed on the transmitted pulse and/or a reference reflected signal and the received scattered pulses, which by comparison, and in some cases complex signal processing, provide more information about a target than is available with conventional ultrasonic testing. This technique, which was first applied to Rayleigh wave nondestructive testing studies by Morgan (1973), is considered further in Section 2.6.

The mechanisms involved in Rayleigh wave scattering by various types of discontinuities are of fundamental importance to all who study Rayleigh waves in practical situations. Thus the study of Rayleigh wave problems concerning scattering from simple targets set in or on isotropic materials, together with such two medium problems as that of welded quarter spaces should, when understood, provide a firm basis for considering interactions with real defects. Following a presentation of the basic analytical equations in Section 2.3 the previous work concerning scattering by idealized targets is considered in Section 2.4.

2.3 Basic analytical equations and boundary conditions.

In all analytical or numerical studies of Rayleigh waves, the basic equations, with appropriate changes in scale and material parameters, are common to all the fields of interest. This section presents the basic analytical equations which describe motion in an elastic solid and those which describe a Rayleigh wave, together with the appropriate boundary conditions and some useful relations connecting some of the material parameters.

The equations are presented in two groups, firstly those which describe wave propagation in an elastic solid and secondly
those which describe the Rayleigh wave.

For all elastic wave propagation the vector equation of motion, in a perfectly elastic, homogeneous, isotropic medium is obtained from Hooke's Law and Newton's Second Law of Motion, (Sommerfeld 1950, Ewing et al 1957):

\[
\frac{\partial^2 U}{\partial t^2} = V_c^2 \text{grad} \cdot (\text{div } U) - V_s^2 \text{curl} \cdot \text{curl } U \quad 2.3.1
\]

where \( U \) is the displacement vector,

\( V_c \) is the compressional bulk wave velocity,

\( V_s \) is the shear bulk wave velocity,

\( t \) is time.

This equation 2.3.1, for a two dimensional system, as for Rayleigh waves, simplifies to a form that was given by Viktorov (1967), which are the basic equations of motion for the horizontal (x) and vertical (y) components of displacement \( V \) and \( U \):

\[
\frac{\partial^2 V}{\partial t^2} = V_c^2 \frac{\partial^2 V}{\partial x^2} + V_s^2 \frac{\partial^2 V}{\partial y^2} + (V_c^2 - V_s^2) \frac{\partial^2 U}{\partial x \partial y} \quad 2.3.2
\]

\[
\frac{\partial^2 U}{\partial t^2} = V_c^2 \frac{\partial^2 U}{\partial y^2} + V_s^2 \frac{\partial^2 U}{\partial x^2} + (V_c^2 - V_s^2) \frac{\partial^2 V}{\partial x \partial y} \quad 2.3.3
\]

The velocities of the shear and compressional waves can be written in terms of the Lamé constants;

\[
V_s^2 = \frac{\mu}{\rho} \quad ; \quad V_c^2 = \frac{\lambda + 2\mu}{\rho} \quad 2.3.4
\]

Using the equivalents given as equation 2.3.4 the equations of motion can be written in an alternative form which is often used in seismology, (Alterman & Karal 1968);

\[
\frac{1}{V_s^2} \frac{\partial^2 V}{\partial t^2} = \frac{\partial^2 V}{\partial y^2} + \frac{\lambda + 2\mu}{\mu} \frac{\partial^2 V}{\partial x^2} + \frac{\lambda + \mu}{\mu} \frac{\partial^2 U}{\partial x \partial y} \quad 2.3.5
\]

\[
\frac{1}{V_c^2} \frac{\partial^2 U}{\partial t^2} = \frac{\partial^2 U}{\partial x^2} + \frac{\mu}{\lambda + 2\mu} \frac{\partial^2 U}{\partial y^2} + \frac{\lambda + \mu}{\lambda + 2\mu} \frac{\partial^2 V}{\partial x \partial y}
\]
In considering wave motion in an elastic solid it should be noted that the elastic strains involved in the motion may be computed by partial differentiation with respect to displacements and that the elastic stresses can be computed from the strains by applying Hooke's Law.

To describe fully a wave motion in an elastic solid, it is necessary to specify the boundary conditions for both free surfaces and material interfaces and these can be considered in terms of displacements and components of the Cartesian stress tensor.

In the present study only three independent components of the Cartesian stress tensor are involved. (Munasinghe 1973)

The stress is defined by the relation;

\[ \tau = \frac{G}{U} \]

where \( G \) is the shear modulus.

The components of the shear modulus are;

\[ G = \begin{bmatrix}
    v_c^2 \frac{\partial}{\partial x} & (v_c^2 - 2v_s^2) \frac{\partial}{\partial y} \\
    v_s^2 \frac{\partial}{\partial y} & v_s^2 \frac{\partial}{\partial x} \\
    (v_c^2 - 2v_s^2) \frac{\partial}{\partial x} & v_c^2 \frac{\partial}{\partial y}
\end{bmatrix} \]

and the components of the Cartesian stress tensor are;

\[ \tau = \begin{bmatrix}
    \tau_{11} \\
    \tau_{12} \\
    \tau_{22}
\end{bmatrix}, \quad \tau_{11} = v_c^2 \frac{\partial v}{\partial x} + (v_c^2 - 2v_s^2) \frac{\partial u}{\partial y} \\
\tau_{12} = v_s^2 (\frac{\partial v}{\partial y} + \frac{\partial u}{\partial x}) \\
\tau_{22} = v_c^2 \frac{\partial u}{\partial y} + (v_c^2 - 2v_s^2) \frac{\partial v}{\partial x}
\]

A full treatment of the stress tensor, which describes the components of stress resolved parallel to the co-ordinate axes, is given by Graff (1975).

The boundary conditions are of generalised Neumann type, involving linear combinations of the first degree spatial
derivatives of displacements at all boundaries, with, across material interfaces, the additional condition of requiring the displacements to be continuous. These conditions are set out as equations 2.3.9 to 2.3.13, where $T_{11}, T_{12}, T_{21}$ and $T_{22}$ are components of the Cartesian stress tensor and $V$ and $U$ are displacements.

In the absence of bodily rotation, \[ T_{21} = T_{12} \quad \text{everywhere.} \quad 2.3.9 \]

At a free surface there is zero stress;

For a horizontal free surface, \[ T_{21} = T_{22} = 0 \quad 2.3.10 \]
For a vertical free surface, \[ T_{11} = T_{12} = 0 \quad 2.3.11 \]

At a material interface both stresses and displacements are continuous;

For a horizontal interface, \[ V \quad \text{and} \quad U \quad , \quad T_{21} \quad \text{and} \quad T_{22} \quad \text{are both continuous} \quad 2.3.12 \]
For a vertical interface, \[ V \quad \text{and} \quad U \quad , \quad T_{11} \quad \text{and} \quad T_{12} \quad \text{are both continuous} \quad 2.3.13 \]

In addition to the basic elastic equations, to set up a wave propagation problem it is necessary to specify some initial conditions including the detailed formulation of the wave pulse. The analytic equations for the harmonic Rayleigh wave are now considered with the detailed formulation of the Rayleigh wave pulse used in the model presented in Section 4.4 and Appendix H.

The theory for a Rayleigh wave on a free surface of an elastic solid is well known and was first investigated by Lord Rayleigh (1885). Since that time full theories, including both continuous and transient wave analysis, have been presented by a number of authors including Ewing et al (1957), Morgan (1973) and Graff (1975). In this study only an outline is given for the derivations of the basic equations for the case of an harmonic Rayleigh wave.

The basic equations which describe the harmonic Rayleigh wave are obtained from the equations of motion and the boundary conditions for a free surface.
The basic equations of motion for the bulk of the medium, in the case of an isotropic, homogeneous and perfectly elastic solid can be written in the form:

\[ \frac{\partial^2 \phi}{\partial x^2} + \frac{\partial^2 \phi}{\partial y^2} = \frac{1}{v_c^2} \frac{\partial^2 \phi}{\partial t^2} \]

\[ \frac{\partial^2 \chi}{\partial x^2} + \frac{\partial^2 \chi}{\partial y^2} = \frac{1}{v_s^2} \frac{\partial^2 \chi}{\partial t^2} \]

2.3.14

where \( \phi \) and \( \chi \) are potentials for the compressional and shear waves respectively.

The components of displacement \( V \) and \( U \) along the \( x \) and \( y \) axes respectively, given in terms of potentials, are:

\[ V = \frac{\partial \phi}{\partial x} + \frac{\partial \chi}{\partial y} \]

\[ U = \frac{\partial \phi}{\partial y} - \frac{\partial \chi}{\partial x} \]

2.3.15

The resulting components of stress are those which have been given as the Cartesian stress tensor, equation 2.3.8.

When the condition for a stress free surface is substituted into expressions for the potentials, a linked pair of equations is obtained which can be combined into an expression which has a characteristic equation that, after transformation reduces to the form:

\[ \eta^6 - 8\eta^4 + 3(3 - 2\eta^2)\eta^2 - 16(1 - \eta^2) = 0 \]

2.3.16

where \( \eta = V_r/V_s ; \) \( \eta = V_s/V_o \).

This equation, equation 2.3.16, is a cubic in \( \eta^2 \) and is known as the Rayleigh wave equation, as it is from the roots that the value of the Rayleigh wave velocity (\( V_r \)) is obtained. The roots of the equation can be obtained by the use of the techniques for the solution of a cubic equation.

As equation 2.3.16 is a cubic in \( \eta^2 \) there are six roots, the Rayleigh wave velocity is given by the root which satisfies
the condition for the ratio of the Rayleigh wave to shear wave velocities;

\[ 1 > \frac{V_r}{V_s} > 0 \]

It is found that the roots are dependent on Poisson's ratio (\(\sigma\)) and that when;

\(\sigma > 0.263\) there is 1 real root and two complex conjugate roots.
\(\sigma < 0.263\) there are three real roots.

In the case of three real roots it is found that in two cases the constants required in the pair of equations which give equation 2.3.16 are complex.

For all real media Poisson's ratio is subject to the restriction;

\(0 < \sigma < 0.5\)

and this condition ensures that only one root will satisfy the restriction on the values for the \(V_r/V_s\) ratio.

A useful approximation for the value of the Rayleigh wave root has been given by Bergmann (1949) which provides a method for rapid calculation of the Rayleigh wave velocity.

\[
\frac{V_r}{V_s} = \left[ \frac{0.07 + 1.12 \sigma}{1 + \sigma} \right] \quad 2.3.17
\]

The values obtained from equation 2.3.17, for given Poisson's ratio are plotted against Poisson's ratio and given as Figure 2.1. Cook and Valkenburg (1954) have calculated the values of the roots of equation 2.3.16 to three significant figures and when compared with the values given by equation 2.3.17 there is found to be a maximum error of less than 1 %.

The ratio of the shear and compressional wave velocities can be given in terms of Poisson's ratio and this is given as;

\[
\frac{V_s}{V_c} = \left[ \frac{1 - 2 \sigma}{2 - 2 \sigma} \right]^{\frac{1}{2}} \quad 2.3.18
\]

The values obtained for the ratio \(V_s/V_c\) given by the
Graph to show values of the ratio \( \frac{V_r}{V_s} \) against Poisson's ratio (\( \sigma \)).
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Graph to show values of the ratio \( \frac{V_s}{V_c} \) against Poisson's ratio (\( \sigma \)).

**FIGURE 2.2**
equation 2.3.18 are plotted against Poisson's ratio and shown as Figure 2.2. The value of this ratio \( \frac{V_s}{V_c} \) is found to be linked with stability for a finite difference scheme and this is considered in Section 4.5.

A further useful relationship is that between Poisson's ratio and the Lamé constants and this is, (Cottrell 1964, p114):

\[
\sigma = \frac{\lambda}{2(\lambda + \mu)}
\]  

A full consideration of the interrelation of the elastic constants is given by many authors including Mow and Pao (1971).

The equations for the displacements of harmonic Rayleigh waves are obtained upon solution of the equations of motion subject to the free surface boundary conditions. In the case of a perfectly elastic homogeneous, isotropic medium for wave propagation, in the case where the elastic strains produce only small deformations, the equations which describe the decay of the vertical and horizontal components with depth are:

\[
U = A \frac{2 \left( 1 - \frac{V_r^2}{V_c^2} \right)^{\frac{1}{2}} \left( 1 - \frac{V_r^2}{V_s^2} \right)^{\frac{1}{2}} e^{-2\pi \frac{r}{V_r}} \left( 1 - \frac{V_s^2}{V_c^2} \right)^{\frac{1}{2}} z}{2 - \frac{V_r^2}{V_s^2}} \left( 1 - \frac{V_s^2}{V_c^2} \right)^{\frac{1}{2}} \sin (\omega t - kx)
\]

\[
V = -A \frac{2 \left( 1 - \frac{V_r^2}{V_c^2} \right)^{\frac{1}{2}} \left( 1 - \frac{V_r^2}{V_s^2} \right)^{\frac{1}{2}} e^{-2\pi \frac{r}{V_r}} \left( 1 - \frac{V_s^2}{V_c^2} \right)^{\frac{1}{2}} z}{2 - \frac{V_r^2}{V_s^2}} \left( 1 - \frac{V_s^2}{V_c^2} \right)^{\frac{1}{2}} \cos (\omega t + kx)
\]

The values obtained with these equations, 2.3.20, for two different media are shown as Figure 2.3, with the depth \( Z = \gamma / \gamma' \) shown normalised against wavelength \( \gamma' \).

Rayleigh waves, in the case of a homogeneous, isotropic, perfectly elastic half-space, consist of two inhomogeneous waves,
The decay of displacements with depth (Z) for the harmonic Rayleigh wave, given by the analytic equations, at the points of maximum surface displacement.

**FIGURE 2.3**
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one compressional (longitudinal displacements) and one shear (transverse displacements) which propagate along the boundary with identical phase velocities. The displacement amplitude and energy decay rapidly with depth.

In summary, for a pulse of Rayleigh waves in an elastic solid, the problem is in the category of propagation problems which are basically hyperbolic in form, (Ames 1969) and they can be made well posed (Courant and Hilbert 1962) in the sense of having unique solutions which depend continuously on the auxiliary data such as the initial conditions.

Having defined some of the properties and equations which describe Rayleigh wave propagation, attention now turns to consider the previous work which has been performed on Rayleigh wave scattering from idealised targets of increasing complexity.

### 2.4 Previous work on simple geometries.

This section presents a collection of the analytical, experimental and numerical studies for continuous, pulses and semicontinuous Rayleigh waves, as presented in the literature in all the fields where they are studied. It considers the studies on idealised geometries which form the background to this present study and it is according to the geometry that the material is presented.

This present study has confirmed that although there have been numerous theoretical and experimental studies, with in some cases support from numerical models and or Schlieren or photoelastic visualization, exact analytical solutions are only possible for a few special cases, such as the Rayleigh wave on a half-space. (Ewing et al 1957) It has also shown that no adequate theory exists for predicting the resulting scattered pulses for wideband pulses of Rayleigh waves incident on general surface breaking features, with dimensions of the order of a wavelength.

The geometries reviewed in Sections 2.4.1 to 2.4.6 are shown in Figure 2.4, and they are presented in order of increasing complexity. The results from the various studies reported in general in this section are considered in more detail in Section 9, together with the results from the present study.
Half-space

Single corners
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Layered media

Welded quarter spaces

The simplest geometries considered in the literature review.

FIGURE 2.4
2.4.1 Rayleigh waves on a half-space.

Rayleigh waves were first demonstrated theoretically to propagate at the free surface of an elastic solid by Lord Rayleigh in 1885. (Rayleigh 1885)

The behaviour of Rayleigh waves on half-spaces is of considerable importance, in that, along with the layered half-space which is considered in Section 2.4.5, it is one of the few cases where an exact analytical solution is available. These solutions have been considered by many authors including Ewing et al (1957) and Graff (1975). The half-space exact solution is of importance in that it provides an analytical form for testing any model for pulsed Rayleigh wave propagation, with the detailed equations for the case of the harmonic Rayleigh wave given in Section 2.3.

In the special case of the solid which is perfectly elastic homogeneous and isotropic, the velocity of propagation is independent of frequency and the waves travel without attenuation in the direction of propagation. In practice on metals at megahertz frequencies it is found that over distances of tens of wavelengths Rayleigh waves will propagate very close to nondispersively when surface roughness is less than .001 of a wavelength.

The problems of measurement on nonideal surfaces which have features such as roughness, suffer attenuation of the propagating waves, and this is considered in Section 2.5 with the practical applications of Rayleigh waves.

2.4.2 Rayleigh waves at single corners.

Fundamental to obtaining an understanding of what scattered pulses can be expected from the interaction of a Rayleigh wave and a defect, is the understanding of those which result from an interaction with a single corner. An idealised form of the scattering which results from a single corner of angle between $80^\circ$ and $160^\circ$ struck by a pulse of Rayleigh waves is shown as Figure 2.5. The pulses obtained are transmitted and reflected pulses of Rayleigh waves and two mode converted pulses, one each of shear and compressional waves, which represent energy losses from the Rayleigh waves in the system. The percentage energy loss as well as the energy in each of the Rayleigh wave pulses in
C Compressional wave.
S Shear wave.
Rr Reflected Rayleigh wave.
Rt Transmitted Rayleigh wave.
PS Mode converted compressional wave.

The pulses resulting from a general Rayleigh wave interaction at a corner between 80° and 160°.

FIGURE 2.5

Input pulse of Rayleigh waves.

Penetration depth, \( \frac{1}{2} \) (in wavelengths)

Interaction region.

A Rayleigh wave at a corner on a wedge of less than 80°.

FIGURE 2.6
dependent on the exact angle and shape of the corner.

For the wedge of angle less than $80^\circ$, as shown in Figure 2.6, the incident, reflected and transmitted pulses, together with the mode converted pulses, have a very complex interaction which occurs not just at the corner but at the two surfaces and in the bulk of the medium in the region near the corner. This is because a Rayleigh wave has a finite penetration depth, of about one and a half wavelengths, as shown in Figure 2.3, which gives the region of interaction.

In practical experiments the sharpness of the corner considerably affects the pulse/corner interaction: a corner which has a radius of curvature of more than about two wavelengths produces no reflected or mode converted waves, the pulses just passing from one surface to the other without change of shape.

There have been numerous studies of single corners and they have covered all angles from $0^\circ$ to $360^\circ$. Many of these studies originate in the field of geophysics as it is the single corner, in the acute wedge configuration as it occurs in the Earth, which is of considerable significance as a producer of non-coherent seismic noise. (Knopoff & Gangi 1960)

The previous studies of wedges are now considered in four groups; those which have measured transmission and reflection coefficients experimentally; those which have sought to provide an analytical expression which fits the experimental results; those which visualise the interaction in a glass or plastic model and those which try to model the scattering using a numerical method.

a. Experimental studies on wedges.

There have been a range of experimental attempts to establish transmission and reflection coefficients for different wedge angles, on different materials and at different frequencies. The earliest study was performed by de Broucker (1958) who used piezo-electric transducers on a range of polystyrene wedges with angles from $0^\circ$ to $180^\circ$, working at frequencies between 20 and 200 kilohertz.

Similar experiments have been performed by Viktorov (1967) working on Dural blocks with wedge angles between $12^\circ$ and $170^\circ$, using $10\mu$sec pulses of 2.7 MHz Rayleigh waves. There have been studies on aluminium blocks by Knopoff and Gangi (1960), for wedge angles from $0^\circ$ to $360^\circ$, and by Pilant et al (1964) on wedges with angles
between $0^\circ$ and $180^\circ$, working with broadband signals from 50 to 400 kHz.

A further experimental study is that by Haydl (1974) who has made measurements for $90^\circ$ corners on gallium arsenide at frequencies from 20 to 200 kHz.

b. Analytical studies on wedges.

The second group of studies are those which seek to produce an analytical curve in agreement with the experimental results. These include studies by Knopoff and Gangi (1960) for $0^\circ$ to $360^\circ$ wedges and Hudson and Knopoff (1964) who used a Green's function approach and also considered wedges with angles from $0^\circ$ to $360^\circ$. These studies were followed by a paper by Mal and Knopoff (1965) who improved on the approximations in the Hudson and Knopoff (1964) paper. Viswanathan et al (1971, 1973) have recomputed the Hudson and Knopoff (1964) curves. Calculations have also been performed by Kane and Spence (1963) who obtained an approximate expression for the transmitted pulse using an iterative procedure for angles from $0^\circ$ to $180^\circ$ and this has been followed by the work of Yonczena and Nishida (1976) using the same method.

In addition to the treatments of general wedges there has been some work on the quarter space, the single $90^\circ$ corner, with Lapwood (1961), using an integral transform formulation, having developed first order expressions for incident and transmitted waves.

When the various theories are compared with each other and with the experimental results, it is found that agreement between the different studies is far from good. (Morgan 1973) The problems in comparison are increased by the fact that in many of the studies different methods and materials have been used. Also in the analytical work the methods used in most cases involve approximation.

The reflection and transmission coefficients for $90^\circ$ and $270^\circ$ corners have now been obtained by a number of workers and the values obtained are compared in Section 9 with the results from the present study.

There have also been studies of body wave interactions on wedges which result in mode converted pulses of Rayleigh waves and of particular interest is the experimental work by Gangi (1967) who determined compressional ($P$) / Rayleigh wave conversion coefficients for aluminium wedges with a range of wedge angles.
c. Visualization studies on wedges.

In attempts to provide insight into the wave corner interactions in the bulk of the medium some work has been performed using photoelastic visualization which shows the stress patterns in transparent media; these are considered further in Section 2.4.7. (Henzi & Dally 1971, Hall 1976)

d. Numerical studies on wedges.

In seeking to provide a more quantitative understanding of the interaction of Rayleigh waves with corners and the resulting scattered pulses some workers have turned their attention to consider approximate and numerical methods, as is illustrated by the work of Alsop and Goodman (1972) who have used a finite element method for semicontinuous waves on a quarter space. Work by Munasinghe and Farnell (1972) and Cuozzo et al (1977) on quarter and three-quarter spaces has applied the finite difference method to pulses and semicontinuous Rayleigh wave propagation respectively. The approximate mathematical and numerical methods are considered in detail in Section 3.

There are many body wave studies but in general these are beyond the scope of this present study; however further consideration is given, in Section 3, to the numerical methods which have application to surface wave problems.

2.4.3 Rayleigh waves at steps.

It is apparent that the interaction with a step configuration is going to be more complex than that with a single corner. The addition of a second corner at some distance from the first introduces a spatial dimension, in addition to pulse penetration depth into the system, and this makes the interaction become wavelength dependent, or rather dependent on the ratio of the feature dimension or dimensions to pulse wavelength or wavelengths. All wavelength dependence is in addition to and linked with material parameter dependent effects.

For a feature consisting of combinations of \(90^\circ\) and \(270^\circ\) corners separated by distances greater than two wavelengths it is sufficient to consider the pulse as interacting with each corner separately and in turn; the separate signals from each corner may
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be identified in the time domain, as is shown in Section 8, and the problem in principle reduces to one of successive application of reflection and transmission coefficients, with energy losses to the other modes.

However, when the corners are closer together than two wavelengths, as for a shallow step, this simple approach is inadequate and the interaction must be considered as a whole. The problem has become wavelength dependent and analytically insoluble for step heights of the order of a wavelength.

The geometries considered by previous workers have, in general, removed additional angular dependence from the step problem and restricted consideration to the step change in elevation with a $90^o$ and a $270^o$ corner which have a given vertical separation, on a single homogeneous isotropic medium, as is shown in Figure 2.7.

\[ 	ext{Step changes in elevation on homogeneous media.} \]

\[ \text{FIGURE 2.7.} \]

An exception to the restriction to single media configurations is made in some surface acoustic wave device related studies where the elevated medium is of a second type, giving a configuration such as a layer of aluminium over silicon.

The previous work on steps can be considered in three groups, according to the step height ($h$) to pulse wavelength ($\psi$) ratio $h/\psi$. 

A. Step height to wavelength ratio ($h/\psi$) less than 0.1.

The first group of studies, those with $h/\psi$ less than 0.1, are mainly linked with surface acoustic wave device studies. In this range of step heights some analytical perturbation techniques have application, as is shown by the work of Sabina and Willis (1977).
and Mal and Knopoff (1965)

For very shallow steps, up to $h/\psi$ of 0.02, Li (1974) has applied a transmission line representation. There have also been a number of experimental studies in this range.

b. Step height to wavelength ratio ($h/\psi$) of the order of one.

The second group of studies which consider studies with the step height to wavelength ratio $h/\psi$ from about 0.2 to 2.0 include, at the bottom end of the range approximate analytical methods, and across the whole range both experimental and numerical studies.

It is in this group of $h/\psi$ ratio values that many geophysical studies fall including those by Drake (1972) using finite element methods to study waves at continental boundaries.

An approximate variational method, which has application up to $h/\psi$ of about 0.5, has been applied by McCarr and Allop (1967) to studies on media with high Poisson's ratios.

The finite difference method has been applied by Munasinghe (1973) to both up and down step pulsed wave problems, mainly considering waves on polystyrene or aluminium/quartz layered configurations and the details of the method used are considered in Sections 3 and 4. A further study of Rayleigh waves at steps using finite difference methods has been made by Cuozzo et al (1977), but they have considered semicontinuous waves and not pulses.

A series of experimental measurements have been performed by Frost et al (1975), on steps in aluminium blocks, using a new type of noncontact surface wave transducer.

There have also been studies using visualization techniques and these include work by Dally and Lewis (1968) who considered steps in the range from 0 to 1.5 $h/\psi$. This has been followed by further work which has been presented by Hentzi and Dally (1971).

c. Step height to wavelength ratio ($h/\psi$) greater than two.

The third group of studies are those where the wavelength dependence has been removed, in that deep steps are considered and an example of this is found in the work by Mal and Knopoff (1965) which uses a Green's Function approximation for deep steps.

In general there is little overlap between the various groups of studies and within the groups the direct comparison of results is difficult as the studies tend to either be using different media or calculate or measure different parameters.
There are however four studies of the down step for $h/\psi$ of the order of unity which can be used to test models and results in the present study and these are considered in Section 9 together with the results of the present study.

2.4.4 Rayleigh waves at slots normal to a surface.

The extension of studies from up and down steps to slots is of considerable importance as the slot is an idealised open crack and it is cracks which are of particular interest in nondestructive testing.

As with the studies of steps the previous work on slots tends to fall into distinct classes according to the slot depth ($h$) to wavelength ($\psi$) ratio $h/\psi$ and it is in order of increasing values of this ratio that previous work is now considered.

a. Slot depth to wavelength ratio ($h/\psi$) less than one.

Much work has been performed relating to surface acoustic wave devices for a range of shallow slots of different depths and profile with the slot considered both as a single feature and as a multi-slot array. Examples of these mixed experimental and theoretical studies are found in the work by Tuan (1975), who considered the bulk waves generated by Rayleigh waves incident on surface slots, and in those by Rykunov and Tkukh (1972) and Tuan and Peretsk (1975).

A further study on shallow slots is that by Ronneklev and Souquet (1975) who studied slots one twentieth of a wavelength deep and half a wavelength wide, at 1.15 megahertz, cut in aluminum blocks.

There has been some numerical work using finite difference methods to model the interaction and scattering of Rayleigh waves by slots, as occur in surface acoustic wave devices. The two main groups of studies in this field are those by Munasinghe (1973) and Cuozzo et al (1977). The work by Munasinghe (1973) has considered pulsed Rayleigh waves at wide layered slots, the width ($w$) being greater than 1.5 $\psi$ and with depths ($h$) up to 0.8 $\psi$, of the type shown in Figure 2.8. The study by Cuozzo et al (1977) has considered a semicontinuous wave source with either single or arrays of wide shallow slots.
b. Slot depth to wavelength ratio \( \frac{h}{\lambda} \) of the order of one.

The second group of studies are those where the slot depth is of the order of a wavelength and it is in this range that several studies have been performed on either aluminum or aluminum alloy test pieces. An early attempt to establish transmission and reflection coefficients is that by Viktorov (1967) who measured the incident, transmitted and reflected signals from a slot which was made progressively deeper.

In many cases of practical interest, slot depth is less than two wavelengths and the measurement of depth from identifying time domain signals is not possible.

It is in this range that the studies by Morgan (1973) fall; he applied ultrasonic spectroscopy to the pulses scattered by milled slots in aluminum alloy blocks, that are both normal and at slanting angles to the surface. The information relating to target dimensions is still in the scattered pulses, if a broadband incident pulse is used, and is obtainable using the technique of ultrasonic spectroscopy, which is considered in Section 2.6. The interpretation of Morgan's (1973) results was greatly hindered by the lack of a theory, and it is as a direct result of this problem that the present study was undertaken.

c. Slot depth to wavelength ratio \( \frac{h}{\lambda} \) greater than 1.5.

As for a step, the scattering of a Rayleigh wave pulse by a slot results in separate identifiable pulses in the time domain only when target dimensions are greater than about two pulse wavelengths, that is the wavelength dependence has been removed and each corner acts as a scattering centre. For a deep slot or crack with a point tip where there are three distinct scattering centres it must be at least 1.5 \( \frac{h}{\lambda} \) deep for identification of signals in the time domain and this is the case in the crack depth measurement studies reported in Section 2.5.
In a further attempt to gain a better understanding of the interaction of Rayleigh waves with deep slots and the resulting scattered pulses, photoelastic visualization studies have been performed by Reinhardt and Dally (1970) and Hall (1976) and these show the complex pattern of pulses that results.

There is all too little published work on slots to provide the starting point to build the bridge to enable the understanding of scattering by real defects and hence defect characterisation. The previous experimental work on real situations is presented in Section 2.5.

Although reflection and transmission coefficients have been measured for a few slots and the scattered waves studied for particular features only a few general trends for the reflection coefficients and the expected pulses have been published. The slot configuration is one which requires considerable work to establish a more general understanding of the scattered pulses which will be generated: this is especially so if extension is to be made to cracks or slots which are not normal to the surface. The results of previous studies on slots are considered further in Section 9 together with the results of the present study which are presented in Sections 7 and 8.

2.4.5 Rayleigh waves on layered media.

The geophysical importance of the layered configuration is obvious because of the basic layered nature of the Earth's structure. It is also of importance in electronics because the basic form of surface acoustic wave devices is a layered structure, built on a crystal substrate.

Although these configurations do not come under consideration as surface features, in this study, they constitute the simplest type of multimedia problems. As the present study is intended to cover some two media configurations, a review of previous work on layered structures is of value, particularly with a view to extensions to filled slot problems.

The layered half-space is of particular importance as it is one of the configurations for which analytical solutions are available and these are given by a number of authors including Ewing et al (1957).
In addition to the basic analytical studies, the work on layered media, as with other configurations, falls into distinct classes according to dimensions, in this case layer thickness \( h \) to wavelength \( \lambda \) ratio \( h/\lambda \).

**a. Layer thickness to wavelength ratio \( h/\lambda \) less than 0.5.**

This group of studies includes those relating to thin metal layers on crystal substrates, as occur in surface acoustic wave devices; the thickness of the layer often being less than 0.5 wavelengths. These studies are mainly experimental and are covered by an extensive literature which has been considered by White (1970) and Farnell and Adler (1972).

It is in this group of studies that the numerical model developed by Kamasinghe (1973) falls. This model uses a finite difference method to model pulsed Rayleigh wave propagation on layered structures consisting of an aluminum layer 0.3 wavelengths thick on fused quartz.

**b. Layer thickness to wavelength ratio greater than 1.5.**

These are mainly geophysical and seismological studies which have considered both surface and body waves on layered configurations (Herrntra 1964, Fuchs & Müller 1977). The majority of geophysical studies are beyond the scope of the present work; they consider the analysis of travel times, with much of the work following that by Gutenberg (1951). The methods used in these studies are considered in Section 3.

Two main groups of numerical methods, those which use finite elements and those which use finite differences, have been applied to some of the geophysical and surface acoustic wave device studies with layered configurations.

The finite element method has an extensive literature in seismology with much of the recent seismological work following from a report by Wasa (1972). The application of finite elements to Rayleigh wave problems is presented in a paper by Lysmer and Drake (1972), although the method is not applied to pulsed wave problems.

The finite difference studies have a longer history but the geophysical configurations with thick layers have tended in the main to consider body sources and follow the methods of Alterman and Karal (1968). Much of this work is reviewed in the paper by Alterman and Loewenthal (1972).
There have also been studies of waves in layered
spheres and cylinders, both in geophysics and in connection with
nondestructive testing problems. These have used ray theory and
numerical methods. An example of the nondestructive testing studies
is the work by Rose (1971) which considers elastic waves in pipe
sections using a ray theory; these methods are considered further
in Section 3.

2.4.6 Rayleigh waves on welded quarter spaces.

As with several of the configurations considered in Sections
2.4.1 to 2.4.5 the geometry of welded quarter spaces, which has a
free surface with an interface normal to it which separates two
media, is of considerable importance in geophysics as it occurs in
a locked fault or similar configuration; and its understanding is
necessary if extensions are to be made to any theory or model so as
to consider more complex configurations.

This geometry, which has no characteristic dimension, has
previously been considered by experimental, analytical and
numerical methods. The majority of previous work has been in
geophysics, because of the interest in, and importance of, the natural
forms of the configuration. Previous studies have considered the
scattering of both body and surface waves, but in the present review
and study attention is concentrated on the surface wave work.

A theoretical study has been performed by Viswanathan (1966),
who proposed a solution by an approximate iterative method using
integral transforms.

A more recent study, on welded quarter spaces of perspex and
polystyrene, has been performed by McCarr and Alsop (1967), who
have made experimental measurements and produced theoretical
results using an approximate variational method which has produced
reflection and transmission coefficients. Measurements have been
made by Munasinghe (1973), using the same media as those used by
McCarr and Alsop (1967), in a finite difference model, the details
of which are considered in Section 4.3. The results from these
studies are presented and discussed in Section 9, together with the
results of the present study.

When a Rayleigh wave interacts with an interface, as in welded
quarter spaces, an interface wave known as a Stoneley wave, in addition to mode converted shear and compressional waves can be generated if the conditions for existence will permit and this travels down the interface away from the free surface, decaying exponentially away from the boundary (Stoneley 1924).

There are a large number of possible combinations of different media from which a pair of welded quarter spaces can be produced, or occur in nature, but measurements have only been made experimentally for a few cases. The finite difference method provides a method for measuring the scattered waves for combinations of different media which have not, or cannot be considered experimentally; this geometry is considered in Sections 7 and 9.

2.4.7 The limitations of experimental methods used to study Rayleigh waves.

Following a consideration of the various simple geometries on which studies have been made for Rayleigh wave propagation and scattering, some general comments can be made concerning the limitations of experimental methods and these are now presented.

As is seen from Sections 2.4.1 to 2.4.6 there have been a wide range of studies of Rayleigh waves, but experimental measurements fall into two groups, those which measure surface displacements, giving seismograms in geophysics/seismology and time domain displays in nondestructive testing, and those which visualise the waves in an interaction using a transparent model of the configuration to provide a sectional presentation.

a. Displacement measurements.

The experimental measurement of surface displacements in all the fields where Rayleigh waves are of interest can only provide information about the wave at the surface. Although the details of the methods of measurement vary considerably the state of the waves below the surface is not directly given. The details of some of the practical problems faced by the nondestructive tester in performing surface measurements are considered in Section 8.

The problem then with experimental displacement measurement is that even on test blocks, where there is the possibility of detection for mode converted pulses which reach other surfaces,
the body of the medium, and the waves in it, cannot be seen or measured.

b. Visualization measurements.

In seeking to overcome the limitation of only being able to make direct measurement on waves at the surface attention has turned to methods of visualizing waves in the body of the medium.

Two main techniques are used to visualise ultrasonic pulses in transparent models of the configurations of interest and these are Schlieren and photoelastic visualisation.

Both of these methods, although powerful techniques, require the production of special models, which are expensive, and a new model is required for each configuration. In the case of Schlieren studies a special glass is required for the models which is both difficult to produce and work. There is also the permanent problem of trying to match the model material parameters, such as elastic constants, with those of a real material tested with ultrasonic waves, such as steel.

Schlieren visualization in the published work has been primarily concerned with body waves, as in the work of Baborovsky et al. (1973) which considers shear wave interactions with surface features, surface waves are seen to propagate as low energy secondary pulses. Also in this work by Baborovsky et al (1973) a computer model has been produced which, although not giving a rigorous treatment of the interactions, does provide one direct link between experimental and model work.

The visualization methods, although they present well the complex wave patterns which exist in a test configuration, do not easily give direct measures of the relative energies in the various waves.

The requirement for achieving a better understanding of Rayleigh wave interactions and scattering is for a method which will give both the numerical information about displacements that are given experimentally only for surface displacements, and provides a visual representation of the complex patterns of wave fronts which are seen in the visualization studies.

In seeking to achieve at least some of these aims attention has turned to consider mathematical methods and these are reviewed in Section 3.
2.5 Practical applications of Rayleigh wave studies.

This section considers the practical applications and natural situations where Rayleigh waves occur. The material is presented in two parts, the first is a general review and the second, which is given as Section 2.5.1, is a detailed consideration of the application of Rayleigh waves to the practical problem of crack depth measurement.

In all the studies which were considered in Section 2.4 the literature reviewed considered experimental, analytical or numerical studies of Rayleigh wave propagation on either laboratory test pieces, in near perfect configurations, or mathematical studies on ideal materials in perfect configurations. However in practical situations where Rayleigh waves occur in nature, and are used in devices or in nondestructive testing, the waves are interacting with real surface features which are often complex. In many real situations with smooth surfaces nondispersive propagation is possible. This is not always the case and practical surfaces may introduce attenuation and increase background noise levels in systems.

Rayleigh waves, as considered in Sections 2.2, 2.3 and 2.4, can be considered to be nondispersive in an isotropic, homogeneous medium which has a smooth surface for propagation. As outlined in Section 2.2 for the long wavelength pulses that occur as a result of earthquakes and underground nuclear explosions, the Earth, although not perfect, can propagate high energy pulses of Rayleigh waves over large distances; thousands of kilometres. For this reason Rayleigh waves occur as strong pulses on seismograms, with local features such as hills only perturbing a pulse or wavetrain and large features like continental boundaries producing scattering which increases non-coherent seismic noise. Even with the scattering losses the seismic pulses have enough energy to give information about their source and the material through which they have travelled.

Also with reference to the seismic Rayleigh and other wave pulses, in addition to local damage in a belt of seismic activity, the civil engineer needs to consider the possible effects on such features as dams. With large structures, such as dams, there is the need to consider the local magnification of displacements which
can occur on some configurations.

On an intermediate scale are the man-made surface waves which are produced by the vibration of large rotating machines, by rhythmic hammer blows or an explosion. These produce a problem of structural isolation for the civil engineer. These waves have wavelengths of the order of tens of metres and the isolation of a structure from, or the scattering of, the waves produced by a structure, is achieved by means of isolation trenches or sheet piling, which scatters locally produced Rayleigh waves; the results from experimental studies such as that by Woods (1968) are considered in Section 9.

In the field of surface acoustic wave devices there has been extensive practical measurement of the parameters which describe the propagation and isolation of Rayleigh waves, (White 1970) and these include studies of isolation of components on a single crystal and the study of groove profile. (Tuan 1975, Tuan & Parekh 1975) The majority of such surface acoustic wave device related studies are not of direct use to the understanding of the types of interactions of Rayleigh waves on the configurations of interest in the present study.

The final group of practical studies are those which consider the use of Rayleigh waves in the study of surface and near surface features in metals up to depths of about one and a half wavelengths. Surface waves have the potential to be used to study such surface features as surface cracks and near-surface voids and inclusions, as well as such surface features as roughness, pitting, corrosion and layer thickness. Work has been performed to apply Rayleigh and other surface waves to all these problems.

The first work using ultrasonic waves which can be called pulse-echo ultrasonic nondestructive testing, then known as ultrasonic reflectography, appears to have been performed by Firestone in the late 1930's and reported in a patent application of May 1940 (Firestone 1942). The first article to appear is that by Firestone (1945) in which he describes the use of short (1 microsecond) pulses of five megahertz body waves generated by a surface contact quartz crystal. In this paper Firestone applies the ultrasonic body waves to the measurement of wall thickness, lamination detection, grain size measurement and bond testing, in addition to defect detection and location.
He also notes the problems of defect sizing with features that have dimensions of the order of a wavelength or less.

The original suggestion for the use of Rayleigh waves in nondestructive testing, by the method then known as ultrasonic reflectography, appears to have been made by Firestone and Frederick (1946). However before the technique could be developed it required the improvement of transducers by the development of wedge transducers and the work of Benson (1950), Frank (1952), Minton (1954) and Cook and Valkenberg (1954). The principles and development of Rayleigh wave transducers are considered in Section 8.

Since the work in the 1950's and particularly since about 1960 the applications of Rayleigh waves in nondestructive testing have been numerous and have included studies to detect cracks in plates (Fohlmann 1963), the inspection of turbine blades (Vybornov & Ogurtsov 1962), the inspection of wires and the inspection of heat exchangers (Bridge 1976, Private communication) and the inspection of hot foundry products (Cole 1977).

In addition to these inspection studies there have been studies on specific problems such as surface roughness by Urazakov et al (1973) and Bridge and El-Dardiry (1976).

Rayleigh waves have now proved themselves as a useful inspection tool and this review now considers the specific problem of Rayleigh wave crack depth measurement.

2.5.1 Rayleigh wave crack depth measurement.

The location and sizing of cracks, particularly those due to fatigue, is of great importance to industry. The calculations of fracture mechanics now enable, at least in principle, the prediction of critical defect size and when this defect size is known it enables the establishment of reasonable nondestructive testing levels, for quality control and both preservice and product acceptance inspection. Engineering experience has shown the necessity for the establishment of both preservice and in-service inspection for crack detection from the extensive damage which can result from crack growth to failure in an item such as an aircraft, a pressure vessel or a pipeline. In relation to the significance of a defect, from both practical measurement and the fracture mechanics calculations, it is shown that a surface defect, of given length
is as significant as a buried defect of twice its length. (Young 1977)

It is therefore important not only to detect and locate a defect, but also to be able to establish accurately its dimensions and orientation. In the case of a surface breaking defect there is little problem in locating a crack by such methods as dye penetration; however even then depth/length measurement is a problem. The studies reported in this review are divided into two groups, firstly those which seek to determine the minimum size of defect detectable and secondly those which seek to size a defect which has previously been located either by an ultrasonic or some other method.

Three types of surface breaking feature are considered in this study and these are shown in Figure 2.9. These are the artificial defects, shown as Figure 2.9a, which are the V groove and the milled or cut slot; the fatigue crack, which often has a form as shown in Figure 2.9b, nearly normal to the free surface with near constant width of the order of 0.01 mm; and the stress corrosion crack, which often comes in groups and is shown in Figure 2.9c. The stress corrosion crack is a defect of which no two have the same form and hence it is difficult to establish characteristic dimensions.

a. Minimum detectable defects.

This group of studies includes much early work which gave limits for the detection of surface features. That by Brinczewski (1957) was able to detect V grooves 50\(\mu\)m deep using a pulse with a wavelength of 1.25 mm (2.25 MHz) on aluminium.

Studies have been performed on the monitoring of crack growth and those by Vybornov (1969) and Rasmussen (1962) found that fatigue cracks could be detected in aluminium at 40% of the fatigue life, on samples with good surfaces, but only at higher percentages of their life if the testpiece had a poor surface.

For stress corrosion cracking Cordellos et al (1969) and Brummer et al (1969) showed that 70\(\mu\)m cracks are identifiable when working with aluminium blocks and pulses of 4 MHz frequency, this detection being achieved at only 18% of the normal stress life.

In all practical work with Rayleigh waves the quality of the surface finish has been found to have a considerable influence on propagation characteristics. This is shown in the work by
Three types of surface breaking feature; a. Artificial defects, 
b. Fatigue crack, c. Stress corrosion crack.

FIGURE 2.9.
Rasmussen (1962) with regard to the detection of a significant feature against a background of small scatterers. Although the studies have at present considered body waves, work by Quentin (1975) has applied spectroscopic techniques to detect regular targets on damaged surfaces.

A further group of studies are those by Brinczewski (1957), Bykov (1960) and Bridge and El-Dardiry (1976) which show the attenuating effect of a rough surface.

Other studies have considered propagation on thin films, but those not considered in relation to layered systems in Section 2.4.5 or in relation to the coupling of transducers in the section on experimental work, Section 8, are outside the scope of the present study.

b. Crack sizing.

This second group of studies are those which consider crack location and sizing. As early as 1958 Böhme (1958) showed that for defect detection Rayleigh wave methods compare well with those using X-ray or eddy currents, and the performance of ultrasonic methods has improved, at least in the laboratory, over recent years. (Lloyd 1970, 1975, Curtis 1975)

However crack depth measurement has proved to be undependable (Musil 1967) or at least give a large scatter in the results (Hudgell et al 1974) and this is attributed to the many obvious variables present which include crack type, depth, orientation and length, in addition to transducer variation and operation problems. There is also found to be variable reflectivity from different cracks of the same physical length. The coupling problems can be overcome by using noncontact transducers, as is done in the work of Frost et al (1975) and Cole (1977).

The variables which introduce scatter into Rayleigh wave measurements all work against automatic inspection, but the use of noncontact generation and detection has made possible such applications as hot billet inspection working between 25 and 33 kHz, a wavelength of about 10 centimetres, for surface and near-surface defect detection. (Cole 1977)

Measurements made by Morgan (1973) using Rayleigh waves on slots cut in aluminium alloy blocks have achieved an accuracy of about 20% for defects less than a wavelength in length. In a more recent study by Lidington and Silk (1975), working at 2.5 MHz.
on 16-28 mm (about 12 to 24 wavelengths) slots achieved about 1% accuracy and achieved a similar level of accuracy to Morgan on a real crack. In a further study using a different technique, but still with Rayleigh waves, Silk (1976) working at up to 8 MHz has claimed accuracies of about 2.5% for cracks 20 to 30 mm (about 55 wavelengths or deeper at 8 MHz) deep, with reduced accuracy as feature depth reduces, so that for a depth of about 2 mm (about 5 wavelengths deep at 8 MHz) the accuracy is only a little better than that claimed for earlier studies. The general level of guaranteed accuracy being claimed by Silk (1976) is 15%.

The time domain signals obtained experimentally using Rayleigh waves tend to indicate that the interactions at surface features and the resulting scattered pulses are more complex than a simple theory of reflection and transmission, with mode conversion losses at each corner, would produce. This is especially so for interactions with features that have dimensions of the order of a wavelength or less. This complexity not only arises from the variables present in the experimental system but also from the complex nature of the mode conversions that occur.

With the application of photoclastic visualization methods to Rayleigh waves, as in the work by Hall (1976), it is found that a wedge transducer does not just produce Rayleigh waves, but there are residual body waves which pass into the testpiece. Further consideration is given to unwanted body waves in testblocks in Section 8 where the experimental measurements made in the present study are reported.

Two reviews have been presented for the procedures for crack depth determination using Rayleigh waves and they are by Cook (1972) and Hudgell et al (1974). The methods described fell into two groups, those which use single probes and make pulse-echo measurements and those which use two probes. The basic pulses considered for slot depth measurement are shown in Figure 2.10. The details of the various methods of measurement as used in the present study are given in Section 6.

An additional wave pulse used for determining crack length, in the case of deep cracks, is the mode converted shear wave pulse and this has been considered by Silk (1976) who has presented the equations for pulse travel times, particularly for the tip converted shear wave. This is considered further in Section 9.
Rayleigh wave crack and defect location and measurement is now in routine use by a wide range of nondestructive testers, but much development work is still required to provide better transducers and experimental equipment at the practical end of work and basic analysis of the interactions and the resulting scattered pulses to aid in the understanding of the signals received in real experiments.

At present there is no full wave analytical theory for Rayleigh wave defect interactions and scattering and the limitations that this imposes on experimental measurements are considered in Section 8 with the experimental measurements and in Section 9 where all the results are considered.

2.6 Ultrasonic spectroscopy.

In ultrasonic nondestructive testing, methods which restrict consideration of the pulses to some form of time domain display and measurements, are made solely for some measure of amplitude and the position, the information in the signal which is present due to wavelength dependance is not given to the experimenter.

Ultrasonic spectroscopy is the analysis of the spectral content of an ultrasonic signal. This is obtained by passing the gated signal into a spectrum analyser, which performs the operation
electronically. This operation is equivalent to the application of a Fourier transform, and presents the amplitude of all frequencies swept by the system that are in the analysed signal.

The term ultrasonic spectroscopy seems to have first been applied to the analysis of short time domain ultrasonic signals, which have wide bandwidth, (which may be from 0.5 to 20 MHz or more) by Gericke (1963). Since this time the use of this method of analysis has increased, particularly with the increased availability of small wideband spectrum analysers and signal processing equipment, since about 1970.

The early work showed the diagnostic possibilities of spectroscopy for the study of such features as grain size, and with the introduction of ultrasonic techniques into medicine there has followed the introduction of spectroscopic techniques for such functions as tissue identification. The development of the techniques in both nondestructive testing and medicine has not resulted in two separate isolated groups of workers; the fields have much in common as was shown at a recent meeting at The City University. (Seville 1977)

In geophysics there has been increasing interest in both long and short period seismometers and as well as increasing the spectral range studied, there is increasing use of the spectral information in the signals. (Fuchs & Muller 1977) The spectral content of the signals is analysed in a variety of ways including cepstrum analysis in which the spectrum of the signal under investigation is normalised to, and compared with the spectrum of a reference signal and the difference between the signals taken. The difference signal is passed through a Fourier transform to bring the signal back to the time domain. This process has been applied to nondestructive testing configurations, open slots, by Morgan (1973).

There are two advantages in using short time domain signals both of which are of use in nondestructive testing. The first is the better time resolution which is possible and this has such applications as thickness measurement (Lloyd 1975). The second is the wide spectrum which is produced for broadband investigations. The production of broadband signals is considered in Section 8.

The scope of applications of frequency analysis in nondestructive testing has been considered by Dory (1973).
Further general material on ultrasonic spectroscopy can be found in the paper by Gericke (1971) and a recent introductory review which has been presented by Haines (1976). Longer articles, which include some of the applications of the technique, have been prepared by Brown (1973, 1976, 1978 to appear).

Spectral analysis applications have included studies of bonded structures (Rose & Mayer 1973), lap-joints (Lloyd 1974), the measurement of thin layers (Rose & Mayer 1974) and the characterisation of surface defects using pulsed ultrasonic Rayleigh waves, as performed by Morgan (1973).

The number of applications and potential applications is increasing all the time and the potential information given by spectral content will ensure its use in nondestructive testing. The technique is considered, as used in the present study, in Sections 5 and 8.
3.1 Introduction.

Numerical methods, and particularly those for the solution of systems described by differential equations, are of increasing importance in many branches of physics and engineering, and the previous published work, both on numerical methods and their application to elastic wave propagation, has become extensive.

Using numerical methods coupled with recent advances in the speed and core capacity of large computer systems it is now possible to provide a full quantitative understanding for many previously analytically intractable problems. It has become possible to model the time development of many systems and recently numerical methods have been successfully applied to hyperbolic or transient elastic wave problems; it is in this class that the type of pulsed wave problem to be considered in the present study falls.

The basic requirements for the numerical method to be applied in the present study are presented in Section 3.2 and a review of previous work and available methods is given in Section 3.3. The selection of finite difference methods is made for use in all model work in the present study and the details of the formulation are presented in Section 4, together with the supporting appendices.

3.2 Basic requirements for the numerical method.

The basic requirements for a numerical method are that it should provide a model of the propagation, interaction and scattering of pulses of broadband Rayleigh waves by features such as steps and slots, which form the basis for understanding the interaction and scattering of pulses by real surface features. There are a set of criteria against which the alternative methods used to model wave propagation must be considered, and these are;
1. The method must give nondispersive propagation of a pulse or pulses of wide bandwidth, on the surface of and in, a homogeneous medium.

2. The method must be able to handle the necessary boundary conditions, such as the stress free surface, \(90^\circ\) and \(270^\circ\) corners and material interfaces.

3. The method must, in addition to single pulse propagation, give the full wave solution, including mode conversion, for the interaction with surface features with dimensions of the order of a wavelength.

4. The method must be of such a form as to enable the required accuracy and stability to be achieved. (In terms of accuracy the variation from known analytical solutions must be minimal, there being for example no greater than say 5% variation from analytically known displacements in the case of propagation on a half-space.)

5. The method should be such that a FORTRAN computer program can be written for use on a digital computer of either ICL 1905E or CDC 7600 type, at reasonable core size and run time. This condition is helped by the ability to restrict consideration to two spatial dimensions and time. Other workers, for example Munasinghe (1973) when using a machine comparable with the CDC 7600 have employed a dynamic core of about 100 (32 bit) words and used run times of up to 1500 sec.

The four numerical methods found in the literature search are now reviewed in Section 3.3.

3.3 Consideration of available numerical methods.

A detailed review of all the previous work on wave propagation and scattering, with details of the various mathematical methods is a mathematical study given in mathematical texts, which is beyond the scope of this thesis. In this section the particular papers mentioned to illustrate the various methods are given to serve as illustrations of applications of the particular technique, with no intention of being a complete bibliography. This is
especially so in the case of methods which have application to surface wave problems, but in the past have had only limited application to them.

Previous studies of wave problems can be grouped in several ways, and although the systems studied range from those considering earthquakes, to those for submillimetre waves on surface acoustic wave devices, the basic mathematical methods fall into four groups and it is according to these that the material in this section is presented. These methods are those which use ray-tracing, perturbation techniques, finite element approximation and finite difference approximation.

The four methods have all previously been applied successfully to solve particular problems. However all have their range of applicable problems together with their own strengths and weaknesses.

The four methods are now considered with reference to the solution of a system described by second order hyperbolic partial differential equations which is well posed and has Neumann type boundary conditions and particular reference is made to the conditions set out in Section 3.2.

3.3.1 Perturbation techniques.

The first technique considered is in fact a wide range of techniques, being those which use perturbation methods. These, as the name implies, perturb a system using some form of approximation. These come in many forms, however there are several common tools which include the use of the Born approximation, the use of sources to replace scatterers and the addition of a perturbation to a known function or equation. Perturbation techniques can and have been applied to a range of wave problems including those which consider surface waves. (Hudson 1977)

In general when these methods are applied to problems such as the scattering of a pulse by a step, they only work when the pulse or wave wavelength ($\lambda$) is much larger or much smaller than the feature dimensions, often a maximum of a twentieth of $\lambda$ or greater than 1.5 $\lambda$. These methods can be illustrated by the work of Sabina and Willis (1977) and Hudson (1970). However their application is restricted, in the case of surface waves, to
considering such features as surface roughness (Hudson 1970, Hudson et al 1973) or small localised irregularities, such as ridges. (Sabina & Willis 1977)

These types of methods do have application to problems where the principal interest is in features with dimensions much less than or larger than a wavelength, and an approximate form is acceptable for such items as mode conversion. This is not the case in the present study, so perturbation methods cannot be used in it.

### 3.3.2 Ray-tracing methods

The second class of methods are the ray-tracing methods. These have formed a part of classical geophysics, with the work on pulse travel times and ray paths. The use of this method on geophysics is shown by the work of Gutenberg and Richter (1939). These methods have now been computerised in several forms, such as shooting techniques, which are a form of iterative ray-tracing, as is shown by the work of Julian and Gubbins (1977).

In the case of ray theory for surface waves, there is the requirement for interfaces to be smooth curves; much of the work using these techniques is reviewed in a paper by Kennett (1974). Ray theory has been applied to give understanding in the case of a range of body wave problems, as illustrated by workers in both seismology (Julian & Gubbins 1977) and nondestructive testing (Lloyd 1975).

Although attractive in many ways, and in the past they have provided solutions to a range of problems, these methods rely on approximate formulations which can apply for reflection and refraction when surfaces and interfaces approximate to smooth curves and geometrical optics analogues can apply. Therefore singularities, like sharp corners, can only be included with difficulty. When ray-tracing models have been developed, as by Baborovsky et al (1973) empirical treatments of mode conversion and low energy waves have been necessary.

As the main interest, in the present study, is in time development of systems with scattering from corners and mode conversion, ray-tracing methods are not applicable.
2.3.3 Finite element methods.

The third class of methods are those which use finite element approximations in the model formulation. These are a recent addition to the numerical methods for the solution of problems described by differential equations and have provided solutions to a wide range of problems. (Zienkiewicz 1971)

Wave problems, including those with surface waves, have been studied extensively using finite element methods. However these have mainly been restricted to studies of elliptic or eigenvalue type problems, as in the surface wave studies by Lysmer (1970), Waas (1972) and Drake (1972) and much of the material by this group is covered in the paper by Lysmer and Drake (1972).

The finite element method has also been applied extensively to a range of body wave problems, with again much of the interest being from seismology, as in the work by Smith (1975).

These methods have two distinct strengths in that they can easily handle free surface, Neumann type, boundary conditions and they can be given higher grid densities where variables are expected to have rapid changes of value.

The majority of studies using finite elements considered either elliptic or parabolic problems, with extensions to systems that would be hyperbolic being achieved by reducing the problem to one that is pseudo-parabolic. This is done, in the case of a study by Alsop (1972), by using a semi-infinite wavetrain in the form of an harmonic driving force and not pulses of waves, and with the addition of a time dependent parameter at each node.

In addition in most finite element studies there is the requirement of a rigid boundary, as is used by Lysner and Drake (1972). This is not possible for a study of a semi-infinite medium with a single free surface.

A recent extension of the application of finite element methods has been made in the work by Key (1975), who has produced a computer program system to consider wave problems including those of hyperbolic type similar to those considered by the TOODY finite difference programs of Bertholf and Benzley (1968).

Finite element and finite difference methods are generally considered to be completely different approaches for solving systems described by partial differential equations. However
Friedrichs and Keller (1966) have demonstrated that if triangular elements are set up so that the nodes are on a rectangular grid the two methods yield the same difference formulation for interior points. This however loses some of the advantages which finite element methods have over those which use finite difference approximations, but it does introduce a considerable simplification in the use of a finite element scheme on a digital computer.

A wide range of elliptic and parabolic problems have been successfully solved using finite element methods (Zienkiewicz 1971) and others (Key 1975) have shown that they have application to specific types of hyperbolic problems. There are however restrictions on the size of grid (about 100 by 100 nodes) which can be used due to the problems in inversion of a large, albeit sparse matrix. In general these methods have yet to prove themselves for the solution of general hyperbolic partial differential equations. (Sykes 1976, private communication)

For these reasons finite element methods were not selected for use as the numerical method for the models in the present study.

3.3.4 Finite difference methods.

The fourth group of methods are those which use finite difference approximations in the solution of differential equations. These methods constitute an extensive group of mathematical methods and the detailed formulation can take several forms. (Richtmyer & Morton 1967) The basic method replaces the differential terms in the equations which describe a system under study with an incremental approximation. This method of equation solution was first discussed by Courant et al (1928) and since that time has provided the solution for many types of differential equations particularly since the development of fast digital computers.

For surface waves studies using finite difference methods have included work by Boore (1970) who has considered the propagation of a single component Love wave packet in a non-homogeneous material. There have been Rayleigh wave studies for semicontinuous waves on homogeneous quarter spaces by Alsop and Goodman (1972). Both Lamb and plate waves have also been studied by this method.

The largest body of literature on elastic wave propagation
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using the finite difference methods is that due to the late Professor Alterman and her students and coworkers in mathematical geophysics, working from the mid-1960's until her death in 1974. Professor Alterman's life and work is to be commemorated in a special volume edited by Bolt (1978, to appear) which will include a bibliography of her work. Her group has studied a wide range of mainly body wave problems including waves on and in planes, in wedges, with propagating slots and also with both cylindrical and spherical geometries and co-ordinate systems. (Alterman & Loewenthal 1972), It is from this work that the work by Munasinghe (1973, 1976) follows. The Alterman work is being continued directly in that by Ilan and Loewenthal (1976), Ilan (1977a & b) and Ilan (1978, to appear).

The work by the Alterman group has been used in other geophysical groups including Stockl (1977) and Scherneck (1976). In the field of surface acoustic wave devices there has been an extensive study by Munasinghe (1973) and Munasinghe and Farnell (1973), which has considered Rayleigh wave propagation and this has been mentioned in the review in Section 2.4. This work by Munasinghe (1973) has been extended to consider anisotropic and further layered media configurations. (Munasinghe 1976) There has also been a recent study by Cuozzo et al (1977) who have modelled semicontinuous Rayleigh waves on a range of features on homogeneous media.

There is also work using a series of finite difference computer programs called TOODY due to Berthof and Benzley (1968). The TOODY programs have been used extensively to study many types of systems and although originally produced to model seismological configurations the TOODY II program has been used by Rose and Meyer (1975), in what appears to be the only published application of the technique for ultrasonic wave problems, to test an analytical result in a nondestructive testing body wave field analysis study.

The finite difference methods give the full wave solution to wave scattering problems, including mode conversion, and they can be used with broadband pulses which have a smooth wave number spectrum. The upper limit on the frequency which will propagate is set by the internodal spacing, in nodes per wavelength. The necessary boundary conditions can be handled and in one form,
as used by Alterman and Loewenthal (1972), the formulation provides the displacements at each node, which can be used as data to undergo data processing without further computation.

Finite difference methods now constitute an extensive group of methods and their advance has been helped by the developments in large digital computers in both speed and core size. The advantages of these methods include, that they give the time development of the system, with the full wave solution including mode conversion; they have the ability to hand smooth pulses; they can be formulated to cover Neumann type boundary conditions and they are relatively easy to turn into a computer program. Also from the view of the potential user they have the advantage of a good history of successful applications to hyperbolic problems, as is shown by the work of the Alterman group.

It is for these reasons that finite difference methods have been selected and it is from the Alterman school of finite difference modelling that the methods used in the present study, which are described in Section 4, have been developed.
4. NUMERICAL MODEL FORMULATION.

4.1 Introduction.

Following the selection of finite difference approximation as the basis for the method to model the configurations of interest in the present study, it is necessary now to consider and develop full finite difference formulations for the range of nodes which are required. The basic method can be applied to give several formulations which differ in detail and two classes of these are considered, with full sets of equations being presented for the nodes used in this study.

The basic spatial coordinates and the finite difference computation start are presented as Figure 4.1a and b respectively. The basic formulation used for the body of the material, the body node formulation, is considered in Section 4.2. This is followed by a consideration of the boundary condition formulations in Section 4.3 and the supporting appendices. It is the boundary condition formulations which set the limits to the region of stability and also have the potential to reduce the accuracy for the whole scheme. In the course of the present study, two types of first order formulations and one second order formulation were used for the boundary conditions in the computer programs and the details of these, together with their derivations are given in Appendices E, F and C.

Following the presentation of the finite difference formulations used, are the initial conditions which are given in Section 4.4. These include the formulation of the Rayleigh wave pulse which is used.

The last part of this section, Section 4.5, presents a consideration of accuracy and stability.
Coordinate system for finite difference schemes;
a. Basic spatial coordinates, b. Computation star.

FIGURE 4.1
4.2 Body node formulation.

The basic finite difference formulation used for body nodes in this work has been presented by many authors including Alterman and Lowenthal (1972). This basic body node formulation has been successfully applied to a range of wave propagation problems including that by Munasinghe (1973) which considers Rayleigh waves on half, quarter and three-quarter spaces, steps and layered wide slots and that by Ilan and Lowenthal (1976) which has considered compressional wave pulses. The results from both of these studies are considered in Sections 6 and 9.

The basic formulation for the body node is central to the finite difference scheme as it is this formulation which is used for the majority of nodes considered. It is also the body node formulation which sets the limits to increment step size and this is considered in Section 4.5.

The form of finite difference approximation used is second order centred differences. An outline of the derivation of the basic difference forms and the body node formulation, following a method given by Munasinghe (1973), is given as Appendix D. Also included in this appendix is an extension of the formulation to the case of a nonuniform grid, the spatial form of which has been used by Ilan (1977a, 1977b).

The final form of the finite difference formulation using centred differences for the body node, with a uniform grid which has been used in the majority of the work reported in this thesis, is given in Appendix D as equation D.3 and here as:

\[
U(i,j,k-1) = 2xU(i,j,k) - U(i,j,k-1) + s^2 Fp(U) \tag{4.2.1}
\]

where \(U = \begin{bmatrix} U_1 \\
U_2 \end{bmatrix} \) the components of the displacement vector.

\(Fp(U)\) is an explicit expression of constants and displacements the form of which was given by Alterman and which is given in Appendix D as equation D.9.
4.3 Boundary condition formulations.

The finite difference formulations for the boundary nodes are of much greater importance than those for the body node, as it is these which set the limits to the accuracy and stability in any scheme. The whole subject of accuracy and stability is considered in Section 4.5, with in this section, the presentation of the various alternative finite difference formulations for boundary nodes, together with their truncation errors.

Two classes of boundary conditions have been considered in detail and one main set of formulations has been used from each class. The two classes of boundary node difference formulations are defined according to whether first or second order derivatives are subjected to difference approximation.

In the first order formulations, which are produced to enable the application of the body node formulation to the boundary node, a line of imaginary nodes or pseudo-nodes is introduced outside the surface or along an interface and displacements for these are calculated. The details of schemes using pseudo-nodes are given in Sections 4.3.1 and 4.3.2 and Appendix E, which are developed from the boundary conditions given in Section 2.3.

By contrast, the second order formulation for the boundary node is produced by direct solution of the full set of equations of motion, subject to the boundary conditions, which results in a formulation which gives the time development of displacements at the boundary node as it does not use pseudo-nodes or require subsequent application of the body node formulation. The second order formulations are considered in Sections 4.3.3 and 4.3.4 and the supporting appendices, Appendices F and G.

The approximation in the pseudo-node schemes has a truncation error of the size of the spatial increment or increment squared, depending on the detail of the scheme used to approximate the first order spatial derivatives, whereas in the second order scheme the truncation error is normally of the order of the size of the increment squared. In general a second order scheme should be more accurate and should make it possible to achieve the same or better stability than a first order scheme.
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4.3.1 First order formulations for free surface boundary conditions.

These are finite difference formulations which use pseudo-nodes to satisfy the boundary conditions, and they are obtained by a procedure in which the first order spatial derivatives in the boundary conditions, which are defined in Section 2.3 as specified components of the Cartesian stress tensor, are converted to difference form and the displacements at a line of pseudo-nodes outside the free surface are obtained, this allowing the application of the normal body node formulation to give the time development at the boundary node.

In the present study two sets of pseudo-node formulations were considered. The first of these, known as a Centred Difference Formulation, as the name implies is based on the use of centred differences and was developed by Alterman and Karal (1968). This type of boundary node formulation has been used by a number of workers including Munasinghe (1973), who used it with Rayleigh waves, and Ilan and Loewenthal (1976) and Ilan (1978, in press), who have tested it with compressional wave on the half and quarter spaces respectively.

This type of formulation is illustrated by the equation which is produced to enable application of the body node formulation at the horizontal free surface. The formulation to give the displacements at the pseudo-node P, shown in Figure 4.2, which is outside the free surface is given as:

\[ U_1(i,j-1,k) = U_1(i,j+1,k) + \left\{ \frac{U_2(i+1,j,k) - U_2(i-1,j,k)}{2} \right\} \]

\[ U_2(i,j-1,k) = U_2(i,j+1,k) + \left\{ \frac{V_c^2 - 2V_s^2}{V_c^2} \right\} \left\{ U_1(i+1,j,k) - U_1(i-1,j,k) \right\} \]

\[ \cdot P(i,j-1,k) \]

Nodes for free surface pseudo-node formulations.

**FIGURE 4.2**
For the first order Centred Difference scheme the truncation error is of the order of the spatial increment squared.

The second set of pseudo-node formulations, which are known as One Sided Formulations, are due to Alterman and Rotenberg (1969), and these are obtained in a similar manner to the method used to derive equation 4.3.1, except that off-centred (one sided) difference forms are used and these have truncation errors of the order of the spatial increment.

The one-sided formulation is illustrated by the equation for the displacements at the pseudo-node P shown in Figure 4.2 outside the horizontal free surface which is given as:

\[
\begin{align*}
U_1(i,j-1,k) &= U_1(i,j,k) + \frac{1}{2} \left\{ U_2(i+1,j,k) - U_2(i-1,j,k) \right\} \\
U_2(i,j-1,k) &= U_2(i,j,k) + \frac{v_c^2 - 2v_s^2}{2v_c^2} \left\{ U_1(i+1,j,k) - U_1(i-1,j,k) \right\}
\end{align*}
\]

In the present study in the majority of models which use a first order scheme for the boundary conditions, the Centred Difference scheme, as illustrated by equation 4.3.1 has been used. Following recent work by Ilan (1978, in press) on stability of the quarter space, the use of the One Sided formulation has been adopted in some models for the nodes adjacent to the 90° corner. This is considered further in Section 7 where the results of the models are presented. In general the Centred Difference scheme has been found to be the first order scheme with the larger range of stability. The topics of both accuracy and stability are considered in detail in Section 4.5.

The full set of nodes for which first order formulations are given in this thesis are shown in Figure 4.3. The full finite difference formulations, with the new derivations by the author, are given as Appendix E.
Free surfaces.

90° corners.

270° corners.

Nodes for which first order difference formulations are given.

FIGURE 4.3.
4.3.2 First order formulations for interface boundary conditions.

The use of pseudo-node formulations has been extended by Alterman and Karal (1968) to consider the interface between two media for use in body wave problems. This type of scheme has been applied to Rayleigh waves on layered media by Munasinghe (1973).

The boundary conditions for an interface between two solid media are that both stresses and displacements are continuous and these are given in Section 2.3.

The basic node arrangement used for the horizontal interface is shown in Figure 4.4. To evaluate the displacements at node C, the nodes A and B and A' and B' are given the same values and the pseudo-node C is given the parameters of the lower medium.

The equation obtained from the boundary conditions which gives the displacements at node C, is given as:

\[ \begin{align*}
U(i,j,k) &= U(i,j+1,k) + H_1 \left[ U(i,j+2,k) - U(i,j-1,k) \right] \\
&+ i \epsilon \left\{ H_2 \left[ U(i-1,j-1,k) + U(i-1,j-2,k) - U(i+1,j-1,k) - U(i+1,j-2,k) \right] \\
&+ 3H_3 \left[ U(i+1,j+1,k) - U(i-1,j+1,k) \right] + H_3 \left[ U(i+1,j+2,k) - U(i-1,j-1,k) \right] \right\}
\end{align*} \]

where

\[ \begin{align*}
H_1 &= \begin{bmatrix} e_1 & 0 \\ 0 & e_2 \end{bmatrix}; \\
H_2 &= \begin{bmatrix} 0 & e_1 \\ e_3 & 0 \end{bmatrix}; \\
H_3 &= \begin{bmatrix} 0 & 1 \\ e_4 & 0 \end{bmatrix} \\
\epsilon_1 &= \frac{(\rho V_s^2)_1}{(\rho V_s^2)_2} \\
\epsilon_2 &= \frac{(\rho V_c^2)_1}{(\rho V_c^2)_2} \\
\epsilon_3 &= \left[ \frac{\gamma(V_c^2 - 2 V_s^2)}{(\rho V_s^2)_2} \right]; \\
\epsilon_4 &= \left[ \frac{V_c^2 - 2 V_s^2}{V_c^2} \right].
\end{align*} \]
The introduction of a line of pseudo-nodes between the media in a layered problem has been extended to the free surface/interface node, for welded quarter spaces, shown as node P in Figure 4.5. However the further extension of this type of scheme becomes increasingly complex and has not been considered by other workers. Any further extension of the scheme would involve complex node formulations and introduce additional lines of pseudo-nodes into the scheme, adding to the complexity of the resulting computer program.

![Pseudo-nodes](image)

Pseudo-node arrangement used for welded quarter spaces.

**Figure 4.5.**

A finite difference scheme which considers interfaces without the use of pseudo-nodes would have considerable advantages and such a scheme has been developed for some nodes by Ilan et al (1975). The scheme has been extended by the author and it is considered in Section 4.3.4 and Appendix G.

### 4.3.3 Second order formulations for free surface boundary conditions

The pseudo-node schemes, for free surface nodes, which are considered in Section 4.3.1 have several inherent weaknesses. These weaknesses are firstly, that they do not give the time development for the node in a single equation, but require the application of the body-node equation to the boundary nodes, following the pseudo-node calculations. Secondly the pseudo-node formulations are not as accurate as the body node formulation, and it is the boundary formulation which sets the limits to the accuracy and stability in a scheme.

In an attempt to improve on the pseudo-node formulation Ilan et al (1975), motivated by the work of Lax and Wendoff (1960),
produced a second order free surface boundary condition formulation, known as a Composed Approximation.

The Composed Approximation formulation is illustrated by the expression for the horizontal component of displacement at a horizontal free surface, which is given as:

\[
U_1(i,j,k+1) = 2V_s^2(s/h)^2U_1(i,j+1,k) - U_1(i,j,k-1) + 2V_s^2(s/h)^2 \left[ \frac{h/s}{V_s} - 1 - \frac{h/d}{V_s} \right] U_1(i,j,k) + V_s^2(s/h)^2 \frac{h/d}{V_s} \left[ U_2(i+1,j,k) - U_2(i-1,j,k) \right] + V_s^2(s/d)^2 \left[ \frac{3V_s^2 - 2V_s^2}{V_c^2} \right] \left[ U_1(i+1,j,k) - U_1(i-1,j,k) \right]
\]

where parameters are as defined on Figure 4.1.

A similar expression is obtained for the vertical component of displacement and the details of the derivations of these equations are given in Appendix F. This scheme has a truncation error of the order of the increment squared.

It has been found by Ilan and Loewenthal (1976) that the region of stability for the Composed Approximation is not as good as that achieved by the pseudo-node schemes, so it can only be used to model media with a low Poisson's ratio (less than \( \sigma = 0.27 \)).

The main weakness in the formulation is due to instability, resulting from a poor formulation for calculating the vertical component of displacement.

In an attempt to overcome this limitation on the use of second order formulations Ilan and Loewenthal (1976) have produced an improved formulation for the vertical component of displacement on a horizontal free surface.

In the present study, following the procedure used by Ilan and Loewenthal (1976), an equation has been derived which is applicable to the horizontal free surface node, in the coordinate system used in the present study, which is given as equation 4.3.5. The details of the derivation of this equation are given in Appendix F. In the present study the formulation used for the horizontal free surface was the components given as equations 4.3.4 and 4.3.5.
\[ U_2(i,j,k+1) = 2 \left[ 1 - \frac{(s/h)^2}{V_c^2} - \frac{(s/h)^2}{V_s^2} \right] U_2(i,j,k) + 2 \frac{(s/h)^2}{V_c^2} U_2(i,j+1,k) - U_2(i,j,k-1) \]
\[ + \frac{V_s^2}{(s/h)^2} \left[ U_2(i+1,j,k) - U_2(i-1,j,k) \right] \]
\[ + \frac{1}{2} \left( \frac{(s/h)^2}{V_c^2} - \frac{V_s^2}{V_c^2} \right) \left[ U_1(i+1,j+1,k) - U_1(i-1,j+1,k) \right] \]
\[ + \frac{(s/h)^2}{2} \left( \frac{V_c^2}{V_s^2} - 3 \frac{V_s^2}{V_c^2} \right) \left[ U_1(i+1,j,k) - U_1(i-1,j,k) \right] \]

4.3.5

The second order scheme has been extended to cover the range of nodes shown in Figure 4.6, and the details of the formulations and their derivations are given in Appendix F.

Free surface nodes.

270° corners.

90° corner.

Free surface nodes for which second order formulations are given

FIGURE 4.6.

The treatment of 90° corners in second order schemes, for use with body waves, has been considered by Ilan (1978, to appear), and this work with the present limitations of second order schemes, as found in the present study, is considered further in Sections 7 & 9.
4.3.4 Second order formulations for interface boundary conditions.

The application of a pseudo-node scheme to multi-media problems presents practical difficulties, with the need to introduce a line of pseudo-nodes, and the range of nodes considered by other workers using this method is limited, as was shown in Section 4.3.2.

A limited set of second order interface nodal formulations have been developed by Ilan et al. (1975) and extended by the author in the present study.

The second order interface formulations are illustrated by consideration of that for the horizontal interface, which is due to Ilan et al. (1975). The equation for the vertical component of displacement at the horizontal interface, in the notation and coordinate system used in the present study, is given as:

\[
U_2(i,j,k+1) = 2U_2(i,j,k) - U_2(i,j,k-1)
+ \frac{2}{\varepsilon_1 - \varepsilon_2} \left[ \frac{s}{h} \right]^2 \left[ \varepsilon_2 v_{c2}^2 U_2(i,j+1,k) - \varepsilon_1 v_{g1}^2 U_2(i,j-1,k) \right]
- (\varepsilon_1 v_{c1} + \varepsilon_2 v_{c2}) U_2(i,j,k) + \frac{4}{h} \left[ \varepsilon_2 v_{c2}^2 - 2 \varepsilon_2 v_{g2}^2 \right] - \left[ \varepsilon_1 v_{c1}^2 - 2 \varepsilon_1 v_{g1}^2 \right] \left[ \frac{s^2}{h} \right]
+ \frac{\varepsilon_1 v_{g1}^2 + \varepsilon_2 v_{g2}^2}{\varepsilon_1 + \varepsilon_2} \left[ \frac{s^2}{h} \right]^2 \left[ U_2(i-1,j,k) - 2U_2(i,j,k) - U_2(i-1,j,k) \right]
\]

where \( \varepsilon_1 \) and \( \varepsilon_2 \) are the properties of the materials on either side of the interface.

The second order scheme was extended by Ilan et al. (1975) to consider a quarter space set in a three quarter space and by the author to consider the free surface/interface node for welded quarter spaces.
The new formulation for the welded quarter spaces free surface/interface node is illustrated by the formulation for the horizontal component of displacement, which is given as:

\[ U_1(i,j,k+1) = 2U_1(i,j,k) - U_1(i,j,k-1) \]

\[
+ \left[ \frac{s^2}{1 + \frac{1}{v_{s1}^2} + \frac{1}{v_{s2}^2}} \right] \left[ \frac{\rho_2 v_{s2}^2}{\rho_1 v_{s1}^2} \right] \frac{2}{h^2} \left[ U_1(i,j+1,k) - U_1(i,j,k) \right] \\
+ \frac{1}{2} \left[ U_2(i+1,j,k) - U_2(i-1,j,k) \right]
\]

\[
\frac{(G_1 + G_2)}{2}
\]

where \( G_1 \) and \( G_2 \) are functions, the form of which is given in Appendix G.

The range of nodes which now have second order formulations is shown in Figure 4.7, and the derivations are presented in Appendix G.

---

**FIGURE 4.7**

The formulations presented in this section, together with those in Sections 4.3.1 and 4.3.3, and the supporting appendices, are used in the computer programs described in Section 6, which produce the results given in Section 7.
4.4 Initial Conditions.

To produce a full model of Rayleigh wave propagation and scattering based on the finite difference forms presented in Sections 4.2 and 4.3 there are some additional basic requirements, including the basic material data, the specification of internal artificial boundaries and the specification of the basic pulse at two initial time levels.

The requirements for the basic material data are that enough data should be given to enable the calculation of a consistent set of parameters, such as elastic moduli. In the present study the material data which is required is the shear wave velocity, the compressional wave velocity and the density. All other necessary parameters are calculated using relationships based on those given in Section 2.3.

Calculations are also performed in accordance with the stability and accuracy limits, as set out in Section 4.5, to give the size of increments in both time and spatial domains.

Irrespective of the size of computer available it is not possible to model a semi-infinite medium, so artificial internal boundaries must be set at some distance from the region of special interest in the calculations. These boundaries can be considered in one of two ways, either by producing an absorbing nodal formulation, as is done in the finite element model by Lysmer and Drake (1972), or by keeping a larger iteration space (Alterman & Lowenthal 1972) and specifying that the internal boundaries have zero displacement, as is done by Kumasiehe (1973). The second procedure is used in this study, and the scattered waves reflected by these artificial boundaries were found only to be significant if a small iteration space is used, the size of which is specified in Section 4.5, or if the model performs a large enough number of iterations to enable multiple reflections to build up.

The practical limits for grid size, accuracy and stability, as established in the present study are presented in Section 6.3.

The final requirement is the specification of the initial displacements at all nodes and it is this which determines the type and extent of the wave which will propagate.

The initial disturbances on the grid, in the region where
the pulse is specified, are calculated at two time levels, \( t = 0 \) and \( t = s \), where \( s \) is the time increment which is determined from stability criteria.

The present study requires that a pulse of Rayleigh waves, of limited spatial extent, be specified, which has a similar form to that observed for pulses used in nondestructive testing. For this study a form of pulse is used that was specified by Ricker (1945), and this has been used in a finite difference model of Love waves by Boore (1970) and a model of Rayleigh waves by Kunasinghe (1973). A comparison between real experimental Rayleigh waves, and the numerical pulse, both on half-spaces, is shown in Figure 4.8. The details of how the experimental measurement was made are given in Section 8.

The use of the wave number form, or spectrum, as the form of the input pulse was selected as it is this form of display which is considered by Morgan (1973) in his experiments using ultrasonic spectroscopy. The use of the spectrum also provides the opportunity to produce a Rayleigh wave pulse in the numerical model based on the spectra of real signals.

![Comparison between real and numerical Rayleigh wave pulses on aluminium (\( \sigma = 0.34 \)) half-spaces; a. Time domain signals, b. Spectra.](image)

**FIGURE 4.8.**
### 4.4.1 The input pulse.

The form of Rayleigh wave pulse used in the present study is that given in analytical form by Ricker (1945). One of the important features of this pulse, in addition to the similarity it has to real Rayleigh wave pulses, as shown in Figure 4.8, is that it is not too extensive in either the real space or the wavenumber space. The main features of the Ricker pulse, including its synthesis, are given in this section with an extended discussion, including the presentation of further information on the basic Rayleigh wave equations and both the analytical and incremental forms of the Ricker pulse, as given by Munasinghe (1973), set out as Appendix H.

The equation for the vertical component of displacement on a horizontal free surface for the pulse is given as:

$$R_2(x_1,0,0) = -\sqrt{\frac{\lambda}{\gamma}} \left[\left(\frac{x_1}{\lambda}\right)^2 - \frac{1}{2}\right] \exp \left[1 - \left(\frac{\gamma x_1}{\lambda}\right)^2\right]$$  

4.4.1

The corresponding wavenumber amplitude is given as:

$$S(K) = \left(\frac{K}{K_0}\right)^2 \exp \left[1 - \left(\frac{K}{K_0}\right)^2\right]$$  

4.4.2

where $K$ is the wave number,

$K_0$ is the primary wave number corresponding to the centre wavelength ($\lambda_0$).

The primary wave number in terms of wavelength is given as:

$$K_0 = \frac{2\pi}{\lambda_0}$$  

4.4.3

In the production of the basic pulse for use in the numerical model, the initial disturbances for each depth and time level are obtained by performing the series of operations shown in Figure 4.9.

The procedure for obtaining the basic pulse starts from the digitised form of the pulse amplitude spectrum, (which is given as equation H.2.1 in Appendix H.) In the present study, in the wavenumber domain, a base set of 512 (i.e. $2^9$) nodes has been used, (this is the range of the $J$ components in equation H.2.1). The parameter of the number of nodes per wavelength is set for each
1. Calculation of $S(K)$ spectrum.

2. Reorder data for operation of F.F.T.

3. Operation of Fast Fourier Transform (F.F.T)

4. Data as output from F.F.T.

5. Displacements reordered and truncated to fit space where pulse is to propagate.

Basic operations for the synthesis of the displacements for one component, for one row of nodes, at one time level, for a Ricker-type pulse of Rayleigh waves.

FIGURE 4.9
pulse synthesis and it is this parameter which determines the number of nodes in the amplitude spectrum which have significant amplitudes. The criteria by which the number of nodes per wavelength is set is considered in Section 4.5 in connection with considerations of accuracy and stability. In the present study calculations have been performed mainly at 16, 32 and 35 nodes per wavelength. The effect of different values for the number of nodes per wavelength is considered with the results of the computer programs in Section 7.

The transformation of the pulse data from the wavenumber to the spatial domain is performed by the application of a single-sided fast Fourier transform, which folds about the node \(N/2 + 1\) and requires the data length to be halved and the spectral information to be reordered.

The fast Fourier transform is then applied and following this operation the pulse data, which is now displacements in the spatial domain, is reordered and truncated to fit into a realistic computation space.

The series of operations shown in Figure 4.9 are repeated at the depth below the surface of each row of nodes, set by the number of nodes per wavelength in the case of a uniform grid, for the second component of displacement. The whole procedure is repeated to give the displacements at the second initial time level, except that in the case of calculations at times other than \(t = 0\), a complex spectral component is introduced which requires the same basic data reordering and combines with the principal spectrum in the fast Fourier transform.

The procedure outlined above was performed for each of the two time levels, \(t = 0\) and \(t = s\), using polystyrene \((\sigma = 0.24)\) data and 35 nodes per wavelength, the resulting spectra are shown in Figure 4.10.

The set of components of surface displacements corresponding to the spectra shown in Figure 4.10, at \(t = 0\) with part of the set of horizontal displacements at \(t = s\) are shown in Figure 4.11. Also shown in Figure 4.11 is part of the set of components for the vertical surface displacement on aluminum \((\sigma = 0.24)\) at \(t = 0\).

The displacements at the points of maximum surface displacement were calculated with aluminum data and increasing depth and plotted with the curve given by the analytic expression
Ricker pulse spectra showing normalised amplitude (A) against normalised wave number (K'), calculated with polystyrene data at 35 nodes per wavelength; showing the real (a) and complex (b) components for the vertical component, and the real (c) and complex (d) components for the horizontal component.

FIGURE 4.10.
Surface displacements for a Ricker type pulse, at 35 nodes per wavelength; horizontal component of displacement calculated at $t = 0$ and $t = s$ using polystyrene ($\sigma = 0.24$) data, and vertical component of displacement calculated at $t = 0$ using polystyrene ($\sigma = 0.24$) and aluminum ($\sigma = 0.34$) data.
for the corresponding harmonic Rayleigh wave as Figure 4.12.

With only a limited node space available in which to model the propagation, interaction and scattering of the Rayleigh wave pulse, due to the limits in the size of computer core, the basic arrays used to set up the pulse must truncate that given by the analytical form which is infinite in extent. It has been found that depending on how the pulse truncations, in both the wave-number and spatial domains, are performed there are changes in pulse shape which affect the accuracy with which the pulse will propagate using a particular finite difference formulation for the boundary conditions, at a particular number of nodes per wavelength.

The values of the surface displacements were measured at different numbers of nodes per wavelength, at different distances from the pulse centre, on different media and the results are shown in Table 3.

<table>
<thead>
<tr>
<th>Material</th>
<th>Nodes per wavelength</th>
<th>Distance from pulse centre (in wavelengths)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1.0</td>
</tr>
<tr>
<td>Polystyrene</td>
<td>32</td>
<td>5.0</td>
</tr>
<tr>
<td>Polystyrene</td>
<td>16</td>
<td>0.15</td>
</tr>
<tr>
<td>Aluminum</td>
<td>35</td>
<td>0.1</td>
</tr>
<tr>
<td>Aluminum</td>
<td>32</td>
<td>0.2</td>
</tr>
<tr>
<td>Aluminum</td>
<td>16</td>
<td>0.27</td>
</tr>
</tbody>
</table>

Pulse surface displacement amplitudes, at distances from the centre of a Ricker pulse, as a percentage of maximum displacement.

TABLE 3.

The values of the displacements, measured at the points of maximum surface displacement were measured at a series of depths, for a pulse calculated with aluminium data at 35 nodes per wavelength and the results are shown in Table 4.

The effects of different numbers of nodes per wavelength and dimensions for the basic pulse of Rayleigh waves are considered, with the results of the computer models, in Section 7.
The decay with depth of the displacements of a Ricker type pulse, at 35 nodes per wavelength (solid line) and the corresponding harmonic Rayleigh wave for the pulse centre wavelength (dashed line), at the points of maximum surface displacement, calculated with aluminum data.

**FIGURE 4.12**
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<table>
<thead>
<tr>
<th>Pulse displacement amplitudes</th>
<th>Depth (in wavelengths)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>29.</td>
</tr>
</tbody>
</table>

Pulse displacements as a percentage of maximum displacement, measured at points below that of maximum surface displacement, for a series of depths and calculated with aluminium data at 35 nodes per wavelength.

**TABLE 4.**

It has been found that pulse length is the more important dimension when scattering by shallow features, with dimensions up to the order of a quarter wavelength, is considered and that the pulse can be truncated at about two wavelengths depth. However with larger features a pulse depth of about three wavelengths is required.

For scattering of Rayleigh wave pulses by most features pulse truncation levels of 1.0% of the maximum surface displacement were chosen and found to give solutions of acceptable accuracy. This level of truncation involves the use of an input pulse with dimensions of about three wavelengths wide and three wavelengths deep, which are similar values to those used by Munasinghe (1973). The full input pulse is shown, using numerical visualisation, as Figure 4.13.

The Ricker type pulse, calculated at $t = s$, where $s$ is time increment, with aluminium data at 32 nodes per wavelength.

**FIGURE 4.13.**
In addition to the effects of pulse spatial dimensions, a parameter which has been found to be of considerable importance, is the number of nodes per wavelength. It was found by Munasinghe (1973) that values of about 35 nodes per wavelength were required for the pulse to propagate without distortion, which is higher than might be expected from a preliminary treatment and in this study values between 16 and 35 were used for this parameter. The number of nodes per wavelength and their effect in the computer models are considered in Sections 4.5 and 7 respectively.

4.5 Accuracy and stability

The consideration of accuracy and stability is fundamental in the development of any finite difference scheme and it is these considerations which often impose limitations on the range of configurations and materials which can be modelled, using a particular numerical scheme.

A finite difference scheme is said to be stable if the difference between the analytical and numerical solutions of the difference equations remains bounded as time development proceeds, with fixed time step and grid dimensions.

For any numerical scheme there are a range of material and model parameters, outside which the scheme is subject to inaccuracy and instability, which is usually shown by uncontrolled growth in the calculated variables. The aim of accuracy and stability analysis is firstly to set the bounds within which a scheme can be said to be stable and secondly, to provide a measure of the accuracy of a particular solution.

In general the parameters which affect these conditions are the equations of motion, the boundary conditions, the finite difference formulations, the initial conditions and the material parameters.

The basic equations of motion and the boundary conditions together with the initial conditions are often part of the basic formulation of the system under study and set constraints within which the system must be solved.

For a numerical scheme the full analysis of the effects of all parameters which influence the solution of a scheme
is not possible for the scheme as a whole, but the measurement of the effects of various components can be made. The accuracy and stability of a given scheme are closely linked and each of these is now considered with reference to a scheme based on the finite difference formulations developed in Sections 4.2 and 4.3, and the supporting appendices, and the initial conditions set out in Section 4.4

4.5.1 Accuracy.

For any numerical scheme, which remains stable within the definition given in Section 4.5, it is necessary to produce results with a known accuracy that is as close as possible to any known analytical results. This section considers some of the basic truncation errors, and limits, to the parameter nodes per wavelength which affect the accuracy of the finite difference schemes.

The ultimate limit to accuracy is set by the number of digits used in the computer calculations. This is the level at which the computer truncates numbers and in the present study twelve significant figures are used. The resulting truncation errors are negligible when compared with other errors in the scheme.

The finite difference formulation truncation errors, which depend on the detailed approximations used, are of considerably more importance and make up one of the major errors in a scheme. The size of the truncation error, which consists of the sum of the disregarded terms in the series used in the derivation of the formulation, the largest of which is of the order of either the size of the increment or the increment squared that has a maximum value of about 0.1% of the previous term.

A further limit is set by the accuracy with which the material parameters and other constants are given, or can be calculated, and this is to about 0.1% of the parameter value, for material data.

As previously mentioned in Section 4.4.1, the parameter, the number of nodes per wavelength, has a considerable effect on the performance of a numerical scheme. The number of nodes
Per wavelength ($\gamma$) defines the grid internodal spacing as:

$$\Delta x = \frac{\gamma}{N}$$  \hspace{1cm} 4.5.1

where $N$ is the number of nodes per wavelength.

The internodal spacing sets the high-frequency cut-off and the minimum wavelength that will propagate as:

$$2\Delta x = \gamma_m$$  \hspace{1cm} 4.5.2

where $\gamma_m$ is the minimum wavelength.

The condition, given as equation 4.5.2, has a corresponding equation which gives the cut-off in the wavenumber spectrum, which is given as:

$$K_m = \frac{2\pi}{\gamma_m}$$  \hspace{1cm} 4.5.3

where $K_m$ is the wavenumber cut-off.

It has been found experimentally by Alford et al (1974) that for a second order formulation, as used for the body nodes in this study, a minimum of ten nodes per wavelength is required at the upper half power point. From the power curve for the Ricker type pulse, as used in this study, shown as Figure 4.14, it is found that the upper half power point is at about $1.5 K/K_o$ (where $k$ is wave number and $K_o$ is the wavenumber at the pulse centre frequency) which gives a value of about 15 nodes per wavelength, at the centre frequency, for ten nodes per wavelength at the upper half power point. The value of 15 nodes for nodes per wavelength at the centre frequency, is about half the value found necessary by both Bruce (1970) and Munasinghe (1973) to give nondispersive propagation. This apparent contradiction was investigated.

In the study by Munasinghe (1973) he defines a useful range of normalised wavenumbers as from $0.5 K/K_o$ to $2. K/K_o$, in which measurements could be made to an accuracy of 2%, and a critical range, defined as from $2. K/K_o$ to $3. K/K_o$, in which the pulse will suffer severe distortion as the number of nodes per wavelength, defined at the centre frequency, is reduced.

A measure of the error in the digitised pulse spectrum is given by the relationship for the fractional error, which
The power spectrum of the Ricker type pulse, calculated with aluminium data at 35 nodes per wavelength, showing the upper half power point ($P_u$).

**FIGURE 4.14.**
compares the exact form with second order derivatives and is given by Munasinghe (1973) as:

$$E(K) = \frac{2\pi K}{N} / 12$$

when $K\Delta x$ is assumed to be less than one and only the first order error is considered.

Using the relation, given as equation 4.5.4, to give values for a range of $N$ values at several values for $K/K_0$, the results shown in Table 5 were obtained.

<table>
<thead>
<tr>
<th>$N$</th>
<th>Values for $K/K_0$.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.5</td>
</tr>
<tr>
<td>40</td>
<td>0.05</td>
</tr>
<tr>
<td>30</td>
<td>0.09</td>
</tr>
<tr>
<td>20</td>
<td>0.20</td>
</tr>
<tr>
<td>15</td>
<td>0.30</td>
</tr>
</tbody>
</table>

Fractional error, as a percentage, in a Ricker pulse spectrum.

TABLE 5.

It is seen from the results shown in Table 5 and the work by Munasinghe (1973), that if the spectrum is to be used to measure pulse shape with propagation, a restriction of about 30 nodes per wavelength must be imposed. However, in the present study it has been found that, when using the same boundary condition formulation as Munasinghe (1973), it is possible to measure pulse amplitudes to better than 5% down to values of 16 nodes per wavelength.

In the studies by Boore (1970, 1972), where the Ricker pulse was applied to Love waves, spectral analysis was used down to values of 20 nodes per wavelength, with the majority of the measurements being made at 34 nodes per wavelength.

The effects of dispersion on phase and group velocities were investigated by Boore (1970) and these were found to become important only when 10 or less nodes per wavelength were used.

The errors resulting from the use of a small number (less than 15) of nodes per wavelength to define a wave were also considered and
Boore found that to obtain a 95% accuracy at least 7 nodes per wavelength are required.

4.5.2 Stability.

Having considered the basic accuracy of the various components of the finite difference scheme and the parameter of the number of nodes per wavelength, attention now turns to trying to provide a measure of the conditions which will give stability in relation to increment size and ranges of parameter values.

A practical limit that must always be observed is that information must be able to propagate across the grid faster than the highest wave velocity, i.e. in this study the compressional wave velocity, and this sets a bound for the scheme.

The stability of the scheme is not however guaranteed by the above bound. For an infinite domain, with only body nodes, by the application of harmonic stability analysis to the body node finite difference formulation,Alterman and Loewenthal (1970) have shown that the von Neumann criterion yields a stability condition which links the spatial increment for a uniform grid (h) to the size of the time step (s). This condition, the von Neumann limit, can be written as:

\[
\frac{s}{h} \leq \sqrt[2]{\frac{1}{v_b^2 + v_c^2}}
\]  

4.5.5

The number of nodes per wavelength which gives the value for h is set by the frequency content of the pulse subject to the conditions given in Section 4.5.1.

The inequality, equation 4.5.5, provides an accurate bound outside which the whole scheme has a tendency to go unstable, and if this occurs it is termed gross instability. Using the inequality to set the limit to the s/h ratio, in this study and that by Ilan and Loewenthal (1976), values of 90% of the limit value have been used, it is found that it is the boundary condition formulation which sets the limits within these limits for which the scheme will give accurate results.

Of particular importance is the effect of the corner approximations on the stability of the scheme, and the instability
that grows from a poor boundary condition formulation is known as local instability. Such instability may be reduced or removed by reformulation of the finite difference approximations used for a particular boundary node, and this has recently been considered for the 90° corner by Ilan (1978, in press), but it is never possible to produce a scheme for a boundary node that has a larger range of stability than given by the von Neumann limit for a body node.

The practical test for stability and accuracy of a scheme of difference forms for differential equations is provided by Lax's equivalence theorem which states that given a properly posed initial-value problem and a finite difference approximation to it that satisfies the consistency condition, stability is the necessary and sufficient condition for convergence, (Richtmyer & Morton 1967) in that a reduction of grid increment should cause the result for a stable scheme to converge to the correct result.

The procedure of reducing grid increments can become impractical for a large scheme as the number of nodes required to cover a given spatial area may use a greatly increased quantity of core and hence use much longer computer run times.

In seeking to measure the range of stability for a particular finite difference scheme, before computer runs are performed, Ilan and Loewenthal (1976) have developed a system known as local matrix analysis.

The basic idea of finite difference theory is to replace a differential problem by a set of linear algebraic equations. There is an operator which performs the solution of such a set of equations from one time step to another which can be represented in a matrix form. This matrix is the propagation matrix which must include the information as to whether the scheme is stable or not; however for the usual grid in a finite difference problem this matrix has huge dimensions and the analysis is therefore difficult if not practically impossible. The procedure of local matrix analysis considers a typical small grid to include such nodes of interest as the surface nodes, and this has been found to give accurate information about stability which can be applied to the whole scheme. (Ilan & Loewenthal 1976, Ilan 1978, in press)

Also using the propagation matrix, Ilan and Loewenthal (1976) have found that by investigation of the matrix eigenvalues for
a range of elastic parameters, principally the ratio $V_s/V_c$, plots known as Gershgorin's circles can be obtained. The centres of the circles are the diagonal elements of the eigenvalue matrix and the radii are the sums of the absolute values of the off-diagonal elements, (Richtmyer and Morton 1967, p76), and it is found that if the circles reduce in radius as $V_s/V_c$ reduces, this indicates stability, but when the radius of the circles increases with reduced $V_s/V_c$ values, this indicates the source of potential instability in a scheme.

Using Gershgorin's circles Ilan and Losenthal (1976) were able to identify the source of instability in the composed formulation for the free surface node, as being in the vertical component formulation.

An alternative to considering explicit finite difference schemes that have been used in the present study, and those by Munasinghe (1973) and Ilan et al (1975), is to use an explicit scheme, the stability for which can be guaranteed unconditionally (Richtmeyer & Morton 1967), and which also allow the use of large time increments. However large time increments decrease accuracy and an implicit type of formulation results in the need to solve a system of coupled equations which describe all grid points. The solution of such a system of equations involves the inversion of a large, albeit sparse, matrix, which would limit the size of iteration space to about 100 by 100 nodes, which is smaller than the potential grid size possible using an explicit scheme which is limited only by the limits on computer program run time and computer core and store available.

A summary of the linked set of parameters for the finite difference schemes used in this study are set out in Table 6.

<table>
<thead>
<tr>
<th>Pulse centre wavelength.</th>
<th>$\gamma_o$ metre.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Material parameters,</td>
<td>$\mathcal{C}$ kg/m$^3$</td>
</tr>
<tr>
<td>wave velocities and density.</td>
<td>$V_s$, $V_c$ m/sec.</td>
</tr>
<tr>
<td>Nodes per wavelength.</td>
<td>$N$, minimum of 16</td>
</tr>
<tr>
<td>von Neumann limit.</td>
<td>s/h, eqn. 4.5.5</td>
</tr>
<tr>
<td>Percentage limit used.</td>
<td>90 %</td>
</tr>
</tbody>
</table>

Basic parameter set for finite difference schemes.

Table 6.
4.5.3 The range of stability.

Various semi-empirical methods have been used in previous studies to define regions of stability and recently new methods have been under development by Ilan and Loewenthal (1976) and Ilan (1978, in press) to make the procedure more empirical. However at the present time it is only possible to establish a set of basic guidelines based on previous studies, which can be improved with experience in the operation of a model for a particular type of wave propagation system.

Using four sets of boundary condition formulations, as considered in Section 4.3, Ilan and Loewenthal (1976) and Ilan (1978, in press), have determined bounds for these formulations when used in the half and quarter space configurations respectively using their body wave source. Their results are set out in Table 7.

<table>
<thead>
<tr>
<th>Finite difference approximation</th>
<th>Lower limit to range of stability, value for ( V_s/V_c ) ratio.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Half-space.</td>
</tr>
<tr>
<td>Centred.</td>
<td>0.3</td>
</tr>
<tr>
<td>One-sided.</td>
<td>0.35</td>
</tr>
<tr>
<td>Composed.</td>
<td>0.57</td>
</tr>
<tr>
<td>New composed.</td>
<td>0.28</td>
</tr>
</tbody>
</table>

The range of stability for half and quarter spaces using body waves with a range of boundary condition formulations.

TABLE 7.

However Alterman and Rotenberg (1969) and Ottaviani (1971) have obtained the largest range of stability in their studies with first order formulations for the boundary conditions using off-centred (one-sided) difference schemes. This is explained by considering the truncation error of the approximations in the frequency domain where it is found that the error of the one-sided approximation is of the order of \( f^2 \) (where \( f \) is frequency), while in the cases of the centred and composed schemes it is found to be of the order of \( f^3 \). This explanation was proposed and tested by Ilan and Loewenthal (1976) using different source functions, with
different orders of smoothing, and as expected the apparent contradiction in the Alterman and Rotenberg (1969) and the Ottaviarni (1971) results, was found to be due to the source function used; in that for a low frequency source the expected order of the schemes is restored.

A graph of the $V_s/V_c$ ratio against Poisson's ratio, obtained from equation 2.3.18, is given as Figure 4.14.

![Graph](image)

Graph to show the ratio $V_s/V_c$ against Poisson's ratio, with the limits of stability for numerical schemes on half-spaces.

**FIGURE 4.15.**

Some of the media used in the present study are listed as Table 8, with their $V_s/V_c$ ratio and Poisson's ratio values.

<table>
<thead>
<tr>
<th>Material</th>
<th>$V_s/V_c$ ratio</th>
<th>Poisson's ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Polystyrene.</td>
<td>0.56</td>
<td>0.24</td>
</tr>
<tr>
<td>Steel (mild).</td>
<td>0.54</td>
<td>0.29</td>
</tr>
<tr>
<td>Aluminium.</td>
<td>0.48</td>
<td>0.34</td>
</tr>
</tbody>
</table>

List of media, with values of the $V_s/V_c$ ratio and Poisson's ratio.

**TABLE 8.**
By comparison between Tables 7 and 8 it is seen that the composed approximation can be expected to be unstable for many common media. This is found to be the case with the computer models produced in the present study, so the new composed formulation was used.

It is seen from Figure 4.15 that as the value of Poisson's ratio approaches 0.5 the slope of the curve increases and it is found that for Poisson's ratio values over about 0.375 the results become increasingly inaccurate, with the introduction of a period of oscillation in the region behind the pulses so lengthening the pulses. This effect has also been observed in body wave studies by Ilan (1978, in press). Problems are also found in the propagation of pulses in media with low shear velocities, which are media having high Poisson's ratios.

It has also been found by Ilan and Loewenthal (1976) and Ilan (1978, in press), when using body wave sources, that there is a delay in the arrival of secondary pulses, when pseudo-node or the composed approximations are used and in both schemes the delay occurs to a larger degree in the vertical component, increasing as the $V_s/V_c$ ratio is reduced. These findings with body wave have also been observed in the Rayleigh wave scattering considered in the present study and they are considered further in Sections 7 and 9.

A further complication is that, although Ilan and Loewenthal (1976) have found, as shown in Table 7, that with their form of body wave source function there is a limited region of stability for each scheme, Munasinghe (1973), using a Ricker type pulse and the centred difference form for the boundary formulation, has been able to achieve stability just outside the region defined in Table 7.

At present it therefore appears that there is no absolute test which can be applied to select boundary condition formulations which will give the best performance, that is independent of both material parameters and the pulse to be used in the study.

A set of practical bounds, which have been established in the course of the present study, are presented in Section 6, and the results obtained with the computer programs are presented in Section 7.
5. METHODS FOR ANALYSING SYSTEMS.

5.1 Introduction.

The primary aim of the present study is the characterisation of surface features using Rayleigh waves and to help in achieving this aim the series of computer models which are considered in Sections 6 and 7 have been developed, using the finite difference schemes set out in Section 4.

This section considers the different methods which are used to present information about systems in which a Rayleigh wave pulse propagates and interacts with some surface feature, producing a number of scattered waves. These are basically transmitted and reflected Rayleigh waves and some pulses of mode converted waves in the body of the medium. All features of the propagation, interaction and the resulting scattered pulses are of interest and the methods used to study the system are required to give information, which, if possible, can be tested by measurements on real test pieces.

The four groups of methods used in presenting information on the systems which are studied, are discussed in this section. The methods are given firstly, in terms of that used in the computer models and then followed by, where possible, the equivalent supporting measurements which are made in real experiments. The methods used are numerical visualisation, which is considered in Section 5.2, various forms of time domain display, which are considered in Section 5.3, spectral analysis, which is considered in Section 5.4 and analysis of power and energy, which is considered in Section 5.5.
5.2 **Numerical Visualization.**

This is a term which the author has applied to a form of data display for the computer model results, an example of which is shown as Figure 5.1; which is after Munasinghe (1973) and others. In these the displacements of a sampled set of nodes are plotted, as a displaced grid over a reference grid, the plotting being performed at selected times after propagation has started and the data from each time level being used to produce a single frame.

The particular value of this form of display is that as a full wave solution is given by the finite difference method, the resulting mass of data (up to 60,000 displacements, for one time level) is displayed in a compact visual form which enables a rapid visual study of the interaction, including the mode converted pulses, to be made.

An example of the information given by the final frame for scattering of Rayleigh waves on a quarter space is shown in Figure 5.1. The pulses indicated are identified by comparison with ray theory, the pulse velocities and the direction of the displacements in the pulses, compared with the direction of propagation of the pulse.

In the present study this form of data display has been used to follow the time development of all Rayleigh wave feature interactions and has provided the basis for the interpretation of these systems.

This form of display also presents the information about the waves in the system in a form which enables direct comparisons with the photographs which are produced by conventional visualizations techniques to be made. This is seen when the results for the quarter space, shown as Figure 5.1, are compared with those seen by Hall (1976) for Rayleigh waves scattered at the corner (boundary) of a glass block. (Hall, 1976)

Numerical visualisation is particularly attractive when, as in the present study, computer graphics facilities are available which give the graphics output plotted directly on either 35 mm or 16 mm sprocketed film. The 16mm facility has the particular attraction that it enables short sequences of cinematic film to be produced. Two frames from a sequence for a Rayleigh wave, Ricker type, pulse on an aluminium half space are shown as Figure 5.2.
Numerical visualisation display for Rayleigh wave scattering on a quarter space, calculated with chromium data at 32 nodes per wavelength; a. Pulse of Rayleigh waves before scattering. 
b. Pulse interacting with corner. 
c. Pulses after scattering; \( R_t \) reflected Rayleigh wave, \( R_t \) transmitted Rayleigh wave, \( S \) shear wave, \( C \) compressional wave, \( PS \) compressional wave mode converted at surface.

**FIGURE 5.1.**
Ricker type pulse of Rayleigh waves, on a half-space with aluminium data, as shown in 16mm format.

**FIGURE 5.2.**
5.3 Time domain displays.

This is a term which describes all the various forms of display which show the time development of displacements at a point and covers a wide range of displays which are used in both numerical model and experimental work.

In mathematical geophysics this form of display is known as seismometer analysis and the displacement data is used to plot synthetic seismograms. (Alterman & Loewenthal 1972)

In the present study displacement data from the computer model are used to plot synthetic time domain signals. An example of this form of output, plotted with the real time domain signal for a pulse on an aluminum block, is shown as Figure 5.3. The details of the experimental method to give the real signal are given in Section 8.

Numerical and real Rayleigh wave pulses on aluminium, the numerical pulse calculated using 32 nodes per wavelength.

Figure 5.3

An alternative way of producing a 'time domain' display is to use the computer model displacements along a particular row or column or direction across the grid so using data just from one time level. The advantage of this is that only displacement data from one time level is used, the data at each node has performed the same number of iterations, so that numerical errors linked with the number of iterations are the same for all points.

A further form of time domain plot is the particle path display, an example of which is shown as Figure 5.4, which shows
the displacements at a point on the free surface of a half-space with the numerical pulse shown in Figure 5.3 passing.

**FIGURE 5.4.**

The position of pulses was found by the use of synthetic time domain displays. Displays of the type shown in Figure 5.3 were used to study pulse shape changes compared with the shape of the input Ricker pulse.
5.4 Spectral analysis.

This is the study of the spectral content of broadband signals and a spectrum can be obtained from both numerical and experimental signals. This is illustrated by Figure 5.5 which gives the spectra for the two time domain signals, for pulses on half-spaces, shown in Figure 5.3.

![Diagram showing normalised wavenumber spectra for the real and numerical pulses on aluminum half-spaces shown in Figure 5.3.](image)

Normalised wavenumber spectra for the real and numerical pulses on aluminum half-spaces shown in Figure 5.3.

**FIGURE 5.5.**

In nondestructive testing the technique of studying spectra is called ultrasonic spectroscopy, which is considered in Section 2.6.

For the numerical model the procedure for spectral study involves the selection of the pulse to be examined, followed by the application of a fast Fourier transform, in a procedure which is the reverse of that used in setting up the pulse described in Section 4.4.1.

It is found with a broadband pulse that the numerical model is most accurate over a range of wavelengths near the pulse centre wavelength, this being due to the truncation which occurs in setting up the pulse and the digitised nature of the equations used. It has been found by Kunasinghe (1973) that the useful range in the
normalised wavenumber spectrum, at about 30 nodes per wavelength, is from 0.5 to 2.0. It is also found that increasing errors are introduced into the results with some finite difference schemes, due to pulse shape changes and a lag in the higher frequency components, this is considered further in Section 7.

For real pulses, obtained experimentally, the equivalent procedure to the application of a Fourier transform is to use a gate to select the signal to be analysed which is then passed into a spectrum analyser which electronically gives an analogue wavenumber spectrum. The details of the experimental method are considered in Section 8.

The use of spectral analysis is of particular importance when changes occur in the shape of the pulse time domain signal which make the determination of accurate transmission and reflection coefficients difficult or, if they are measured, inaccurate. Pulse spectral analysis for experimental signals can provide a measurement of scattering coefficients across the full spectral range in one measurement. This is of particular use for detecting wavelength dependance in a pulse/feature interaction, which is considered further in Sections 8 and 9.

5.5 Power and energy.

The measurement or calculation from the pulse displacements and material parameters of the power flow and energy is of use in helping to follow the energy in a pulse feature interaction. One of the problems with visualisation methods is the limited information which is given about pulse energy so that this is an area where numerical studies can provide useful information.

The instantaneous vector power flow per unit area across a plane, mathematical rather than material, normal to the direction of flow at every point in a material is defined by Love (1934) and Auld (1969) and given as:

$$ P = -T \left[ \frac{\partial U}{\partial t} \right] $$

where $P = \begin{bmatrix} P_1 \\ P_2 \end{bmatrix}$ and $T = \begin{bmatrix} T_{11} & T_{12} \\ T_{21} & T_{22} \end{bmatrix}$ and $T_{11}$ etc. are components of the stress tensor, equation 2.3.8.
This has been considered further by Munasinghe (1973) who developed a difference form for calculation of the instantaneous power flow at a particular node and this is given as:

\[
P_1(i,j,k) = -\rho \left[ \frac{V_c^2 D_{11} + (V_c^2 - 2V_s^2)D_{22}}{4\Delta s} \right] \left[ \begin{array}{c} D_{1t} \\ D_{2t} \end{array} \right]
\]

\[
P_2(i,j,k) = \frac{V_s^2 (D_{11} + D_{12})}{4\Delta s} \left[ V_c^2 - 2V_s^2 \right] \left[ \begin{array}{c} D_{1t} \\ D_{2t} \end{array} \right]
\]

where, for a uniform spatial grid:

\[
D_{m1} = \left[ U_m(i+1,j,k) - U_m(i-1,j,k) \right]
\]

\[
D_{m2} = \left[ U_m(i,j+1,k) - U_m(i,j-1,k) \right]
\]

\[
D_{mt} = \left[ U_m(i,j,k+1) - U_m(i,j,k-1) \right]
\]

From measurement of power flow the sum over time gives energy, and integral forms for this have been given by several authors including Munasinghe (1973).

In the present study the measurement of energy has been restricted to, for both experimental and numerical systems, the relation given as:

\[
\text{Energy} \propto \text{(Pulse amplitude)}^2
\]

This relation, equation 5.3, for a given medium, is used in both numerical and experimental systems to provide the data for calculation of scattering coefficients from the maximum pulse amplitudes. The details of the experimental measurements and the related calculations are considered in Section 8.
6.1 Introduction.

This section presents the background computing information for the computer programs which have been produced using the finite difference formulations described in Section 4 and which implement the methods of analysis outlined in Section 5.

The system of Fortran computer programs for the propagation and scattering of pulsed Rayleigh waves has been developed to cover the range of geometries shown in Figure 6.1.

Geometries for which finite difference computer programs have been written.

FIGURE 6.1.
The types of finite difference formulations used for the boundary nodes in the computer programs for each configuration are shown in Table 9.

<table>
<thead>
<tr>
<th>Model configuration</th>
<th>Type of boundary conditions used.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1st Order.</td>
</tr>
<tr>
<td>Half-space.</td>
<td>Program A</td>
</tr>
<tr>
<td>Quarter space.</td>
<td>Program B</td>
</tr>
<tr>
<td>Three-quarter space.</td>
<td>Program C</td>
</tr>
<tr>
<td>Down step.</td>
<td>Program D</td>
</tr>
<tr>
<td>Up step.</td>
<td>Program E</td>
</tr>
<tr>
<td>Open slot.</td>
<td>Program F</td>
</tr>
<tr>
<td>Block.</td>
<td>Program G</td>
</tr>
<tr>
<td>Welded quarter spaces.</td>
<td>----</td>
</tr>
<tr>
<td>Filled slot.</td>
<td>----</td>
</tr>
</tbody>
</table>

Configurations for which computer programs have been written and the type of boundary condition formulation used.

**TABLE 9.**

The material presented in this section is in two parts, the first, Section 6.2, presents basic computing information and an outline of the main sections of the computer programs and their operation. The second part, Section 6.3, considers the practical operation of the computer programs, including bounds to the range of material and scheme parameters, to give particular degrees of accuracy and stability.

**6.2 Basic computer system and computer program information.**

The computer programs used in this study have been written to make the maximum possible use of the computing facilities at the University of London Computer Centre (ULCC) which has as its main computer a CDC 7600, and this has resulted in a set of machine dependent computer programs.
The computer programs were written in Fortran and the basic nodal subroutine testing was performed on The City University (TCU) computers, two ICL 1905E's. The main programs were then developed to take advantage of the ULCC facilities and the programs were then placed in a program library at ULCC. Changes to the library programs were then performed using the TCU-ULCC Link and the library UPDATE system (Waddell 1974). Program operation was also performed using the link to send a small control deck of job control and data cards.

Two particular ULCC facilities are central features in the programs; the Random Access Mass Storage System (ULCC 1976) which provides the large data store required by the programs, and the Microfilm Plotting System (Gilbert 1976), providing plotting on either 35 or 16 mm film, which is both much faster than paper plotting and more convenient to store than conventional paper plots.

To produce a computer program for the finite difference schemes described in Section 4 requires the specification of two basic arrays which represent the sets of displacements for all the nodes in the scheme at two time levels. The basic programs were constructed around two large arrays held in the Mass Storage system which reduces the active core storage requirements for the programs. The basic file arrangement using Mass Storage is shown as Figure 6.2.

---

Basic file control using Random Access Mass Storage System.

**FIGURE 6.2.**

---
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The main array manipulation is built into the arrangement of the main operations of the computer programs and it is found that the calls to mass store represent a major component in the total job run time. The exact way in which the data is arranged and called can cause up to about 30% differences in total program run time.

The main operations of the computer programs are shown in Figure 6.3. For each program the master segment reads and writes the basic material data and control parameters, performs the main control functions, including data manipulation using the mass storage system, and calls the necessary supporting and nodal calculation subroutines. The supporting subroutines perform such operations as plotting and calculation of spectra.

<table>
<thead>
<tr>
<th>Input</th>
<th>Main Functions</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pulse, space and material data.</td>
<td>Set up input pulse and other initial conditions.</td>
<td>Displacement data.</td>
</tr>
<tr>
<td>Control data.</td>
<td>Time step advance and array control.</td>
<td>Spectral data.</td>
</tr>
<tr>
<td></td>
<td>Time step counting and data output.</td>
<td>Power/Energy data.</td>
</tr>
<tr>
<td></td>
<td>Basic nodal calculations.</td>
<td>Graphics.</td>
</tr>
</tbody>
</table>

Basic arrangement of main operations in the computer programs.

**FIGURE 6.3.**
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In the detailed writing of the computer programs there are several factors which must be considered. It is important to design efficient subroutines for the nodal calculations, as for example the body node subroutine may be called up to 9,000,000 times in a single program run. It is also important to ensure the optimum arrangement of DO loops, including the ordering of the array subscripts, with the innermost loop calling the first array subscript. In all operations it is important to use the most efficient types and ordering of Fortran statements, for example the use of IF statements which are faster than two or more branched computed 'GO TO' statements and the statements for branching to be arranged so as to minimise the number of tests and subroutine calls.

In a set of complex computer programs of the type developed in this study, each of which may be required to perform 300 sets of nodal calculations for up to about 30,000 nodes, it is found that the compiler used has a considerable influence on job run time. In this study the ULCC compiler OPT - 2, which optimises for rapid execution was used. A typical set of computer program job parameters are given as Table 10.

<table>
<thead>
<tr>
<th>Program geometry</th>
<th>Welded quarter spaces</th>
</tr>
</thead>
<tbody>
<tr>
<td>Space dimensions</td>
<td>160 by 100 nodes</td>
</tr>
<tr>
<td>Nodes per wavelength</td>
<td>16</td>
</tr>
<tr>
<td>Number of cycles</td>
<td>260</td>
</tr>
<tr>
<td>Job requirements</td>
<td></td>
</tr>
<tr>
<td>Small core.</td>
<td>10,072 KWS</td>
</tr>
<tr>
<td>Large core.</td>
<td>10,173 KWS</td>
</tr>
<tr>
<td>Mill time.</td>
<td>177 sec.</td>
</tr>
<tr>
<td>Job run time.</td>
<td>400 sec.</td>
</tr>
<tr>
<td>Plotting output.</td>
<td>15 frames 35 mm film.</td>
</tr>
<tr>
<td>Lines output.</td>
<td>2,000</td>
</tr>
</tbody>
</table>

Job parameters and requirements for finite difference model of Rayleigh wave propagation on welded quarter spaces.

Table 10.
6.3 Computer program operation.

This section considers the practical operation of the set of computer programs which model Rayleigh wave propagation and scattering, including the limits for material parameters and grid increments.

It is seen from the job parameters given in Table 10 that the computer programs in the present study are large; they require large quantities of core and have long run times. It is therefore vital that the computer programs are run in as efficient way as possible. This can be achieved by the correct combination of a range of factors including those in the construction of the program, which are considered in Section 6.2, and the parameters used in the operation of the program for both the material data and grid increments.

There are two particular aims in the operation of the individual computer programs which use finite difference schemes and these are the minimisation of core requirements and run time, and the improvement of the accuracy of the results. The steps necessary to achieve either of these two aims often result in a conflict; as the increasing of grid increments, which results in reduced core and run time, tends to reduce accuracy while conversely the reduction of grid increments and the increasing of the number of nodes per wavelength, which results in improved accuracy, increases both run time and core requirements. This results in the need to reach a compromise between high levels of accuracy (better than 1%), on small grids and less accurate results (about 5%), on much larger grids, when grid size is measured in wavelengths.

The parameter of the number of nodes per wavelength is therefore of considerable importance, as it is this which sets the limits to the size of region, measured in wavelengths, which can be modelled with a given number of nodes. This parameter is set by the criteria given in Section 4.5.

It is seen in the work with Ricker pulses by both Boore (1970) and Munasinghe (1973) that about 30 nodes per wavelength were used, which results in the requirement for a model of Rayleigh wave propagation on a quarter space of a total of about 25,600 nodes, to avoid unwanted reflections from the
artificial internal boundaries.

The ability to reduce the number of nodes per wavelength to 15, by the use of a different boundary condition formulation or by performing measurements on the scheme in a different way, would reduce the number of nodes required to model the same size of space, in wavelengths, to 6,400 nodes. The resulting savings in core and run time are substantial. Such a reduction would also make possible the modelling in core of many configurations and greatly increase the range of geometries which can be studied using the additional store in the mass storage system. The use of different numbers of nodes per wavelength was investigated and the results are presented in Section 7.

A practical set of limits for parameter values and grid sizes have been established in the course of the present study and these are now presented. The starting point for the guidelines is provided by the accuracy, and stability is not possible, it is only by the use of the computer programs that practical guidelines are established.

The information presented in this section is presented with the aim of providing general guidance and not rigid laws. The values given are those found when using a Ricker type pulse of Rayleigh waves as the input pulse. In general a system which models body waves is more accurate and stable than one which considers mainly surface waves, as the latter are continually interacting with the least accurate and least stable part of the whole scheme, the boundary nodes.

The aim of the present study was to produce a model with at least 10% accuracy. It has been found that in experimental measurements of the depth of such features as a two wavelength deep crack, an accuracy of about 15% is achieved. (Cilk 1976) In the present study accuracies for the model of accuracy well within the 10% limit have been achieved and the model results and bounds used are given in Section 7.

In this section the set of criteria which follow form bounds within which the present study was performed.

a) For pulse spectrum calculations the base set of data points used was 512 (i.e.\(2^9\)) nodes.
b) The minimum extent of the spatial pulse in propagation and interaction studies was about three wavelengths in each dimension. For system testing pulses as small as two wavelengths in each dimension were used. (32 by 32 nodes at 16 nodes per wavelength.)

c) The minimum number of nodes per wavelength at the center wavelength was 16, corresponding to about 11 nodes per wavelength at the upper half power point.

d) For the time step increment up to 90% of the von Neumann limit was used (given as equation 4.5.5.).

e) The minimum grid dimensions and limits to number of iterations were set by the first arrival of unwanted reflections from artificial boundaries in a region where measurements were made. This size was determined from the data velocity (i.e. one grid point per iteration). Typical grids were five wavelengths square for the quarter space, and six wavelengths deep and 18 wavelengths long for shallow steps and slots. In practice, smaller grids were used to test the model formulations.

f) In practice for pseudo-node schemes a limiting value for the \( \frac{V_0}{V_c} \) ratio was found to be 0.35 (corresponding to \( \sigma = 0.42 \)) below which artificial oscillations introduced large errors and the pulse was spread spatially as propagation proceeded.

g) It was also found that the accuracy of models using the pseudo-node 90° corner formulation reduced as the number of nodes per wavelength was reduced, which set a limit of about 20 nodes per wavelength on configurations such as the quarter space.

The results obtained with the set of computer programs which support the establishment of the guidelines set out in this section are now given in Section 7.
7. COMPUTER MODEL RESULTS.

7.1 Introduction.

This section presents the details of the computer model results obtained with the computer programs outlined in Section 6, which model the configurations listed in Table 9 and shown in Figure 6.1.

The numerical model results presented in this section are divided into two groups according to the type of formulation used for the boundary conditions in the computer programs. The results are presented in two sections, firstly, in Section 7.2, those from the computer programs which use first order formulations for the boundary conditions, and secondly, in Section 7.3, those from the computer programs which use second order formulations for the boundary conditions.

The computer programs use the finite difference schemes defined in Sections 4.2 and 4.3 with the Ricker type pulse of Rayleigh waves which is described in Section 4.4. In all the programs the value of the ratio of the spatial to time increments was not at 90% of the von Neumann limit, as defined in Section 4.5.

The media for which material data was used in the programs considered in this section are listed as Table 11, with the basic data used. An extended list of material data is presented as Appendix C.

A full comparison between the two sets of numerical model results, the experimental results, which are presented in Section 8 and previous results, is given in Section 9.
<table>
<thead>
<tr>
<th>Material</th>
<th>Poisson's ratio, ( \sigma )</th>
<th>Density, kg/m(^3)</th>
<th>Wave velocities in m/sec.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quartz</td>
<td>0.169</td>
<td>2200</td>
<td>3765</td>
</tr>
<tr>
<td>Chromium</td>
<td>0.20</td>
<td>7160</td>
<td>4005</td>
</tr>
<tr>
<td>Polystyrene</td>
<td>0.24</td>
<td>1080</td>
<td>1180</td>
</tr>
<tr>
<td>Perspex</td>
<td>-</td>
<td>1220</td>
<td>1370</td>
</tr>
<tr>
<td>Steel(mild)</td>
<td>0.29</td>
<td>7850</td>
<td>3235</td>
</tr>
<tr>
<td>Aluminium</td>
<td>0.34</td>
<td>2700</td>
<td>3110</td>
</tr>
<tr>
<td>Titanium</td>
<td>0.36</td>
<td>4510</td>
<td>3182</td>
</tr>
</tbody>
</table>

List of media used in models with basic material data.

**TABLE 11.**

7.2 Programs with first order formulations for boundary conditions.

This section presents the computer model parameters, with the model results, for pulses of Rayleigh waves on homogeneous, isotropic, single media configurations shown in Figure 7.1. The models use the centered difference pseudo-node formulations for the boundary conditions which are presented in Section 4.3.1 and Appendix E.

![Configurations](image)

Configurations studied using pseudo-node formulations for the boundary conditions in computer programs.

**FIGURE 7.1.**
7.2.1 Rayleigh waves on half-spaces.

The ability to produce a computer model which gives the nondispersive propagation of a Rayleigh wave pulse on a half-space, as indicated by the analytical theory which is presented in Section 2.3, is a prerequisite to the development of a model for the interaction and scattering of Rayleigh waves by more complex features.

The basic model node arrangement for the computer program, Program A, which models a Rayleigh wave pulse on a half-space, is shown as Figure 7.2.

![Diagram showing node arrangement for first order finite difference model of Ricker type pulse of Rayleigh waves on a half-space.](image)

**FIGURE 7.2.**

The propagation of the Ricker type pulse of Rayleigh waves on a half-space was investigated for two values for each of the two parameters, the material data for the half-space (polystyrene \( \sigma = 0.24 \) and aluminium \( \sigma = 0.34 \)) and the number of nodes per wavelength (16 and 32 nodes). The value for the pulse wavelength, in metres, was that for 1 MHz. The media data used in the program is that given in Table 11.

The maximum spatial extent of the half-space was 12.5 wavelengths long and 6.25 wavelengths deep, which corresponds to grid dimensions of 200 by 100 nodes, at 16 nodes per wavelength.
a. Distance travelled by pulse.

The propagation of Ricker pulses on half-spaces, at 16 nodes per wavelength, is shown by numerical visualisation for the case of polystyrene data as Figure 7.3 and that using aluminium data as Figure 7.4.

For the two cases shown in Figures 7.3 and 7.4 the numerical model for the half-space, Program A, was tested for the accuracy of wave propagation velocity. The distance travelled by the pulse, as observed in the numerical visualisation and the free surface displacement data was measured and this was compared with the distance the pulse should travel, as given by the wave velocity and the time; the number of iterations multiplied by the time increment. The results obtained for the two cases, shown in Figures 7.3 and 7.4 are presented as Table 12.

<table>
<thead>
<tr>
<th>Distance travelled by calculation.</th>
<th>On polystyrene.</th>
<th>On aluminium.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.516</td>
<td>2.59</td>
</tr>
<tr>
<td></td>
<td>0.457</td>
<td>2.28</td>
</tr>
<tr>
<td>Distance travelled given by finite difference scheme.</td>
<td>0.498</td>
<td>2.52</td>
</tr>
<tr>
<td></td>
<td>0.436</td>
<td>2.18</td>
</tr>
<tr>
<td>Percentage difference, when distance as given by F.D. is compared with that given by calculation.</td>
<td>-4</td>
<td>-3</td>
</tr>
<tr>
<td></td>
<td>-5</td>
<td>-5</td>
</tr>
</tbody>
</table>

Comparison of distance travelled by Rayleigh wave pulses on half-spaces, as given by pseudo-node finite difference model with that given by calculation using the wave velocity, for polystyrene and aluminium.

**TABLE 12.**

It is shown by the values for distance travelled given in Table 12 that there is a systematic lag in the position of the centre of the pulse which is larger than the maximum position error due to grid spacing of ±0.04 which gives a percentage error of 0.8% at 5 wavelengths on polystyrene. The errors are also seen to be larger for the higher Poisson’s ratio material, aluminium.
Ricker pulse on a polystyrene in space, using 16 nodes per wavelength, after a. 20, b. 100, c. 220 iterations. χ = one wavelength.

**Figure 7.3**

-103-
Ricker pulse on an aluminium half-space, using 16 nodes per wavelength, after a. 20, b. 100, c. 220 iterations. $\lambda = 1$ one wavelength.

FIGURE 7.4.
-109-
h. Pulse shape changes.

The change of pulse shape with distance travelled was investigated for the model using both polystyrene and aluminium data and with different numbers of nodes per wavelength. The pulse as given by the model, for calculations at 16 nodes per wavelength, for the two media, after different numbers of iterations are shown in Figures 7.3 and 7.4.

It is shown in the figures that about up to 100 iterations the pulse shape change, measured as a percentage change in amplitude of the pulse compared with the corresponding point in the input pulse, when measured, was less than 10%, but after this number of iterations distortion rapidly increased.

When 32 nodes per wavelength were used in the model it was found that the number of iterations before 10% changes in amplitude occurred increased to about 200, but the distance travelled in wavelengths, because of the corresponding reduction in the time increment, was almost the same and the calculations required the number of nodes to be quadrupled to give the same dimensions of space in wavelengths.

The pulse displacement decay with depth curve is shown as Figure 4.12. It is necessary to truncate the pulse at some depth, as was considered in Section 4.4.1, and it is found that to give a pulse which will propagate without introducing additional errors the depth truncation must be made at three wavelengths at least.

c. Spectral measurements.

The Ricker pulse used in the present study is constructed by calculations which start from the wavenumber spectra. The spectra for a pulse, calculated with polystyrene data using 35 nodes per wavelength, are shown as Figure 4.10.

In spectral analysis measurements the pulse spectra are obtained using a procedure which is the reverse of that set out in Section 4.4.1 for pulse synthesis.

After pulse propagation has started the major problem is the synchronising the position for the application of the pulse analysis subroutine with the pulse centre positioned on or very close to a node. It is found, even at 32 nodes per wavelength, that changes of the order of 5% occur in the maximum amplitude of the wave number spectra as the pulse moves from one node to the next.
Spectra of Ricker pulses on half-spaces; a. Spectra calculated with polystyrene data using 35 nodes per wavelength at $t = 0$ and after 7 iterations. b. Spectra calculated with polystyrene data using 16 nodes per wavelength at $t = 0$ and after 2 iterations.

FIGURE 7.5.
As propagation proceeds errors were found to increase, especially at the high frequency end of the spectra.

In the present study, measurements of the spectra were made using 16 and 32 nodes per wavelength and the resulting spectra for the vertical component of displacement are shown as Figure 7.5. For the case of spectra calculated at 32 nodes per wavelength, shown as Figure 7.5a, it is seen that repeatable spectra are obtained. However in the case of the calculations at 16 nodes per wavelength, shown as Figure 7.5b, large percentage errors are found to have been introduced after only two iterations. The percentage errors observed are given as Table 13.

<table>
<thead>
<tr>
<th>Wave number, (normalised)</th>
<th>0.5</th>
<th>1.0</th>
<th>1.5</th>
<th>2.0</th>
</tr>
</thead>
</table>

Percentage change found in wavenumber spectrum for 16 nodes per wavelength curve in Figure 7.5b.

TABLE 13.

The values given in Table 13 are found to be in general agreement with those for the Fractional error term given in Table 5.

The results presented in this section are compared with those from a model using a second order formulation, which are presented in Section 7.3.1, experimental measurements and the results of previous studies, in Section 9.2.
7.2.2 Rayleigh waves on quarter spaces.

The quarter space is a single corner configuration, with a 90° corner at the intersection of two free surfaces. From the basic Rayleigh wave theory, as there is no characteristic dimension in the corner, there should be no wavelength dependence in the scattering of the Rayleigh wave pulse by it. This should enable wavelength independent scattering coefficients to be established.

The basic node arrangement for the computer program, Program B, which models a Ricker type pulse of Rayleigh waves on a quarter space is shown as Figure 7.6.

\[ \text{FIGURE 7.6.} \]

The propagation of the Ricker type pulse of Rayleigh waves on a quarter space was investigated using the node arrangement shown in Figure 7.6 with the data for a range of different media which have Poisson's ratios in the range from .2 to .36, using pulses of different sizes and a centre wavelength corresponding to a frequency of 1 MHz.

2. Basic pulse analysis.

The propagation and scattering of the Ricker pulse was investigated and for each model run, at regular intervals (usually every 20 iterations), sets of displacements were recorded and numerical visualization type displays plotted, an example of which was shown in Section 5.2 as Figure 5.1, is shown here as
Ricker pulse on a quarter space, using chromium data and 32 nodes per wavelength, after a. 20, b. 60, c. 180 iterations.

d. Main pulse identification; $R_r$ Transmitted Rayleigh wave.
$c_2$ Reflected Rayleigh wave.
$c_1$ Compressional wave.
$C_1$ Compression.
$C_2$ Rarofaction.

FIGURE 7.7.
Figure 7.7. In the frames given as Figure 7.7 the time development of the system, including mode conversion, can be seen.

The scattered pulses generated at the corner by the model are identified by observing the direction of displacements in the pulses in relation to the respective direction of propagation for each pulse and by measurement of the wave velocities as given by the finite difference scheme, which can be compared with those from the material data. Typical values for the velocities of the scattered pulses obtained using aluminium data and 16 nodes per wavelength are presented in Table 14 together with the corresponding values for the wave velocities given in the data presented as Table 11.

<table>
<thead>
<tr>
<th>Data from Table 11</th>
<th>Rayleigh wave vel. m/sec.</th>
<th>Compressional wave vel. m/sec.</th>
<th>Shear wave vel. m/sec.</th>
</tr>
</thead>
<tbody>
<tr>
<td>2906</td>
<td>6422</td>
<td>3110</td>
<td></td>
</tr>
<tr>
<td>From F.D. model.</td>
<td>2773 ± 100</td>
<td>6141 ± 100</td>
<td>2972 ± 100</td>
</tr>
<tr>
<td>Percentage difference between F.D. and data.</td>
<td>- 5</td>
<td>- 4</td>
<td>- 4</td>
</tr>
</tbody>
</table>

Wave velocities for scattered pulses on an aluminium quarter space as given by finite difference first order scheme compared with material data values.

**TABLE 14.**

A further form of analysis, which assists in following the time development of the system at specific nodes, and helps to identify pulses, is seismometer analysis, which gives particle displacements with time. Examples of this type of display, for the two nodes P and Q, shown in Figure 7.6, are given as Figure 7.8.

The main scattered pulses identified on the quarter space are, firstly a compressional wave with a pulse wavelength which corresponds to the centre frequency of the Ricker pulse. Secondly a shear wave pulse, which is only identifiable in the final frame, shown as Figure 7.7c; this wave has a velocity of only 7% more than the Rayleigh wave pulses; and thirdly a pair of PS pulses, so called in geophysics, which occur where the expanding compressional wave front meets the surface and mode converts. The
Particle displacements at nodes P and Q on a quarter space, with polystyrene data using 35 nodes per wavelength.
a. For node P, at corner. b. For node Q, 2 wavelengths from corner along each surface.

FIGURE 7.8.
PS wave has a straight wavefront which forms a tangent to the shear wave.

b. Transmission and reflection coefficients on quarter spaces.

Following from the identification of the basic pulses which result from the scattering of a Rayleigh wave pulse on a quarter space, measurements were made, based on the amplitude data, to establish transmission and reflection coefficients and estimate the loss in energy from Rayleigh waves, due to mode conversion.

A series of model runs were performed for a range of different media, with different combinations of pulse length and depth at different numbers of nodes per wavelength. Some of the results obtained are presented as Table 15.

<table>
<thead>
<tr>
<th>Pulse size (in nodes)</th>
<th>Nodes per Width</th>
<th>Nodes per Depth</th>
<th>Material</th>
<th>Poisson's ratio</th>
<th>Ref. coef.</th>
<th>Trans. conv. loss (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>50</td>
<td>16</td>
<td>Aluminium</td>
<td>0.34</td>
<td>0.51 ± 0.06</td>
<td>0.54 ± 0.08</td>
</tr>
<tr>
<td>64</td>
<td>74</td>
<td>16</td>
<td>Aluminium</td>
<td>0.34</td>
<td>0.45 ± 0.05</td>
<td>0.51 ± 0.05</td>
</tr>
<tr>
<td>100</td>
<td>90</td>
<td>35</td>
<td>Aluminium</td>
<td>0.34</td>
<td>0.49 ± 0.05</td>
<td>0.64 ± 0.05</td>
</tr>
<tr>
<td>100</td>
<td>90</td>
<td>35</td>
<td>Polystyrene</td>
<td>0.24</td>
<td>0.39 ± 0.05</td>
<td>0.65 ± 0.05</td>
</tr>
<tr>
<td>100</td>
<td>90</td>
<td>35</td>
<td>Steel (mild)</td>
<td>0.29</td>
<td>0.56 ± 0.05</td>
<td>0.47 ± 0.05</td>
</tr>
<tr>
<td>100</td>
<td>90</td>
<td>35</td>
<td>Chromium</td>
<td>0.21</td>
<td>0.52 ± 0.05</td>
<td>0.54 ± 0.05</td>
</tr>
<tr>
<td>100</td>
<td>90</td>
<td>35</td>
<td>Titanium</td>
<td>0.36</td>
<td>0.56 ± 0.05</td>
<td>0.51 ± 0.05</td>
</tr>
</tbody>
</table>

List of transmission and reflection coefficients for Ricker pulses on quarter spaces, for a range of values for both pulse and material data, with a space with dimensions of 156 by 156 nodes.

**TABLE 15.**

It is shown by the results given as Table 15 that there are several factors which influence the values for the scattering coefficients on a quarter space. These factors are identified and considered further in relation to these results, those from an alternative numerical model, reported in Section 7.3.2, experimental measurements and those of other workers in Section 9.3.
7.2.3 Rayleigh waves on three-quarter spaces.

The three-quarter space is a single corner configuration, with a single \( 270^\circ \) corner at the intersection of two free surfaces. This configuration, like the \( 90^\circ \) corner or quarter space, has no characteristic dimension so it should have wavelength independent scattering coefficients.

The basic model node arrangement for the computer program, Program C, which models a Rayleigh wave pulse on a three-quarter space is as shown in Figure 7.9.

The propagation of a Ricker type pulse of Rayleigh waves on a three-quarter space was investigated using the node arrangement shown in Figure 7.9, using both polystyrene (\( \sigma = 0.24 \)) and aluminium (\( \sigma = 0.34 \)) data from Table 11 and 16 nodes per wavelength with the pulse centre wavelength corresponding to a frequency of \( 1 \) MHz.

a. Basic pulse analysis.

The propagation and scattering of a Ricker pulse was investigated and for each model run a series of sets of displacements were recorded at regular intervals and numerical visualisation type displays were plotted, an example of which is shown as Figure 7.10.
Ricker pulse on a three-quarter space, using polystyrene ($\sigma = 0.24$) and 16 nodes per wavelength. a. 20, b. 50, c. 160 iterations.

FIGURE 7.10.
The time development of the system is shown and the main mode converted pulse is a near circular shear wave centred at the corner, the majority of the energy in which is in the arc 45° about the direction of propagation of the Ricker pulse on the free surface before the interaction at the corner. There was very little energy mode converted into compressional waves.

The wave velocities of the scattered Rayleigh and shear wave pulses were measured on the model and they were found to be in the same range of wave velocities as those shown in Table 14.

b. Transmission and reflection coefficients on three-quarter spaces.

Following the identification of the basic scattered pulses for Rayleigh wave scattering on three-quarter spaces, measurements were made, based on pulse amplitude data, to establish transmission and reflection coefficients and to establish the mode conversion energy loss from Rayleigh waves.

Model runs were performed using the data for two media, polystyrene (\( \sigma = 0.24 \)), which is shown in Figure 7.10, and aluminium (\( \sigma = 0.34 \)), both using 16 nodes per wavelength. The results obtained for values of scattering coefficients are presented in Table 16.

<table>
<thead>
<tr>
<th>Material</th>
<th>Poisson's ratio</th>
<th>Reflection coefficient</th>
<th>Transmission coefficient</th>
<th>% mode conversion loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>Polystyrene</td>
<td>0.24</td>
<td>0.09 ± 0.03</td>
<td>0.24 ± 0.03</td>
<td>93</td>
</tr>
<tr>
<td>Aluminium</td>
<td>0.34</td>
<td>0.10 ± 0.03</td>
<td>0.22 ± 0.03</td>
<td>94</td>
</tr>
</tbody>
</table>

List of transmission and reflection coefficients for Ricker pulses on polystyrene and aluminium three-quarter spaces, using 16 nodes per wavelength.

**TABLE 16.**

The results for the three-quarter space are considered further, together with those an alternative numerical model reported in Section 7.3.3, experimental measurements and the previous work of other workers, in Section 9.4.
7.2.4 Rayleigh waves at down steps.

The down step, with a 90° and a 270° corner separated by a vertical distance (h), and when the step height (h) is less than two wavelengths it forms the simplest configuration for which the scattering coefficients are wavelength dependant. So it can be expected that the values of the transmission and reflection coefficients for scattering with pulsed Rayleigh waves will vary with the step height (h) to wavelength (λ) ratio.

The basic node arrangement for the computer program, Program D, which models a Rayleigh wave pulse at a down step is shown as Figure 7.11.

![Node arrangement for first order finite differenence model of a Ricker type pulse of Rayleigh waves at a down step.](image)

The propagation of a Ricker type pulse of Rayleigh waves and their interaction and scattering at a down step was investigated using the node arrangement shown as Figure 7.11. The model was used with data for three media, polystyrene, aluminium and quartz, the parameters used being given in Table 11, with a range of step heights, using 35 nodes per wavelength and the pulse centre wavelength corresponding to a frequency of 1 MHz.

The computer runs were all performed using a grid with dimensions of 300 by 100 nodes. The large space, in nodes was used because of the experience gained with half-space and quarter space models and also to permit the modelling of a range of different step heights in the main range of interest, step height to wavelength ratio values from about 0.1 to 1.0.
Ricker pulse at a half wavelength deep down step, using aluminium data and 35 nodes per wavelength. System after, a. 20, and b. 120 iterations. c. Main pulse identification;
R\textsuperscript{r} Reflected Rayleigh wave \quad R\textsubscript{t} Transmitted Rayleigh wave
C\textsuperscript{*} Compressional wave \quad S Shear wave.
PS Compressional wave mode converted at surface.

\textbf{FIGURE 7.12.}
a. Basic pulse analysis.

The propagation and scattering of Ricker pulses by a range of different height steps, on different media, was investigated and for each model run a series of sets of displacements were recorded at regular intervals and numerical visualization type displays were plotted. Numerical visualization type displays for a half-wavelength deep down step, before and after scattering are shown as Figure 7.12. The main scattered pulses in the system are identified in Figure 7.12c. The compressional pulse radiates from a point near the 90° corner and the shear wave from the 270° corner. The energy in each mode is found to vary with step height.

b. Transmission and reflection coefficients at down steps.

Following the identification of the basic pulses in the pattern of scattered pulses at a down step, measurements were made, based on amplitude data, to establish transmission and reflection coefficients and to establish the mode conversion energy loss from Rayleigh waves. Some of the results obtained are set out in Table 17.

<table>
<thead>
<tr>
<th>Material</th>
<th>Step height</th>
<th>Transmission coefficient</th>
<th>Reflection coefficient</th>
<th>% Energy mode converted</th>
</tr>
</thead>
<tbody>
<tr>
<td>Polystyrene</td>
<td>0.228</td>
<td>0.65 ± 0.05</td>
<td>0.25 ± 0.05</td>
<td>52</td>
</tr>
<tr>
<td>Polystyrene</td>
<td>0.456</td>
<td>0.30 ± 0.05</td>
<td>0.40 ± 0.05</td>
<td>75</td>
</tr>
<tr>
<td>Polystyrene</td>
<td>0.694</td>
<td>0.30 ± 0.05</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Aluminium</td>
<td>0.228</td>
<td>0.63 ± 0.05</td>
<td>0.24 ± 0.05</td>
<td>55</td>
</tr>
<tr>
<td>Aluminium</td>
<td>0.456</td>
<td>0.45 ± 0.05</td>
<td>0.49 ± 0.05</td>
<td>56</td>
</tr>
<tr>
<td>Aluminium</td>
<td>0.57</td>
<td>0.32 ± 0.05</td>
<td>0.48 ± 0.05</td>
<td>67</td>
</tr>
<tr>
<td>Aluminium</td>
<td>0.69</td>
<td>0.29 ± 0.05</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Aluminium</td>
<td>0.912</td>
<td>0.18 ± 0.05</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Quartz</td>
<td>0.456</td>
<td>0.34 ± 0.05</td>
<td>0.42 ± 0.05</td>
<td>71</td>
</tr>
</tbody>
</table>

Transmission and reflection coefficients for Ricker pulses at down steps, using 35 nodes per wavelength.

**TABLE 17.**

The gaps in the values for reflection coefficients, shown as Table 17, are due to the presence of oscillations in the region near the 90° corner which make amplitude based measurements inaccurate. The values for the scattering coefficients of the down step are considered further in Section 9.5.
7.2.5 Rayleigh waves at up steps.

The up step is similar to the down step except that pulse starts on the lower surface and is scattered first at the 270° corner. This configuration is of importance as it, when combined with the down step, enables an open slot to be constructed.

The basic node arrangement for the computer program, Program E, which models a Rayleigh wave pulse at an up step is shown in Figure 7.13.

![Node arrangement for first order finite difference model of a Ricker type pulse of Rayleigh waves at an up step.](image)

The propagation and scattering of a Ricker type pulse of Rayleigh waves was investigated for a range of different height steps using aluminium data with the node arrangement shown as Figure 7.13. The computer runs were performed using a grid with outside dimensions of 160 by 100 nodes and 32 nodes per wavelength, with the wavelength for the pulse centre frequency of 1 MHz.

a. Basic pulse analysis.

For each model run a series of sets of displacements were recorded at regular intervals and numerical visualization type displays were plotted. Numerical visualization type displays for pulses with half wavelength and 1.4 wavelength steps are shown as Figures 7.14 and 7.15 and Figures 7.16 and 7.17 respectively.

It is seen in all the figures that a strong pulse of mode converted shear waves radiates a nearly complete circular arc from the 270° corner which interacts with the upper surface but not the 90° corner. In the case of the deep step, secondary mode
Ricker pulse at a half wavelength up step, using aluminium data and 32 nodes per wavelength. System after, a. 30, and b. 160 iterations. c and d indicate position of Ricker pulse (R).

FIGURE 7.11.
Ricker pulse at a half wavelength up step, using aluminium data and 32 nodes per wavelength. System after, a. 200, and b. 240 iterations.
Main pulse identification: For a and b in c and d respectively. 
R_t Transmitted Rayleigh wave, R_r Reflected Rayleigh wave, S shear wave.

FIGURE 7.16.
Ricker pulse at a 1.4 wavelength up step, using aluminium data and 32 nodes per wavelength. System after a. 120 and b. 180 iterations.
Main pulse identification: R Rayleigh wave input pulse, S Shear wave, 
R_r Reflected Rayleigh wave, R_t Transmitted Rayleigh wave.

FIGURE 7.16.
Ricker pulse at a 1.4 wavelength up step, using aluminium data and 32 nodes per wavelength. System after, a. 240 and b. 280 iterations. Main pulse identification, as for Figure 7.16.

FIGURE 7.17.
converted pulses are produced, as shown in Figure 7.17, when the Rayleigh wave transmitted past the 270° corner is scattered at the 90° corner.

In the case of the system shown in Figure 7.17, the surface wave pulse reflected at the 90° corner was also detected and measured on the vertical free surface, before it reached the 270° corner, where it was scattered, with most of its energy being mode converted into a shear wave pulse. The secondary scattered pulses are not identified in the figure, but they can be seen collectively in the region behind the main pulses.

It was observed, in Figure 7.17, that the amplitude of the displacements in the pulse on the top surface increased as the pulse moved away from the 90° corner. This was investigated experimentally and the practical measurements and results are reported in Section 8.

b. Transmission and reflection coefficients at up steps.

Following the identification of the basic scattered waves, in the the pattern of scattered energy at an up step, measurements were made, based on amplitude data, to establish transmission and reflection coefficients and to estimate the mode conversion loss from Rayleigh waves. Some of the results obtained with up steps on aluminium are shown as Table 18.

<table>
<thead>
<tr>
<th>Material</th>
<th>Step height</th>
<th>Transmission coefficient</th>
<th>Reflection coefficient</th>
<th>% Energy mode converted</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aluminium</td>
<td>0.5</td>
<td>0.5 ± 0.05</td>
<td>0.11 ± 0.05</td>
<td>74</td>
</tr>
<tr>
<td>Aluminium</td>
<td>0.75</td>
<td>0.4 ± 0.05</td>
<td>0.10 ± 0.05</td>
<td>83</td>
</tr>
<tr>
<td>Aluminium</td>
<td>1.375</td>
<td>0.16 ± 0.05</td>
<td>0.11 ± 0.05</td>
<td>96</td>
</tr>
</tbody>
</table>

Transmission and reflection coefficients for Ricker pulses at up steps on aluminium, using 32 nodes per wavelength.

**TABLE 18.**

From the results presented in Table 18 it is seen that reflected pulse from an up step is of the same amplitude as that from a three-quarter space, using aluminium data, and that there are increasing mode conversion energy losses from Rayleigh waves as the step depth is increased. The values for the scattering coefficients at up steps and the mode converted waves are considered further in Section 9.6
7.2.6 Rayleigh waves at open slots.

The open slot normal to the free surface is an idealised crack configuration, and it is modelled by combining the formulations used for the down and the up steps. The interaction and scattering of pulsed Rayleigh waves has been found to be wavelength dependent for slot depths up to about 1.5 wavelengths.

The basic node arrangement used in the computer program, Program F, which models a Rayleigh wave pulse at an open slot in a half-space is shown as Figure 7.18.

![Node arrangement for first order finite difference model of a Ricker type pulse of Rayleigh waves at an open slot.](image)

The node arrangement shown in Figure 7.18 was used to investigate the propagation and scattering of a Ricker type pulse of Rayleigh waves at a range of open slots in an aluminium half-space. The computer model runs were performed on a half-space with node dimensions of up to 200 by 100 nodes, using 32 nodes per wavelength and the wavelength corresponding to a pulse centre frequency of 1 MHz.

a. Basic pulse analysis.

The propagation and scattering of Ricker type pulses by a range of slots was investigated and for each model run a series of sets of displacements were recorded and numerical visualization type displays plotted at regular intervals, normally every twenty iterations.

Selected frames from two series of numerical visualization type displays, for pulses at quarter and half wavelength deep (d)
and one eighth of a wavelength wide (w) open slots, are shown as Figures 7.19 and 20 and 7.21 and 22 respectively.

The main scattered pulses are, in both cases, reflected and transmitted Rayleigh waves, a shear wave, radiating from the bottom of the slot, a compressional wave, radiating from near the 90° corner and a PS wave where the compressional wave mode converts at the free surface.

The wave velocities of the various scattered pulses were measured and they were found to have values in the same range as those given in Table 14 (in Section 7.2.2).

It is found for wide slots, those with a width greater than about half a wavelength, that the pattern of "reflected" pulses is almost identical to that for the corresponding depth of down step.

b. Transmission and reflection coefficients at open slots.

Following the identification of the main pulses in the pattern of scattered waves at the open slot, a series of model runs were performed with 1/2 wavelength wide slots of different depths to determine transmission and reflection coefficients, based on amplitude data. The results obtained for a range of different depth slots on aluminium are presented as Table 19.

<table>
<thead>
<tr>
<th>Material</th>
<th>Slot depth</th>
<th>Reflection coefficient</th>
<th>Transmission coefficient</th>
<th>% Energy mode converted</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aluminium</td>
<td>0.125</td>
<td>0.12 ± 0.05</td>
<td>0.83 ± 0.05</td>
<td>30</td>
</tr>
<tr>
<td>Aluminium</td>
<td>0.25</td>
<td>0.20 ± 0.05</td>
<td>0.37 ± 0.05</td>
<td>82</td>
</tr>
<tr>
<td>Aluminium</td>
<td>0.5</td>
<td>0.42 ± 0.05</td>
<td>0.25 ± 0.05</td>
<td>77</td>
</tr>
<tr>
<td>Aluminium</td>
<td>0.875</td>
<td>-</td>
<td>0.07 ± 0.05</td>
<td>-</td>
</tr>
<tr>
<td>Aluminium</td>
<td>1.00</td>
<td>0.45 ± 0.05</td>
<td>0.06 ± 0.05</td>
<td>79</td>
</tr>
</tbody>
</table>

Transmission and reflection coefficients for Ricker pulses at open slots in aluminium, using 32 nodes per wavelength.

**TABLE 19.**

The results presented in Table 19 are considered further, together with those from experimental measurements, reported in Section 8, and the results of other workers, in Section 9.7.
Ricker pulse at a 0.25 wavelength deep and 0.125 wavelength wide open slot, using aluminium data and 32 nodes per wavelength.
System after; a. 20 and b. 80 iterations.

FIGURE 7.19.
Ricker pulse at a 0.25 wavelength deep and 0.125 wavelength wide open slot, using aluminium data and 32 nodes per wavelength. System after; a. 140 and b. 200 iterations. c. Main pulse identification, as for Figure 7.12.

FIGURE 7.20.
Ricker pulse at a 0.5 wavelength deep and 0.125 wavelength wide open slot, using aluminium data and 32 nodes per wavelength. System after a. 20, and b. 80, iterations.

FIGURE 7.21.
Ricker pulse at a 0.5 wavelength deep and 0.125 wavelength wide open slot, using aluminium data and 32 nodes per wavelength. System after: a. 140, and b. 200 iterations. c. Main pulse identification at t = 2.29, pulses as for Figure 7.12.
7.2.7 Rayleigh waves on a block.

This section reports on the extension of the model to consider the propagation of Rayleigh waves on a block, a piece of material of limited spatial extent, as opposed to a semi-infinite medium with a step or a slot on the free surface. It provides a model of a real experimental configuration.

The block, a rectangular piece of material with four free surfaces and four 90° corners, is modelled using a pseudo-node scheme to satisfy the free surface boundary conditions which is extended from that used for the quarter space program, considered in Section 7.2.2, and presented in Appendix E.

The basic node arrangement used in the computer program, Program G, to model the Ricker type pulse of Rayleigh waves on a block is shown as Figure 7.23.

Node arrangement for first order finite difference model of a Ricker type pulse of Rayleigh waves on a block.

**FIGURE 7.23.**

The model arrangement as shown in Figure 7.23 was used to follow the propagation and scattering of a Ricker type pulse of Rayleigh waves on a block using aluminium (\( \sigma = 0.34 \)) data, given in Table 11, at 16 nodes per wavelength. The size of grid used in the model was equivalent to a real block with dimensions of
18 by 13 mm for a pulse with a centre frequency of 1 MHz.

2. Basic pulse analysis.

For the model, sets of displacements were plotted at each of a series of time steps to give the numerical visualisation type of display. For each time step level for which a numerical visualisation plot was produced the numerical values at selected nodes, principally those at the free surfaces, were recorded for additional analysis.

The time development of the pulses on and in a block is presented as Figures 7.24, 7.25 and 7.26. The initial system was as indicated in Figure 7.23, with the corners identified by the letters A, B, C and D and the sides identified by the letter combinations AB etc.

The three frames, shown as Figure 7.24, follow the system development after the initial interaction of the Ricker pulse with the 90° corner A. The compression (C₁) and rarefaction (C₂) of a mode converted compressional wave (C) are seen to radiate across the block from corner A. The compression (C₁) is seen to be reflected at the surface BC, introducing the pulse (C₃). The PS and shear modes are identifiable in Figure 7.24c.

The three frames, shown as Figure 7.25, follow the system development in the time following that shown as Figure 7.24, from model time t = 4.58 to t = 5.496μsec. The compressional wave (C) is seen to move along the surface generating the reflected compressional wave (Cₐ), which radiates away from BC at the same angle as the incident pulse. It is also seen that in Figure 7.25b that the compression (C₁) reaches the surface CD causing it to bulge. In the frame for t = 5.496, shown as Figure 7.25c, it is seen that the surface mode conversion of the compressional wave (C), the PS waves have moved past the corners B and D. The compressional wave (Cₐ) is crossing the bulk of the medium going towards the surface DA. The shear wave (S) is moving in the bulk of the medium and in the region near corner C a complex series of interactions between the compressional waves (C) and (Cₐ) are occurring giving rise to further mode converted pulses.

The final state of the system at t = 5.95μsec is shown as Figure 7.26. This is the system after 260 iterations after which the results become less accurate due to the limited size of grid.
Pulse propagation on a block at times between $t = 3.2$ and $4.2 \mu\text{sec}$.

**FIGURE 7.21.**
Pulse propagation on a block at times between \( t = 4.5 \) and \( 5.5 \mu \text{sec} \).

**FIGURE 7.25.**
used. The main pulses identified in this frame are the reflected \((R_p)\) and transmitted \((R_t)\) Rayleigh wave pulses, the primary mode converted compressional wave \((C)\) and the reflected compressional wave \((C_R)\), the primary mode converted shear wave \((S)\) and the mode conversion of the compressional wave \((C)\) at the free surfaces, the PS waves.
Pulse system on a block at model time $t = 5.954 \mu\text{sec.}$, (after 260 iterations), showing main pulses in system.

FIGURE 7.26.
7.3 Programs with second order formulations for the boundary conditions.

This section presents the computer model parameters, with the results, for pulsed Rayleigh waves on the range of single media and two media configurations shown in Figure 7.27.

The single medium models reported in this section were produced with the aim of improving on the results obtained with the models reported in Section 7.2, which use pseudo-node formulations for the boundary conditions. The two media configurations were considered with the aim of providing an understanding of the interaction of Rayleigh waves with a filled slot. The two media configuration models use the new formulation for the free surface/interface node, derived by the author, and presented in Section 4.3.4 and Appendix G.

Configurations studied using second order formulations for the boundary nodes in the computer programs.

FIGURE 7.27.

The results presented in this section are considered further and compared, in Section 9, with those given by the models described in Section 7.2, the experimental results, presented in Section 8, and the results of other workers.
7.3.1 Rayleigh waves on half-spaces.

The ability to produce a computer model which gives the nondispersive propagation of a Rayleigh wave pulse is a prerequisite for the accurate modelling of more complex configurations.

The basic nodal arrangement used in the computer program, Program H, which models Ricker type pulses of Rayleigh waves on a half-space is shown as Figure 7.28.

![Node arrangement for second order finite difference model of a Ricker type pulse of Rayleigh waves on a half-space.](image)

A model was produced using the node arrangement shown in Figure 7.28 and using the second order composed formulation for the free surface nodes. However the program was found to have a limited range of stability, with the vertical component of displacement going unstable after only a few iterations when material data with a $V_s/V_c$ ratio value below about .5 was used. This problem has been reported previously by Ilan and Lowenthal (1976) and their new composed formulation, which is presented in Section 4.3.4 and which has a larger range of stability, was adopted for use as the horizontal free surface formulation in the second order programs in the present study.

Using the new composed formulation, the propagation of Ricker type pulses of Rayleigh waves on half spaces was investigated using both polystyrene and aluminium data, presented in Table 11, and different numbers of nodes per wavelength with the wavelength corresponding to a pulse centre frequency of 1 MHz.
a. Distance travelled by pulse.

For each model run, a series of sets of displacements were recorded and numerical visualization type displays were plotted at regular intervals. Using the numerical visualization displays, the propagation of Ricker type pulses of Rayleigh waves on a half-space was investigated with both polystyrene and aluminium data using 16 nodes per wavelength. Selected frames of the output for the case of a pulse on an aluminium half-space are shown as Figure 7.29.

The distance travelled by the pulse, as given by the finite difference model using a four wavelength square pulse, was compared with that given by calculation with the wave velocity from the material data and the results using aluminium data are shown as Table 20.

<table>
<thead>
<tr>
<th>Number of iterations,</th>
<th>20</th>
<th>100</th>
<th>140</th>
<th>200</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distance travelled,</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>given by calculation</td>
<td>0.458</td>
<td>2.291</td>
<td>3.207</td>
<td>4.583</td>
</tr>
<tr>
<td>Distance travelled,</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>given by F.D. model</td>
<td>0.456</td>
<td>2.278</td>
<td>3.217</td>
<td>4.590</td>
</tr>
<tr>
<td>± 0.05</td>
<td>± 0.05</td>
<td>± 0.05</td>
<td>± 0.05</td>
<td></td>
</tr>
<tr>
<td>% difference</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>between F.D. and</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>calculated</td>
<td>- 0.6</td>
<td>- 0.5</td>
<td>+ 0.4</td>
<td>+ 0.2</td>
</tr>
<tr>
<td>% error due to</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>measuring pulse</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>position to nearest</td>
<td></td>
<td></td>
<td></td>
<td>1.0</td>
</tr>
<tr>
<td>½ node.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Comparison of the distance travelled by a Rayleigh wave on an aluminium half-space as given by second order finite difference model, with that given by calculation from the wave velocity.

**TABLE 20.**

From the results presented in Table 20 it is seen that the errors found in the pulse distance travelled, as given by the finite difference scheme, are less than the limits to accuracy set by the measurement of the pulse position to the nearest node.

From the results in Table 20 there is therefore no indication of any systematic error in pulse position up to 200 iterations. Similar accuracy was found in the results for a pulse when using polystyrene data.
Ricker pulse on an aluminium ¼ space, using 16 nodes per wavelength. System after: a, 20; b, 100; and c, 200 iterations.

FIGURE 7.29.
h. Pulse shape changes.

Following the measurement of pulse distance travelled, the change of pulse shape with distance, was investigated for the model using aluminium data and both 32 and 16 nodes per wavelength. For the model, when using 32 nodes per wavelength, for measurements of pulse shape made up to 50 iterations there was no change of shape. Measurements were then made using 16 nodes per wavelength and the shapes of the vertical component of displacement at \( t = 0 \) and after 200 iterations, in which the pulse moved about 4.5 wavelengths, are shown as Figure 7.30.

g. Spectral measurements.

Because of the very good, almost nondispersive, pulse propagation achieved using the new composed formulation for the free surface nodes, when using only 16 nodes per wavelength, this scheme was adopted for use in all second order models. However, due to the inherent errors in spectral measurements at this number of nodes per wavelength they have not been used with the second order models. The use of 16 nodes per wavelength gives, of course, considerable savings in the number of nodes required to model a given size of feature, when measured in wavelengths.

The model results presented in this section are compared with those which use the pseudo-node scheme, which were reported in Section 7.2.1, experimental measurements and the results of previous studies in Section 9.2.
Ricker pulse vertical component of displacement at the free surface of a half-space, using a second order scheme with aluminium data and 15 nodes per wavelength, at $t = 0$ and after 200 (dashed line) iterations.

FIGURE 7.20.
7.3.2 Rayleigh waves on quarter spaces.

The quarter space is a configuration with a single 90° corner at the intersection of two free surfaces, the scattering at which should be characterised by wavelength independent transmission and reflection coefficients.

The basic nodal arrangement used in the computer program, Program I, which models Ricker type pulses of Rayleigh waves on a quarter space is shown as Figure 7.31.

![Node arrangement for second order finite difference model of a Ricker type pulse of Rayleigh waves on a quarter space.](image)

Node arrangement for second order finite difference model of a Ricker type pulse of Rayleigh waves on a quarter space.

**FIGURE 7.31.**

The propagation of the Ricker type pulse of Rayleigh waves on a quarter space was investigated using both polystyrene (σ = 0.24) and aluminium (σ = 0.34) data, presented in Table 11, and 16 nodes per wavelength, with the wavelength corresponding to the pulse centre frequency of 1 MHz.

a. Basic pulse analysis.

The propagation and scattering of the Ricker type pulse of Rayleigh waves was investigated and for each model run, a series of sets of displacements were recorded and numerical visualisation type displays were plotted at regular intervals. An example of selected frames from a numerical visualisation series are shown as Figure 7.32.

The scattered pulses generated by the corner can be clearly seen and are a compressional wave, a shear wave and reflected and
Ricker pulse on a quarter space using polystyrene data and 16 nodes per wavelength; System after a. 60 and b. 120. iterations.

FIGURE 7.32.
Ricker pulse on a quarter space, using polystyrene data and 16 nodes per wavelength. System after 160 iterations.
(d) Main pulse identification, pulses as shown in Figure 7.7.

FIGURE 7.32.
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transmitted pulses of Rayleigh waves.

It is seen from Figure 7.3.2, that there is a difference in the distance from the corner for the reflected and transmitted Rayleigh wave pulses, with the distance travelled by the reflected pulse being about 10% less than that moved by the transmitted pulse.

The pulse velocities for the scattered pulses were measured for the model using aluminium data at 16 nodes per wavelength and these are presented in Table 21 together with the corresponding values for the wave velocities given in the data presented as Table 11.

<table>
<thead>
<tr>
<th></th>
<th>Rayleigh wave vel. m/sec.</th>
<th>Compressional wave vel. m/sec.</th>
<th>Shear wave vel. m/sec.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data from Table 11</td>
<td>2306.</td>
<td>6422.</td>
<td>3110.</td>
</tr>
<tr>
<td>From F.D. model.</td>
<td>2873.±100.</td>
<td>6539.±100.</td>
<td>3070.±100.</td>
</tr>
<tr>
<td>Percentage difference between F.D. and data.</td>
<td>-1.2</td>
<td>+1.8</td>
<td>-1.3</td>
</tr>
</tbody>
</table>

Wave velocities for scattered pulses on an aluminium quarter space as given by finite difference second order scheme, compared with material data.

TABLE 21.

b. Transmission and reflection coefficients.

Following the identification of the basic pulses which result from the scattering of a Rayleigh wave pulse on a quarter space, measurements were made, based on amplitude data, to establish transmission and reflection coefficients and estimate the energy loss from Rayleigh waves, due to mode conversion.

Model runs were performed with polystyrene and aluminium data and the values for the transmission and reflection coefficients are shown in Table 22.
List of transmission and reflection coefficients for Ricker pulses on quarter spaces, with second order nodal formulations, with space dimensions of 122 by 122 nodes.

<table>
<thead>
<tr>
<th>Pulse size (in nodes)</th>
<th>Nodes per</th>
<th>Material</th>
<th>Poisson's ratio</th>
<th>Ref. coeff.</th>
<th>Trans. coeff.</th>
<th>Mode conv. loss (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Width</td>
<td>Depth</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>48</td>
<td>48</td>
<td>16</td>
<td>Aluminium</td>
<td>0.34</td>
<td>0.47±0.05</td>
<td>0.59±0.05</td>
</tr>
<tr>
<td>48</td>
<td>48</td>
<td>16</td>
<td>Polystyrene</td>
<td>0.24</td>
<td>0.43±0.05</td>
<td>0.57±0.05</td>
</tr>
</tbody>
</table>

The results obtained with this scheme are considered further and compared with the results of the first order model, which are presented in Section 7.2, the experimental results, which are presented in Section 8.4, and those of other workers, in Section 9.3.
7.3.3 Rayleigh waves on three-quarter spaces.

The three-quarter space is a single corner configuration, with a single 270° corner at the intersection of two free surfaces, the scattering of Rayleigh waves at which should provide wavelength independent transmission and reflection coefficients.

The basic model node arrangement for the computer program, Program J, which models a Rayleigh wave pulse on a three-quarter space is shown as Figure 7.33.

![Node arrangement for second order finite difference model of a Ricker type pulse of Rayleigh waves on a three-quarter space.](image)

FIGURE 7.33.

The propagation of a Ricker type pulse of Rayleigh waves on a three-quarter space was investigated using polystyrene data with the node arrangement shown in Figure 7.33 and 16 nodes per wavelength, with the pulse centre wavelength corresponding to a frequency of 1 MHz.

a. Basic pulse analysis.

The propagation of a Ricker type pulse was investigated and for each model run a series of sets of displacements were recorded at regular intervals and numerical visualisation type displays were plotted, an example of which is shown as Figure 7.34.

The time development of the system is shown for a pulse using...
Ricker pulse on a three-quarter space, using aluminium ($\sigma = 0.34$) data and 16 nodes per wavelength. After a. 20, b. 60, and c. 140 iterations.

FIGURE 7.34.
aluminium data and in Figure 7.34c is is shown that the main mode converted pulse is a shear wave that radiated on a near circular arc from the $270^0$ with the majority of the energy in the arc $\pm 45^0$.

b. Transmission and reflection coefficients.

Following the identification of the basic pulses in the system of mode converted waves, computer runs were performed using both aluminium and polystyrene data at 16 nodes per wavelength and measurements were made, based on amplitude data to establish transmission and reflection coefficients. The values of the transmission and reflection coefficients are given as Table 23.

<table>
<thead>
<tr>
<th>Pulse size (in nodes)</th>
<th>Nodes per</th>
<th>Material</th>
<th>Reflection coefficient</th>
<th>Transmission coefficient</th>
<th>% mode conv.</th>
<th>Energy loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>Width</td>
<td>Depth</td>
<td>16</td>
<td>Aluminium</td>
<td>$0.11 \pm 0.03$</td>
<td>$0.23 \pm 0.03$</td>
<td>94</td>
</tr>
<tr>
<td>64</td>
<td>48</td>
<td>16</td>
<td>Polystyrene</td>
<td>$0.09 \pm 0.03$</td>
<td>$0.22 \pm 0.03$</td>
<td>95</td>
</tr>
</tbody>
</table>

Transmission and reflection coefficients on three-quarter space using second order boundary condition formulation, with polystyrene data and aluminium data, both at 16 nodes per wavelength.

**TABLE 23.**

The results obtained with this scheme are considered further and compared with the results of the first order model, which are presented in Section 7.2, the experimental results, which are presented in Section 8.4, and those of other workers, in Section 9.4.
7.3.4 Rayleigh waves on welded quarter spaces.

The configuration of welded quarter spaces, two quarter spaces of media welded along an interface, is one of the simplest two media configurations. It does not have a characteristic dimension and the scattering is dependant on the material parameters, such as the density and wave velocities in the two media.

The basic node arrangement in the computer program, Program K, which models Rayleigh wave pulses on welded quarter spaces, is shown as Figure 7.35. The nodal formulation used for the free surface/ interface node (P) is a new second order formulation derived by the author and presented in Appendix G.

Node arrangement for second order finite difference model of a Ricker type pulse of Rayleigh waves on welded quarter spaces.

FIGURE 7.35

The propagation and scattering of a Ricker type pulse of Rayleigh waves on welded quarter spaces was investigated using the node arrangement shown in Figure 7.35 with 16 nodes per wavelength, where the wavelength is that corresponding to a pulse centre frequency of 1 MHz in medium 1.

The basic nodal scheme was tested by using both polystyrene and aluminium data with 16 nodes per wavelength and the same data was used for both media. The scheme, including the new free surface/ interface node formulation, was found to give the nondispersive propagation of the Ricker pulse to the same level of accuracy as the second order scheme reported in Section 7.3.1 for propagation on
a half-space.

The scheme was then used with media data for the two quarter spaces that were different. The two media used in the present study were the same as those used by McGarr and Alsop (1967) and by Munasinghe (1973). These were polystyrene and perspex and the material data used is shown in Table 11.

a. Basic pulse analysis.

The propagation of a Ricker type pulse was investigated with the pulse moving from polystyrene to perspex and vice versa and the time development of the systems was followed by the use of numerical visualisation type displays. The two combinations of perspex and polystyrene are shown in the visualizations shown as Figures 7.36 and 7.37.

The basic system of waves are transmitted and reflected pulses of Rayleigh waves and some low energy mode converted body and interface waves.

b. Transmission and reflection coefficients.

In the previous studies on this configuration by McGarr and Alsop (1967) and Munasinghe (1973) the transmitted and reflected pulses are measured in terms of coefficients which are the ratios of the incident and transmitted pulse amplitudes and the incident and the reflected pulse amplitudes respectively. The same procedure is used in the present study and the results for waves on the two combinations of polystyrene and perspex are given as Table 24.

<table>
<thead>
<tr>
<th>Pulse travelling from 1 to 2.</th>
<th>Reflected Incident</th>
<th>Transmitted Incident</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medium 1</td>
<td>Medium 2</td>
<td></td>
</tr>
<tr>
<td>Polystyrene</td>
<td>Perspex</td>
<td>0.03 ± 0.03</td>
</tr>
<tr>
<td>Perspex</td>
<td>Polystyrene</td>
<td>0.07 ± 0.03</td>
</tr>
</tbody>
</table>

Pulse amplitude ratios for the vertical components of displacement of the reflected and transmitted pulses of Rayleigh waves on welded quarter spaces.

**TABLE 24.**

The results presented in Table 24 are compared with those of previous studies in Section 9.9.
Ricker type pulse of Rayleigh waves on welded perspex and polystyrene quarter spaces, with the pulse moving from perspex to polystyrene. System after a. 20, and b. 160 iterations.

FIGURE 7.35.
Ricker type pulse of Rayleigh waves on welded polystyrene and perspex quarter spaces, with the pulse moving from polystyrene to perspex. System after a. 20, and b. 180 iterations.

FIGURE 7.37.
7.3.5 Rayleigh waves at filled slots.

The configuration of a filled slot considered in the present study was for a rectangular section of one isotropic homogeneous medium set into and at the surface of a half-space of a second isotropic homogeneous medium.

The basic nodal arrangement used in the computer program, Program I, which models a Rayleigh wave pulse at a filled slot is shown as Figure 7.38.

![Diagram of filled slot configuration](image)

Node arrangement for second order finite difference model of a Ricker type pulse of Rayleigh waves at a filled slot.

**FIGURE 7.38.**

The model for the filled slot was a direct extension of the welded quarter spaces model and the media selected for use in this model were those used for the quarter spaces and described in Section 7.3.4, as there are no previous results for this configuration. The node arrangement shown in Figure 7.38 was used to investigate the propagation and scattering of a Ricker type pulse of Rayleigh waves at a slot in a block of polystyrene filled with perspex and vice versa, using the material data shown in Table 11.

The model was used with 16 nodes per wavelength where the wavelength corresponded to a pulse centre frequency of 1 MHz in the medium used for the block.

a. Basic pulse analysis.

The propagation and scattering of a Ricker type pulse of Rayleigh waves was investigated for several model runs and for each a series of sets of displacements were recorded and numerical
visualisation type displays were plotted at regular intervals. An example of selected frames from a numerical visualisation series of a pulse at a wide deep slot are shown as Figures 7.39 and 7.40.

The largest pulse in the system is found to be the transmitted one which has about 90% of the input pulse energy in it, in the cases of combinations of perspex and polystyrene. There are also reflected pulses at each interface and mode converted body wave and interface waves which have low energies.

The energy in each pulse was found to be dependent on the material parameters of the media considered and both the slot width and depth.

b. Transmission and reflection coefficients.

Following the identification of the main pulses in the system computer runs were performed using polystyrene and perspex data and 16 nodes per wavelength to give amplitude based measurements and establish transmission and reflection coefficients. The values of the transmission coefficient and the reflection coefficients for the pulses reflected at each interface for slots filled with polystyrene set in perspex half-spaces or vice versa are given as Table 25.

<table>
<thead>
<tr>
<th>½ space material</th>
<th>slot material</th>
<th>slot size (in nodes)</th>
<th>Trans. coef.</th>
<th>1st ref. coef.</th>
<th>2nd ref. coef.</th>
<th>% E loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>polystyrene</td>
<td>perspex</td>
<td>20/70</td>
<td>0.92</td>
<td>0.1</td>
<td>0.03</td>
<td>14</td>
</tr>
<tr>
<td>perspex</td>
<td>polystyrene</td>
<td>20/70</td>
<td>0.96</td>
<td>0.03</td>
<td>0.06</td>
<td>7</td>
</tr>
</tbody>
</table>

Transmission and reflection coefficients at filled slots. (all coefficients are given with error bands of ± 0.03)

The results obtained with this model are considered further in Section 9.10.
Ricker pulse at a filled slot, a perspex half-space with a slot filled with polystyrene. System after a. 80 and b. 120 iterations.
Ricker pulse at a filled slot, a perspex half-space with a slot filled with polystyrene. System after a. 160 and b. 180 iterations.

**FIGURE 7.40.**
8. EXPERIMENTAL WORK.

8.1 Introduction.

This section presents the experimental work which has been performed with broadband Rayleigh wave pulses, of 1MHz centre frequency, to test the results of the numerical models which are presented in Section 7.

As stated previously, the present study was started as a direct result of the work by Morgan (1973) at T.C.U., and the basic experimental equipment used in this study, with the exception of the transducers, was the same, or an updated version of the equipment which he used.

A full description of the basic analogue equipment, transducer drive unit, broadband receiver and spectrum analyser is given by Morgan (1973) and Weight (1975), who built much of the equipment. This equipment, together with supporting oscilloscopes, plotter and digital equipment forms the Central Ultrasonics Test equipment for the Research Group in Ultrasonics of the City University, and it is shown in Figure 8.1.

The main aim of the experiments was to provide time domain signals, spectra and reflection and transmission coefficients, as information for direct comparison with the results of the numerical model. Measurements were performed on a series of both aluminium and steel test blocks using the methods outlined in Section 5 and considered in detail in this section.

This section considers the production of Rayleigh waves in Section 8.2, which includes a more detailed consideration of the transducers used in the present study in Section 8.2.1.

The experimental measurements made in the present study are presented in two groups, firstly, a series of introductory measurements using one probe in pulse-echo mode are reported in Section 8.3, and secondly the main series of experiments using two probes on a range of geometrics are reported in Section 8.4.
The Central Ultrasonics Test Equipment of the Research Group in Ultrasonics of The City University.

**FIGURE 3.1.**

For each of the series of experiments presented in Section 3.4, following the discussion of the method, used, the basic results are given. A comparison of the experimental results with those given by the numerical models, and reported in Section 7, is given in Section 9 which includes discussion of the results of previous workers.

### 3.2 Rayleigh wave transducers.

This section presents a brief review of the alternative methods which have been used in previous studies to generate and receive Rayleigh waves. It includes Section 3.2.1 which gives a more detailed consideration of the transducers used in the present study.

Five basic methods have been used in previous studies for Rayleigh wave production and detection and the different types
of transducers are shown in Figure 8.2.

The first method of Rayleigh wave excitation is that used by Firestone and Frederick (1946), which is shown as Figure 8.2a, and uses a Y-cut quartz plate coupled to the surface of a solid by a thin oil film. Two Rayleigh waves are produced with equal amplitudes and the maximum energy conversion into these waves is achieved with the plate width (2a) to thickness (d) ratio of 7:1. A piezoelectric disc can be used to produce Rayleigh waves in a similar manner.

The second method of Rayleigh wave production is that used by Minton (1954), which is shown as Figure 8.2b, and this uses an X-cut quartz crystal plate resting on an elastic wedge. Two weak Rayleigh waves are excited and the optimum conversion is achieved when the plate is set at 45° with respect to the wedge faces.

The third method of Rayleigh wave production uses mode conversion at interfaces and is shown in Figure 8.2c. Plastic wedges with piezoelectric plates set on the sloping surface were used by Minton (1954) and Cook and Valkenberg (1954) to generate longitudinal (compressional) waves, at the disc resonant frequency, in the wedge, which with the correct wedge angle mode convert to give Rayleigh waves along the free surface.

The wedge angle required to give optimum Rayleigh wave production for a particular wedge material/test block material combination is given by the equation which is given as:

$$\sin \theta = \frac{V_c}{V_r}$$

8.2.1

where $V_c$ is the compressional wave velocity in the wedge, $V_r$ is the Rayleigh wave velocity in the test block.

The optimum energy conversion to Rayleigh waves is achieved, for a particular wedge angle and ignoring coupling problems, when the leading edge of the disc (A) projects to the front of the wedge at the point (B), as shown in Figure 8.2c. Bulk waves are also produced by a wedge transducer at a level of between 20 and 30 dB down on the Rayleigh waves.

An alternative to the use of a plastic wedge is to use one made of a metal such as copper or brass as this reduces coupling problems. However to do this the wave generated by the disc on the wedge is required to be a shear (transverse) wave, the velocity for which is used in equation 8.2.1 in place of the compressional...
wave velocity to calculate the required wedge angle. The shear wave has a lower initial energy but with the coupling advantages this combination is sometimes preferable. (Shraiber 1959)

Using Rayleigh waves produced by shear waves in a copper wedge and photoelastic visualization, Hall (1975) has shown the complex nature of the waves generated in the test block, including the presence of several body wave pulses.

The fourth method of Rayleigh wave production is the use of an interdigital comblike structure produced on the lower surface of a disc of X-cut quartz, as shown in Figure 8.2d. (Sokolinski 1956) This type of transducer was developed by Morgan (1970) and used in his crack depth measurement studies. (Morgan 1973) However, he found it difficult to get high energy Rayleigh wave pulses with a short period. The fabrication of this type of transducer is quite complex as it involves either the deposition of the comb through a mask or the photo-etching of a layer of conductor previously deposited on the quartz or piezo-electric disc.

The fifth method is the use of the recently developed non-contact transducers which use eddy currents in the material under the transducer in which a Rayleigh wave is to be generated to give vibrations which result in the production of elastic waves. A transducer of this type due to Frost et al (1975) is shown as Figure 8.2e. This type of transducer has been developed for use as a tool to inspect hot metal blocks by Cole (1977).

8.2.1 Rayleigh wave transducers used in this study.

The experimental measurements made in the present study were performed to determine the 'surface displacements' in the Rayleigh wave pulses and not just the time domain signals given by wedge transducers with the supporting electronics and displayed on an oscilloscope.

In the present study, two types of Rayleigh wave transducers were used. These are the longitudinal (compressional) wave wedge type and a new broadband probe, which was invented by Professor Harnik while working with the author at The City University. This Harnik probe has subsequently been developed by the author in the course of the fabrication and use of the probes in the present study.
a. The wedge transducers.

The wedge transducers used in this study were based on a Panametrics special short pulse probe, used on wedges made to match the material of the test block. The compressional wave probe generated a 1\(\mu\)sec pulse when driven by a Thyristor Pulse Generator which was found to have a 0 to 6 MHz spectrum. When the compressional wave probe was used with a wedge matched to aluminium the pulse-echo signal and spectrum obtained were as shown in Figure 8.3.

Rayleigh wave pulse on an aluminium quarter space, measured with a wedge type transducer in pulse-echo mode;

a. Time domain signal.  
b. Spectrum.

FIGURE 8.3.

In the present study the same compressional probe was used on wedges to match it with either the aluminium alloy of the steel of the test blocks. The wedge angles used are shown in Table 26.
Wedge angles required by Rayleigh wave wedge transducers.

**TABLE 26.**

<table>
<thead>
<tr>
<th>Material</th>
<th>Wedge angle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aluminium alloy</td>
<td>58°</td>
</tr>
<tr>
<td>Steel (mild)</td>
<td>64°</td>
</tr>
</tbody>
</table>

b. Harnik type probes.

The Harnik probe was invented with the aim of determining the vertical component of the free surface displacements, because the time domain wave form given by a wedge transducer is for a mode converted wave which has passed through the wedge before reaching the piezoelectric crystal, where the electrical signal is produced.

The probe is described by Harnik (1977), both for construction and operation, and Figure 6.4, which shows the pulse construction, is after Figure 1 in that article. Following the production of the prototype transducer by Weight, for Professor Harnik, the author fabricated a series of probes using 10 MHz thickness discs. The discs for use in the Harnik probe are required to be thin when compared with the wavelengths of the pulses which they are to receive if they are to give the true wave form.

![Diagram of Harnik probe](image)

The construction of a Harnik type surface wave probe.

**FIGURE 6.4.**
In the construction of the prototype Harnik probes, tungsten powder was used to 'load' the Araldite so as to provide acoustic damping for resonant modes. In the later probes, constructed by the author, it was found that the main function of the Araldite block was to provide mass and to prevent flexing of the plate, which gives rise to radial mode resonance. When 10 MHz resonant thickness discs are used to receive pulses of 1 MHz waves, the disc resonant thickness modes are not excited.

c. Test measurements with Harnik type probes.

A series of experiments were performed by the author to evaluate and if possible improve on the performance of the original Harnik probe. In these experiments Rayleigh waves were generated by a wedge transducer and the Harnik probes were used as receivers.

The Harnik probe is a line pickup and it is therefore unidirectional and requires accurate alignment normal to the wave train under investigation. To reduce the directionality of the probe, the author modified the design and used a complete disc in the probe which, after being set in the Araldite, was made to have a square contact area.

Using a square contact area, point-contact probe, the time domain signals with waves incident on the disc with angles from 0° to 90° were measured and the signals with waves at normal and parallel incidence are shown as Figure 8.5. A ten percent reduction in the pulse peak-to-peak amplitude was measured.

A series of measurements were made to compare the probes of Harnik type constructed by the author with the prototype and wedge probes.

A wedge probe was placed on an aluminium quarter space and the receiving probes were placed in the position shown in Figure 8.6. Measurements were then made on the same pulse, the pulse reflected from the 90° corner, using the wedge probe in pulse echo mode, using a line receiver, Harnik type, probe constructed by the author and the prototype Harnik probe. The three time domain signals are shown in Figure 8.6.

It is seen from Figure 8.6 that the three transducers produce different shape time domain signals and this was investigated. The wedge and Harnik type probes cannot be expected
Time domain signals for square contact area Kornik-type probes:
a. Pulse at normal incidence,  b. Pulse parallel to disc
for a broadband Rayleigh wave pulse with centre frequency of 1 MHz.

FIGURE 8.5.
Time domain signals for Rayleigh wave pulses on an aluminum block:
a. Transducer positions. Pulse reflected from corner as given by:
b. Wedge transducer (pulse-echo mode), c. Harnik-type probe, made by author,
d. Prototype Harnik probe.
Time domain signals for the same Rayleigh wave pulse on an aluminium block in the same position as given by:

a. Prototype Harkik transducer, b. Harkik-type transducer built by the author, c. Harkik type transducer, built by author and used with an 8 ohm resistance in parallel with the disc.

FIGURE 8.7.
to have the same time domain signals as the wedge transducer measures a pulse that has been mode converted and passed through the wedge. However two Harnik-type probes could be hoped to give similar signals.

The D.C. resistance across the transducer leads of the two Harnik probes was measured and in the case of the prototype probe a resistance of 12 ohms was measured and in the case of the author's probe, a resistance of over 20,000 ohms was measured. The only difference between the two probes was in the quantity of tungsten powder used. The resistance across the prototype probe block was then measured and found to be similar to that across the leads. It was therefore concluded that the block was conducting and acting as a resistance in parallel with the disc.

This idea was tested using an 8 ohm resistance in parallel with the disc in the author's probe. The resulting time domain signals from these measurements are shown as Figure 8.7. It is therefore concluded that when the original probe was made the concentration of tungsten powder used was such as to give a conducting backing block of low resistance, which caused the pulse shape in effect to be differentiated.

8.3 Introductory Rayleigh wave experiments.

This section describes the series of experiments which were performed using a wedge probe in pulse-echo mode, prior to the main experiments which test the results of the numerical models, given in Section 7, and these are described in Section 8.4.

a. Wedge transducer in pulse-echo mode on a quarter space.

A wedge probe on an aluminium block is shown as Figure 8.8, and the basic arrangement of the experimental system is shown in the diagram given as Figure 8.9, which includes the time domain signal with its spectrum for the configuration shown in Figure 8.8.

The quarter space is the simplest configuration for which pulse-echo measurements can be made. However, when only a single transducer is used, a reference signal can only be provided by that reflected on a configuration such as the quarter space. Some of the possible problems associated with the use of a reference reflected signal are now considered.
A wedge transducer on an aluminium block with a down step, in pulse-echo mode.

**FIGURE 8.8.**

To investigate the effect of transducer alignment with a corner, a series of measurements were made on a quarter space with angles of incidence from 80° to 100° and the time domain signals were plotted every 21°, and these are shown in Figure 8.10. It is seen from the signals in Figure 8.10 that there is a region of about 21° which gives a uniform response for measurements made at a distance of 30 mm.

In all experimental ultrasonic measurements, where the reflected time domain signal is to receive further analysis, amplification or to be digitally recorded, a time gate is used to select the section of signal of interest. However, in the case of the application of spectral analysis the correct position and length of the gate is important as a gate position or length error will distort the resulting spectrum. If the gate is too narrow the end of the signal can be lost or if it is too wide, background noise is introduced which distorts the spectrum.

The effect of the gate applied to the time domain signal is
Experimental system for pulse-echo measurements using a wedge transducer, showing time domain signal and spectrum for reflected pulse on an aluminium quarter space.

FIGURE 8.9.
Angle of incidence.

Time domain signals for a wedge transducer on aluminium for pulses reflected at a 90° corner, for angles of incidence from 80° to 100°.

FIGURE 8.10.
illustrated by the time domain signals and spectra for pulses on a quarter space with a wide and with a narrow gate, as shown in Figure 8.11. The optimum setting for the gate width and position can only be established by the operator making a series of measurements.

A further variable parameter in practical measurements is that of couplant thickness. It is important that enough couplant is used to give good signal transfer but that the layer is kept thin. It is also important, in the case of single probe transducer measurements, that a constant couplant thickness can be achieved if measurements are to be made on several test blocks and pulse amplitudes are to be compared.

There are therefore several problems which limit the use of single probe pulse echo measurements, some of which can be overcome by the use of a guide on the test block to give transducer alignment, making a series of measurements to set the gate width and position and the use of a clamp to give a constant loading and couplant layer for the transducer.

b. Two transducer methods on the quarter space.

The problem of the lack of a reference signal which is experienced in single transducer measurements can be overcome by the use of a receiving transducer placed between the transmitter and the corner of target. The receiving probe then measures the transmitted signal as it passes before interaction and the reflected signal after scattering.

The effect on the signals on a quarter space, by the introduction of a Harnik type probe was investigated. The pulse-echo signal of a wedge transducer was measured and it was then measured when a Harnik type transducer had been put in position. The resulting time domain signals are shown as Figure 8.12. The time domain signals on a quarter space as given by a wedge transducer and Harnik type probes are shown in Figure 8.6.
Time domain signals and spectra for pulses on an aluminium quarter space; a. when using a wide gate (about 5 μsec.)
b. when using a narrow gate (about 1.2 μsec.)

FIGURE 8.11.
Time domain signals for pulses on a quarter space, as given by a wedge transducer in pulse-echo mode; a. in normal pulse-echo, b. when an Harnik-type transducer is placed in position for use in two probe mode.

FIGURE 8.12.
8.4 Experimental measurements with Rayleigh waves.

This section describes the main series of experiments that were performed using two probes, a wedge transducer as transmitter and a Harnik type probe as receiver, and to provide experimental results to test those given by the numerical models and presented in Section 7.

The basic method used in the experiments is described in Section 8.4.1. The configuration upon which measurements were made are shown in Figure 8.13, and each is considered in Sections 8.4.2 to 8.4.7. The range of experimental blocks available in the present study included some of those used by Morgan (1973).

![Geometries on which experimental measurements were made using Rayleigh wave pulses with 1 MHz centre frequency.](image)
8.4.1 Basic two probe experimental method.

The experiments described in Sections 8.4.2 to 8.4.7 all use the basic two probe methods with a wedge transducer as the transmitter and a Harnik type probe as the receiver, in either a reflection or a through-transmission mode. The basic transducer arrangements and the experimental system used are shown in Figure 8.14. The pulse generator, wideband gate, amplifier, spectrum analyser, the oscilloscopes and plotter are all part of the Central Ultrasonics Test Equipment of the Research Group in Ultrasonics and they have been described by Morgan (1973) and Weight (1975) and they are shown in the photograph shown as Figure 8.1.

The thyristor pulse generator is adjusted to give short time domain pulses, of length about 1 μsec, using a voltage of up to about 1,000 volts, with a pulse rate of about 750 per second. The transmitting, wedge type, transducer and the receiving probe, of Harnik type, are placed on the test block in either the reflection mode, which is shown as Figure 8.14a, or the through transmission mode, which is shown as Figure 8.14b. The received signals are then passed through the system shown as Figure 8.14. In the present study the wedge transducer had a pulse centre frequency of 1 MHz and the thickness of the disc in the Harnik probes was for a 10 MHz resonant frequency.

In the reflection mode the probe detects both the input and the reflected pulses so direct comparisons can be made. However in the through transmission mode only transmitted signals are detected so the system requires to be calibrated by measuring the input pulse and then moving the receiving probe to the through transmission position to measure the transmitted pulses.

The basic time domain signals, which are proportional to the free surface displacements, are displayed on an oscilloscope. The basic signal can be plotted on paper and or used to give a spectrum with the spectrum analyser, which can also be plotted.

The system shown in Figure 8.14 can be used in several ways to provide data to test the numerical models and this can be based on measurements in either the spatial or frequency domains. The available methods are illustrated by considering their application to study pulses on a quarter space.
Experimental system for two probe measurements; With system transducers in a. Reflection mode, b. Through-transmission mode.

FIGURE 8.1d.
a. Time domain measurements.

The reflected pulse on a quarter space can be measured by using the system in the arrangement shown as Figure 6.14a and using the wideband amplifier to give a constant maximum peak to peak signal for both the input pulse and the reflected signal.

The gate is used to select the input pulse and the amplifier setting is adjusted to give a convenient peak to peak amplitude on the oscilloscope. The amplifier setting, which is calibrated in decibels, is noted (I dB).

The gate is then moved to select the reflected pulse and the amplifier setting is again adjusted to give the same pulse peak to peak amplitude as for the input pulse. The amplifier setting is again noted (R dB). The amplifier settings are then used to calculate a reflection coefficient.

The transmitted pulse on a quarter space can be measured by using the system in the arrangement shown as Figure 3.14b, with the receiving probe on the other surface to the wedge transducer.

In transmission measurements, the input pulse is first measured with the receiving probe in the same position as for the reflected signal. The amplifier is adjusted, as for the reflection measurements, and the amplifier setting (I dB) is noted.

The probe is then moved to the second surface and reclamped with the same pressure to give the same couplant thickness. The gate is then adjusted to select the transmitted pulse and the amplifier setting is adjusted to give the same peak-to-peak amplitude for the pulse as the input pulse, and the amplifier setting (T dB) is noted. The amplifier settings are then used to calculate a transmission coefficient.

b. Spectral measurements.

The method used to give scattering coefficients based on time domain signals has one very large weakness in that it is difficult to compare two signals when they have different shapes. If however the spectra are obtained comparison is made much easier.

The procedure used to measure signals, so that scattering coefficients can be calculated from the spectra, is similar to that used for time domain measurements except that the amplifier
is adjusted with reference to the spectral amplitude at one frequency in the spectrum for each measurement. A range of measurements can therefore be made at different frequencies with the transducers in the same positions.

From the values for the amplifier settings, reflection and transmission coefficients can be calculated.

c. The calculation of transmission and reflection coefficients.

The data required for the calculation of transmission and reflection coefficients are the amplifier settings, which are given by the methods set out as a. and b. above.

The amplifier settings give a measure of the pulses on a logarithmic decibel (dB) scale so that the scattering coefficients are not just simple ratios.

The reflection coefficient is calculated from the amplifier settings of I d' and R d' for the input and reflected pulses respectively.

\[ R - I = (-)X \text{ dB} \] 8.4.1

where X is the drop in signal level, measured in dB.

The reflection coefficient \( (R_c) \) is given by;

\[ R_c = \text{antilog}\left[\frac{-X}{I}\right] = \text{antilog}\left[\frac{-Y}{I}\right] \] 8.4.2

where \( Y = \frac{X}{I} \),

and hence;

\[ R_c = \text{antilog} \left( \frac{T}{1} + (1 - Y) \right) \] 8.4.3

A similar procedure is used to calculate the transmission coefficient \( (T_c) \), with T replacing R in equations 8.4.1 to 8.4.3.

d. Background noise.

In the practical measurements on test blocks it has been found that there is a lot of background noise which is recorded in the time domain signals. These pulses are due to resonance and body waves in both the wedge transducer and the test block.

The noise level in the time domain signals can be reduced by between 5 and 10 dB by the use of a damping material, such as plasticine, on the top and front surfaces of the wedge and on all the test block faces which are not used for measurements.
8.4.2 Rayleigh waves on half-spaces.

The propagation of Rayleigh waves on a smooth surface was investigated and both the pulse amplitude and shape were recorded. A wedge transducer was clamped to an aluminium bar with a smooth surface. The bar had a cross section of 30 by 100 mm and was 300 mm long, which when used with pulses of 1 MHz Rayleigh waves which have a wavelength of about 2.9 mm gives a good approximation to a semi-infinite half-space.

A guide rail was set beside the wedge transducer and a Harnik type probe was moved along the rail to give measurements of the pulse shape and amplitude with distance.

It was found that for distances up to about 100 mm (about 34 wavelengths) the pulse shape remained constant with the amplitude varying within ± dB. The largest errors in the system were those due to coupling the receiving probe and then moving it and recoupling.

8.4.3 Rayleigh waves on quarter spaces.

The quarter space is the simplest configuration for which reflection measurements can be made and it is one of the configurations used to give reference signals in pulse-echo mode.

The pulses on a quarter space were investigated by a series of measurements which were made with a 1 MHz short-pulse wedge transducer as the pulse transmitter and in the two probe measurements, Harnik-type probes as the receivers. The transducers used are considered in detail in Section 8.2.1.

a. Preliminary measurements.

A wedge transducer was placed in pulse-echo mode, using the system as shown in Figure 8.9, on an aluminium block with a new 90° corner. The reflected pulse time domain signals were then measured at several points along the edge and the signals measured at four points are shown as Figure 8.15a.

A series of measurements were then made on three different aluminium blocks with corners that were a. sharp, b. slightly rounded and c. with a corner that had a radius of about 2½ mm. The resulting spectra were plotted and are shown as Figure 8.15b. It is seen from the spectra, shown as Figure 8.15b, that as the
Time domain signals and spectra for pulses measured on aluminium quarter spaces in pulse-echo mode; a. Signals at four positions along a sharp edge with a 5 μsec gate. b. Spectra on spaces with A. Sharp, B. Slightly rounded, C. 2½ mm radius corners.

**FIGURE 8.15.**
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Time domain signal (a) and spectra (b) for input pulse and reflected pulse on an aluminium quarter space.

FIGURE 8.16.
radius of the corner is increased, the high frequency components, with wavelengths greater than about twice the radius of the corner are not reflected.

b. Transmission and reflection coefficients on quarter spaces.

Following the preliminary pulse-echo measurements, a series of sets of readings based on both amplitude and spectral signals were made to determine the transmission and reflection coefficients.

The basic method used was that set out in Section 8.4.1 with the system being used in both reflection and transmission mode, as shown in Figure 8.14. In the case of measurements in reflection mode the time domain signals and spectra for an aluminium block are shown as Figure 8.16.

The reflected pulses were measured on both aluminium and steel blocks and used to calculate the coefficients shown in Table 27. The transmitted pulses were also measured on both aluminium and steel blocks, but in the case of the measurements on steel the pulses suffered considerable distortion and attenuation due to surface roughness so only the aluminium results were used to calculate a transmission coefficient and this is shown in Table 27.

<table>
<thead>
<tr>
<th>Material</th>
<th>Reflection coefficient</th>
<th>Transmission coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aluminium</td>
<td>0.37 ± 0.05</td>
<td>0.60 ± 0.1</td>
</tr>
<tr>
<td>Steel</td>
<td>0.43 ± 0.05</td>
<td>-</td>
</tr>
</tbody>
</table>

 Transmission and reflection coefficients for pulsed Rayleigh waves at 1 MHz on steel and aluminium.

**TABLE 27.**

The larger errors were given for the transmission coefficient because the probe, when used to measure these signals, has been moved and recoupled after the measurement of the input pulse.

The experimental results are considered further and compared with those of the numerical models, which are presented in Section 7, and those of previous workers, in Section 9.3.
8.4.4 Rayleigh waves on three-quarter spaces.

Measurements were made on aluminium blocks to determine transmission and reflection coefficients for a three-quarter space, which is a 270° corner at the intersection of two free surfaces.

The scattering of Rayleigh waves, on three-quarter spaces, was investigated using the two transducer reflection and transmission methods, which are shown as Figure 8.14, and which are described for a quarter space in Section 8.4.3.

The measurements on three quarter spaces were restricted to blocks with sharp 270° corners as it was found that there was no reflected signal and there was less mode conversion to shear waves on blocks with even slight rounding at the corner.

The transmission and reflection coefficients were calculated from the pulse amplitude data for time domain signals and spectra for waves on aluminium blocks and average values are given as Table 28.

<table>
<thead>
<tr>
<th>Reflection coefficient</th>
<th>Transmission coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>≤0.10 ±.03</td>
<td>0.20 ±.05</td>
</tr>
</tbody>
</table>

Reflection and transmission coefficients for aluminium three-quarter spaces, measured with pulses with 1 MHz centre frequency.

Table 28.

The experimental results, presented as Table 28, are considered further and compared with those for the numerical models, which are presented in Section 7, and those of previous workers, in Section 9.4.

8.4.5 Rayleigh waves at down steps.

The down step is the simplest configuration which has a characteristic dimension and measurements were made to investigate the reflected and transmitted pulses.

A set of steps in aluminium blocks were made with depths up to 18 mm. The depths were measured with a travelling microscope and they were found to have depths along the step that were constant to ±.005 mm.
A. Preliminary measurements.

A wedge transducer with a 1 MHz (3 mm wavelength) centre frequency was placed on an aluminium block with a down step, of about 1.5 mm, in pulse-echo mode, at a range of 30 mm from the top of the step. The resulting reflected time domain signal is shown as Figure 8.17 together with the reflected signal for a quarter space measured with the same transducer at the same range. In Figure 8.17 the quarter space signal is shown with the time axis X2 compared with the down step signal.

It is shown in Figure 8.17 that the down step reflected pulse is more complex than that for a quarter space but the signals from the 90° and the 270° corners cannot be resolved in the time domain. It is found for steps with depths up to about 1.75 wavelengths, even with short pulses, that the reflected pulse is a mixture due to the interactions at the 90° corner, on the vertical free surface, and at the 270° corner.

b. Transmission and reflection coefficients.

Measurements were made in the two probe reflection and through transmission modes, shown in Figure 8.14, for a series of down steps to cover a range of step height to wavelength ratios up to 2. The details of the experimental methods are presented in Section 8.4.1.

It was found that when amplitude data was used to calculate reflection and transmission coefficients there were large variations at a given step height to pulse centre wavelength ratio. However this scatter in the results could be reduced by using spectral amplitude data at a series of frequencies for each step.

Measurements were made in the range of frequencies from 0.75 to 2.0 MHz for a range of steps and the resulting transmission and reflection coefficients are shown as Figure 8.18.

From the experimental points plotted in Figure 8.18 it is seen that for the reflection coefficient plotted against step height, in wavelengths, there is an indication of a peak in the region about 0.6 h/λ and a trough in the region near 0.9 h/λ. The general shape of the relationship is shown by the dashed line. It is also seen in Figure 8.18 that there is significant scatter in the results for values of h/λ above about 0.65.

For the case of the results for the transmission coefficients which are also shown in Figure 8.18, it is seen that the values of
Time domain signals for the same Rayleigh wave pulse, reflected from:

a. a half wavelength down step (1.5 mm deep)

b. a 90° corner. (For trace b, the time axis is expanded X2)

FIGURE 8.17.
Experimental transmission and reflection coefficients for down steps on aluminium blocks, plotted against the step height to wavelength ratio, measured in two probe reflection mode with input pulses of 1 MHz centre frequency.

**FIGURE 8.18.**
the coefficient reduce as the step height to wavelength ratio value increases, with a small hump in the general trend, which is shown as a dashed line, in the region of \( \frac{0.75}{h} \).

The results shown as Figure 8.18 are considered further and compared with the numerical results and those of previous studies in Section 9.5.

6.4.6 Rayleigh waves at up steps.

The up step is a vertical rise, which when combined with a down step forms an open slot. Therefore the study of the waves at an up step should provide an understanding of those which occur at the up side of a wide slot.

a. Reflection measurements.

The two probe method that was used for the three-quarter space, which is described in Section 8.4.4, was used to measure the reflected and input pulses for a series of different height up steps and the resulting reflection coefficients were the same as that for an aluminium three-quarter space, which is given in Table 28.

b. Transmission measurements.

The transmitted pulses at up steps were investigated using the probe arrangement shown in Figure 8.19a, and the system in the configuration shown in Figure 8.14.

The time domain signals given by the Harnik-type probe at a series of positions on the upper surface at several shallow up-steps. It was found that at the top of the step there was a pulse with a complex time domain shape and that the energy in this pulse increased at the probe was moved away from the corner. The path by which the energy was reaching the upper surface was investigated by placing damping material on the surface of the test block at the corner to remove the Rayleigh wave component. Energy was still detected on the upper surface and a pulse was found to grow as the probe moved away from the corner.

To test the idea that energy was reaching the upper surface after mode-converting into a shear wave and passing through the bulk material and then re-mode-converting at the upper surface, measurements were made on a 6mm (2 wavelengths at 1MHz) up-step.
Experimental Rayleigh wave pulses at up steps. a. Basic transducer arrangement. Time domain signals for transmitted pulses at 6 mm steps on aluminium blocks, for pulses with a 1 MHz centre frequency. b. For R at point B, 10 mm from corner. c. for R at point C, 5 mm from corner. d. For R at top of corner.

**FIGURE 6.19.**
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With the probe arrangement shown in Figure 8.19a the time domain signals received by the Harnik-type probe in positions B, C, and D were plotted and they are shown as Figure 8.19 b, c, & d. At the point B two pulses of Rayleigh waves are detected. When damping material was placed at the $90^\circ$ corner the pulse $R$ was removed from the signal recorded at point B. At the point C, which was a distance of about 5 mm from the corner, the body wave, which reconverges to a Rayleigh wave, was lost from the recorded time-domain signal. At the point D a complex signal is recorded.

The point where the mode-converted signal was detected, measured from the top of the step, was detected for pulses on blocks with deep steps and the resulting distances along the top surface, with the step height are shown as Table 29.

<table>
<thead>
<tr>
<th>Step in mm.</th>
<th>Point where mode converted pulse detected.</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>5 mm</td>
</tr>
<tr>
<td>12</td>
<td>9 mm</td>
</tr>
<tr>
<td>18</td>
<td>15 mm</td>
</tr>
</tbody>
</table>

Distance from top of step where mode converted pulse pulse was detected on upper surface, using a pulse with 1 MHz centre frequency on aluminium blocks.

**TABLE 29.**

The results for pulses of Rayleigh waves at up steps are considered further and compared with those of the numerical models and previous studies, in Section 9.6.

8.4.7 Rayleigh waves at open slots.

The open slot is an idealised crack configuration and so the results from its study should provide a base for the understanding of the scattering of Rayleigh waves by real features.

a. Preliminary measurements.

A wedge transducer with a 1 MHz centre frequency was used in pulse-echo mode, with the experimental system shown in Figure 8.9.
to give the time domain signals for the pulses reflected at 90° corners and a 1.01 mm deep and .85 mm wide open slot. The resulting time domain signals are shown as Figure 8.20. For slots with depths up to about 1.5 wavelengths, even with short pulses, it is not possible to resolve the scattering centres in the time-domain signals and because of the pulse-shape changes on reflection, there is considerable scatter in reflection coefficients based on amplitude data.

b. Slot depth measurement.

The depth of a slot normal to a free surface can, at least in principle, be determined by measurements of the reflected and transmitted pulses. However in practice amplitude based measurements are subject to large experimental errors (up to about 20%).

A method of depth measurement which is not subject to amplitude errors is to measure the travel time of the mode-converted shear wave from the slot tip. (after Silk 1976) A further method is to detect the pulse on the upper surface and measure the distance from the corner where the shear pulse vanishes. This is using the results of the up step measurements, given in Table 29 to calibrate the depth of the feature. The distance from the top of a slot where the shear wave mode conversion was detected was used to measure the depth of a known 5 mm deep and 1 mm wide slot. The results are presented as Table 30.

<table>
<thead>
<tr>
<th>Actual slot depth</th>
<th>Shear wave detected, distance from slot</th>
<th>Depth from up step results</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 mm</td>
<td>4.5 mm</td>
<td>5.4 mm ± .5</td>
</tr>
</tbody>
</table>

Depth of a slot measured using mode conversion point of a shear wave from slot tip, with up-step calibration.

**TABLE 20.**

The results for open slots are considered further, together with those from the numerical models and previous studies, in Section 9.7.
Experimental pulses of Rayleigh waves measured on aluminium blocks in pulse-echo mode with a wedge transducer of 1 MHz centre frequency; For the reflected pulse on, a. a quarter space. b. from a 1.01 mm deep and 0.85 mm wide open slot.
9.1 Introduction.

This section reviews both the numerical model results, which are presented in Section 7, and the experimental measurements, which are presented in Section 8, made in the present study and compares the results with those of previous studies, where they exist.

The configurations considered in this section are shown in Figure 9.1, which also indicates the section in which they are considered.

Based on the experience gained with Rayleigh waves in the present study the author proposes, in Section 9.11, a development of the methods for defect characterisation using Rayleigh waves which makes use of the new transducer invented by Harnik (1977) and used by the author in the present study.

Configurations for which Rayleigh wave propagation and scattering have been investigated in the present study.

FIGURE 9.1.
9.2 Rayleigh waves on half-spaces.

The half-space or free surface, is a configuration on which Rayleigh wave propagation is of prime importance. This is because it is one of the few cases for which Rayleigh wave propagation is described analytically and experimentally. The successful modelling of waves in this configuration is therefore a prerequisite for the modelling of all other configurations.

a. Analytical theory.

The basic theory which has developed from the work of Lord Rayleigh (1875) specifies that for a homogeneous, isotropic half-space the propagation of a Rayleigh wave pulse is non-dispersive. This results in the propagation of a pulse the shape of which does not change with distance travelled.

An introduction to the analytical theory for the case of harmonic Rayleigh waves was given in Section 2.3, with extensions to pulse theory being made in Section 4.4.1 and Appendix H.

b. Experimental results.

In the present study a series of experimental measurements were made and these are reported in Section 8.4. For aluminium blocks with smooth surfaces it was found that with 1 MHz centre-frequency pulses of Rayleigh waves the waves would travel over distances up to about 10 cm (about 4 wavelengths) with no systematic attenuation or pulse-shape change. It was found that in this region that larger changes in pulse amplitude occurred due to coupling errors than due to attenuation.

For pulses of ultrasound it is found that typical values for attenuation are of the order of 0.02 to 0.06 dB per mm. In the present study over distances of about 10 cm, a drop in signal amplitude of 5 to 6 dB was measured.

When longer wavelengths are used, pulses will propagate over rough surfaces, as is shown in the work by Cole (1977) who used electromagnetically induced Rayleigh waves at between 25 and 35 kHz on hot billets.

c. Numerical results.

The results of previous numerical work by Kunasinghe (1973), for the propagation of a Ricker-type pulse of Rayleigh waves on a half-space, has shown that when using a pseudo-node formulation
for the boundary nodes, at 35 nodes per wavelength, that for
distances up to 5 wavelengths, in the first half-wavelength below
the surface, amplitude errors in the wavenumber spectrum appear
to be random and in the range of wavenumbers from 0.5 to 2. K/K_<sub>0</sub>
they were found to be less than 2 %.

It has been found by Munasinghe (1973) that the higher
frequency components in the pulse move at a velocity lower than
the Rayleigh wave velocity and the velocity error against frequency
curve is shown as Figure 9.2. It has also been found, by other
workers and in the present study, that when using the pseudo-node
formulation for the boundary conditions that the larger distortions
occur in the vertical component of displacement.

![Velocity error graph](image)

Velocity error found in range of normalised wave number values by
Munasinghe (1973), using pseudo-node scheme.

**FIGURE 9.2.**

In the present study two numerical models of Ricker-type
pulses on half-spaces were produced. The first model, the results
from which are presented in Section 7.2.1, used the same pseudo-
node formulation for boundary nodes as Munasinghe (1973) and the
second model, the results from which are presented in Section
7.3.1, used the new composed second order formulation for
the boundary nodes, after Ilan and Loewenthal (1976).

Using the pseudo-node scheme it was found that the errors
in the present study at 32 nodes per wavelength were much the
same as those reported by Munasinghe (1973) when using 35 nodes
per wavelength. For the model runs performed using 16 nodes per
wavelength the results of spectral measurements were found to be
very inaccurate. It was also found that there were changes in
pulse spatial shape that only remained within 10% of the value for the corresponding point on the input pulse up to about 100 iterations. The errors of all types were found to increase when higher Poisson's ratio material data were used.

Using the new composed second order formulation for the boundary nodes and 16 nodes per wavelength it was found that the pulse shape changes were minimal over distances up to about 4.5 wavelengths, for which measurements were made. Over this distance it was also found that the pulse position, compared with that calculated from the wave velocity and the model time increment, were in agreement to better than 0.5%, and the obvious lag present in pseudo-node models was absent.

Conclusions.

The numerical model produced in the present study, using the new composed formulation for the boundary nodes has been found to give non-dispersive propagation of pulsed Rayleigh waves using half the number of nodes per wavelength, 16 as compared with 32, required in previous studies. This results in the use of a quarter of the number of nodes for a model of the same size half-space, measured in wavelengths. Also the new second order scheme gives the pulse distance travelled in much better agreement with that given by the wave velocity and the model time increment, within 0.5%, and without the pulse position lag found with pseudo-node schemes.

The model with the new composed formulation for the boundary nodes provides a model that will give nondispersive propagation of pulses over distances of the same order as those for experimental measurements.

2.3 Rayleigh waves on quarter spaces.

The quarter space configuration has a 90° corner at the intersection of two free surfaces. The propagation and scattering of Rayleigh waves on quarter spaces has been considered by a number of workers and a summary of their results, with those of the present study, are presented as Table 31.

The values given for the reflection and transmission coefficients that are presented in Table 31 are plotted against Poisson's ratio and shown as Figure 9.3. The symbols used in Figure 9.3 to indicate the source of a result are the first letters...
<table>
<thead>
<tr>
<th>Source.</th>
<th>Poisson's ratio</th>
<th>Transmission coefficient</th>
<th>Reflection coefficient</th>
<th>% mode conv. loss</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>a. Theoretical</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mal &amp; Knopoff (1966)</td>
<td>0.25</td>
<td>0.46</td>
<td>0.40</td>
<td>63</td>
</tr>
<tr>
<td>Viswanathan et al (1971)</td>
<td></td>
<td>0.76</td>
<td>0.56</td>
<td>12</td>
</tr>
<tr>
<td>Viswanathan &amp; Roy (1973)</td>
<td></td>
<td>0.34</td>
<td>0.56</td>
<td>58</td>
</tr>
<tr>
<td><strong>b. Experimental</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>de Bremaeker (1958)</td>
<td>0.17</td>
<td>0.63 ± 0.06</td>
<td>0.38 ± 0.04</td>
<td>46</td>
</tr>
<tr>
<td>Knopoff &amp; Gangi (1960)</td>
<td>0.266</td>
<td>0.73 ± 0.02</td>
<td>0.27 ± 0.02</td>
<td>41</td>
</tr>
<tr>
<td>Viktorov (1962)</td>
<td>0.34</td>
<td>0.70</td>
<td>0.65</td>
<td>10</td>
</tr>
<tr>
<td>Pilant et al (1964)</td>
<td>0.25</td>
<td>0.67</td>
<td>0.25</td>
<td></td>
</tr>
<tr>
<td>Haydl (1974)</td>
<td></td>
<td>0.64</td>
<td>0.36</td>
<td></td>
</tr>
<tr>
<td>Cuozzo et al (1977)</td>
<td>0.2</td>
<td>-</td>
<td>0.25</td>
<td></td>
</tr>
<tr>
<td>&quot;</td>
<td>0.34</td>
<td>-</td>
<td>0.33</td>
<td></td>
</tr>
<tr>
<td>&quot;</td>
<td>0.34</td>
<td>-</td>
<td>0.35</td>
<td></td>
</tr>
<tr>
<td>&quot;</td>
<td>0.36</td>
<td>-</td>
<td>0.30</td>
<td></td>
</tr>
<tr>
<td>Present study</td>
<td>0.29</td>
<td>-</td>
<td>0.43 ± 0.05</td>
<td></td>
</tr>
<tr>
<td><strong>c. Numerical</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alsop &amp; Goodman (1972)</td>
<td>0.25</td>
<td>0.645</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Munasinghe &amp; Farnell (1973)</td>
<td>0.245</td>
<td>0.64 ± 0.02</td>
<td>0.36 ± 0.02</td>
<td>45</td>
</tr>
<tr>
<td>Cuozzo et al (1977)</td>
<td>0.17</td>
<td>0.67 ± 0.03</td>
<td>0.26 ± 0.02</td>
<td></td>
</tr>
<tr>
<td>&quot;</td>
<td>0.25</td>
<td>0.72 ± 0.03</td>
<td>0.27 ± 0.02</td>
<td></td>
</tr>
<tr>
<td>&quot;</td>
<td>0.34</td>
<td>0.72 ± 0.03</td>
<td>0.42 ± 0.03</td>
<td></td>
</tr>
<tr>
<td>Present study (pseudo-node model)</td>
<td>0.24</td>
<td>0.65 ± 0.05</td>
<td>0.39 ± 0.05</td>
<td>43</td>
</tr>
<tr>
<td>(full results are )</td>
<td>0.29</td>
<td>0.47 ± 0.05</td>
<td>0.56 ± 0.05</td>
<td>47</td>
</tr>
<tr>
<td>(given in Table 15)</td>
<td>0.34</td>
<td>0.64 ± 0.05</td>
<td>0.49 ± 0.05</td>
<td>35</td>
</tr>
<tr>
<td>(Section 7.2.2. )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Present study (Second order model)</td>
<td>0.24</td>
<td>0.57 ± 0.05</td>
<td>0.43 ± 0.05</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td>0.34</td>
<td>0.59 ± 0.05</td>
<td>0.47 ± 0.05</td>
<td>44</td>
</tr>
</tbody>
</table>

Transmission and reflection coefficients on quarter spaces.

**Table 31.**
Experimental and numerical transmission and reflection coefficients for Rayleigh waves on quarter spaces. Results are shown without uncertainty which is up to about ± 0.5 on all results.

FIGURE 9.3
of the name of the author of the source paper.

a. Analytical studies.

Although, as was shown in Section 2.4.2, there have been several attempts to provide an analytical description of the scattering of Rayleigh waves on quarter spaces and calculate scattering coefficients, no full solution has been provided. In a recent paper by Ottaviarni (1971) she has commented that the analytical solution of Rayleigh waves on a quarter space presents almost insurmountable difficulties.

The weaknesses in the analytical theory are due to the complications that scattering occurs not only at the corner but also at a section of the vertical surface to a depth of about two wavelengths. Also at the actual corner, the boundary conditions for both free surface apply, which causes the problem to be over conditioned.

b. Experimental studies.

The previous studies on the quarter space fall into two groups which are firstly, those which make amplitude measurements to calculate scattering coefficients and, secondly, those which visualise the waves in transparent models.

From the results of the amplitude measurements, listed in Table 31 and shown on Figure 9.3, it is seen that there is considerable scatter. Also direct comparisons between the results of the different studies is complicated by the different methods and materials used.

From the results of the present study, as reported in Section 8, it was found that scatter can be introduced into the results by such factors as transducer alignment and the sharpness of the corners.

From the visualisation studies, such as that by Hall (1976), it is seen that the basic pattern for the mode converted pulses was compressional and shear waves, which radiate from the corner, PS waves which are due to the mode conversion of the compressional wave at the free surface and transmitted and reflected pulses of Rayleigh waves.

In only one study, that by de Bremaecker, was an estimate of the energy in each of the shear and compressional waves made, and he gave figures of 26 % and 23 % of the input pulse energy in the shear and compressional waves respectively.
c. Numerical studies.

There have been several models produced for Rayleigh waves on quarter spaces and the results of these are presented in Table 31.

Two of the previous models have considered semi-continuous Rayleigh waves and these are the finite element study by Alsop and Goodman (1972), which provided a transmission coefficient, and the finite difference pseudo-node study by Cuozzo et al (1977), who produced the curves for reflection and transmission coefficients against Poisson's ratio which are shown in Figure 9.3.

The only previous study of pulsed Rayleigh waves is that by Munasinghe (1973) who only calculated coefficients with polystyrene $\sigma = 0.24$ data.

In the present study two computer models were produced, one using pseudo-node formulations after Munasinghe (1973) and one with a second order formulation after Ilan and Loewenthal (1976).

The pseudo-node scheme was used to calculate coefficients for a range of material data with Poisson's ratios from 0.2 to 0.36 which are shown in Table 15. It is found that the main factors which influence the results are the basic finite difference formulation, the number of nodes per wavelength used, the size of the pulse, the distance travelled before the corner and the Poisson's ratio of the data used. It is also found that the errors are larger for higher Poisson's ratios and that the larger errors are found in the vertical component of displacement.

The second order scheme was used with 16 nodes per wavelength, as opposed to the 32 nodes per wavelength used with the pseudo-node scheme, to calculate coefficients with polystyrene and aluminium data. The results for the two schemes were found to have overlapping error bands. The second scheme achieved considerable savings in computer time.

d. Conclusions.

The general pattern of scattered waves on quarter spaces is now well established and confirmed by the results of the present study.

Although there is considerable scatter in the results for quarter spaces, both in previous and the present study, it is now possible to provide a model of this interaction and with further model and experimental measurements it would appear that scattering coefficients can be established.
The three-quarter space is two free surfaces which intersect at a 270° corner. There have been several studies of this configuration and they have used analytical, experimental and numerical methods.

The results for the transmission and reflection coefficients for Rayleigh waves on three quarter spaces are presented as Table 32, and the results are plotted against Poisson's ratio in Figure 9.4. The point plotted in Figure 9.4 are identified by the first letter of the name of the author of the source paper given in Table 32.

<table>
<thead>
<tr>
<th>Source.</th>
<th>Poisson's ratio</th>
<th>Transmission coefficient</th>
<th>Reflection coefficient</th>
<th>% mode conv. loss.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Knopoff &amp; Gangi (1960)</td>
<td>0.266</td>
<td>0.28</td>
<td>0.1</td>
<td>91</td>
</tr>
<tr>
<td>Mal &amp; Knopoff (1965)</td>
<td>0.25</td>
<td>0.25</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Munasinghe &amp; Farnell (1973)</td>
<td>0.245</td>
<td>0.28</td>
<td>0.09</td>
<td>91</td>
</tr>
<tr>
<td>Guozzo et al (1977)</td>
<td>0.17</td>
<td>0.16±0.02</td>
<td>0.09±0.01</td>
<td></td>
</tr>
<tr>
<td>&quot;</td>
<td>0.25</td>
<td>0.15±0.02</td>
<td>0.11±0.01</td>
<td></td>
</tr>
<tr>
<td>&quot;</td>
<td>0.34</td>
<td>0.13±0.02</td>
<td>0.15±0.02</td>
<td></td>
</tr>
<tr>
<td>Present study (Experimental)</td>
<td>0.34</td>
<td>0.20±0.05</td>
<td>0.10±0.03</td>
<td></td>
</tr>
<tr>
<td>Present study (pseudo-node scheme)</td>
<td>0.24</td>
<td>0.24±0.03</td>
<td>0.09±0.03</td>
<td>93</td>
</tr>
<tr>
<td>Present study (second order scheme)</td>
<td>0.34</td>
<td>0.22±0.03</td>
<td>0.10±0.03</td>
<td>94</td>
</tr>
<tr>
<td>Present study</td>
<td>0.24</td>
<td>0.22±0.03</td>
<td>0.09±0.03</td>
<td>95</td>
</tr>
</tbody>
</table>

Transmission and reflection coefficients on three-quarter spaces.

| TABLE 32. |
Reflection and transmission coefficients for Rayleigh waves on three-quarter spaces plotted against Poisson's ratio.

**FIGURE 9.4.**
a. Analytical studies.

Several previous studies have considered pulses on a range of wedges, including the 270° corner, but there have been no studies on just 270° corner. There is no previous study which has provided a satisfactory set of scattering coefficients.

b. Experimental studies.

The experimental results of the two studies by Knopoff and others and the present work are in good general agreement and there is far less scatter in the results on this configuration than those on quarter spaces.

c. Numerical studies.

There have been two previous studies using numerical methods and these have both used pseudo-node finite difference methods. That by Cuozzo et al (1977) considered semi-continuous waves with material data for a range of Poisson's ratios, the resulting curves being shown in Figure 9.4, and that by Munasinghe (1973) who considered pulses on polystyrene three-quarter spaces.

The results from the present study are in good agreement with both the previous experimental and the Munasinghe (1973) numerical results. However the Cuozzo et al (1977) results for transmission coefficient are not in good agreement with other workers. The differences between the Cuozzo et al (1977) results and those of other workers may be due to the use of semi-continuous waves or the use of a nonuniform grid in the finite difference calculations.

d. Conclusions.

The results of all studies, with the exception of that by Cuozzo et al (1977), are in good agreement. All work indicates that there are large, about 90%, energy losses from Rayleigh waves at this type of corner which was found to reduce considerably in experimental measurements with even slightly rounded corners.
9.5 Rayleigh waves at down steps.

The down step is the simplest configuration which can be expected to give wavelength dependent scattering. It is a configuration which has been considered in all the fields where Rayleigh waves are of interest and the results of previous studies, together with those of of the present study are shown as Figure 9.5, which considers wavelength to step depth ratios from 0.1 to 1.5.

a. Analytical studies.

Various theoretical studies have attempted to describe the scattering of Rayleigh waves at steps, but it is found that in general satisfactory results can only be given for steps with depth to wavelength ratios less than about 0.1 or much larger than 1.5 which are the limits of interest in the present study.

The study by Mal and Knopoff (1965) has used a Green's function method to calculate a transmission coefficient curve which is found to be in good agreement with experimental results and this is shown in Figure 9.5.

b. Experimental studies.

The results of one previous experimental study, with steps in aluminium blocks, are presented in Figure 9.5, and these are due to Frost et al (1975). It is seen in the results due to Frost et al (1975) and the measurements of reflection coefficients in the present study that there is considerable scatter especially for step height ratios over about 0.6.

There have also been photoelastic visualization studies of pulses scattered at down steps, including that by Dally and Lewis (1968), and it is found that the shape of the scattering coefficient curves are in good agreement with those shown in Figure 9.5 and the scattered pulses of shear and compressional waves are generated at the 270° and 90° corners respectively. The shear wave from the 90° corner is also shown, as is the mode converting compressional wave, the PS wave.
Transmission and reflection coefficients at down steps, with depth measured in wavelengths ($\chi$).

FIGURE 2.5.
c. Numerical studies.

An approximate variational method has been applied by McCarr and Alsop (1967) with the data for Poisson's ratio = 0.4, and this has been found to give quite good results for step depth to wavelength ratios up to about 0.25, but it becomes increasingly inaccurate above this value.

There have been two previous numerical studies using finite difference methods to model Rayleigh waves at down steps. They have both used pseudo-node schemes for the boundary nodes and that by Munasinghe (1973) has used polystyrene data with Ricker type pulses and that by Cuozzo et al (1977) has used quartz data and semicontinuous Rayleigh waves.

The scattering coefficients for the two numerical studies are shown in Figure 9.5 together with three results by Cuozzo et al (1977) for the reflection and transmission coefficients at step depth to wavelength ratio values of 0.6.

The results for the reflection coefficients given by Cuozzo et al (1977), who used semi-continuous waves and a grid that had different size increments in different regions, are consistently low when they are compared with those from previous studies and the results of the present experiments and model results.

d. Conclusions.

It is found that the results by Munasinghe (1973), with polystyrene data, Frost et al (1975) using aluminium blocks and the present study are in general agreement with the major features shown in the experimental measurements being followed in the results of the model. The oscillation, which is found to occur in the end of the reflected pulses in the model with step depths between about 0.6 and 1.0, is found in the experimental pulses and the mode converted shear wave pulses shown in the numerical visualisation plots are in good agreement with the pulses shown in the experimental visualisation studies, such as that by Dally and Lewis (1968).
The up step configuration, although when it is combined with the down step forms a wide open slot, has received little attention in previous studies.

There has been no previous analytical study of the up step and only one model using finite difference methods, that by Cuozzo et al (1977), for semi continuous waves, was found in the literature.

The study by Cuozzo et al (1977) modeled the up step using a pseudo-node boundary node formulation and data for quartz ($\sigma = 1.2$). Also only values for the reflection coefficient are given, and these are shown in Figure 9.6.

In the present study both experimental measurements with pulses at up steps on aluminium blocks and model results, using aluminium data, were made. The results of these measurements are shown in Figure 9.6.

It was found that for shallow up steps, the results for which are shown in Figure 9.6, the dominant feature was the $270^\circ$ corner which caused considerable mode conversion energy loss from Rayleigh waves.

Measurements were also made on deeper steps, with step height to wavelength ratio greater than 2.0, and the tip, $270^\circ$ corner, mode converted shear wave pulse was clearly detected and shown to cut the corner and remode convert into Rayleigh waves on the upper surface. The presence of this pulse has been mentioned by other workers for cracks and it is used by Silk (1976) to measure crack depth.

Conclusions.

The present study experimental and model results have filled a gap in previous knowledge and shown that contrary to statements by several authors, the energy scattered by an up step or the far side of a crack does not just pass along the surface but cuts the corner to increase the Rayleigh wave energy detected as the transmitted pulse. Also the scattering at the $270^\circ$ corner shows that the detection of energy reflected by features on the far side of such a corner is difficult if not impossible.
Transmission and reflection coefficients for Rayleigh waves at up steps.

**FIGURE 9.6.**
9.7 Rayleigh waves at open slots.

The open slot is an idealised crack configuration. However, there is very little published work on the scattering of pulses of Rayleigh waves at such features.

There is in the literature, to quote Morgan (1973) 'no satisfactory model for the reflection (of Rayleigh waves) from a slot'.

There is only one published set of reflection and transmission coefficients for pulses in aluminium or dural and this is due to Viktorov (1967) and it is shown in Figure 9.7.

There have been visualisation studies of pulses at open slots including those by Reinhardt and Dally (1970) and Hall (1976). In the present study a series of model runs were performed with aluminium data and a range of 0.125 wavelength wide slots of different depths. The results of these model runs are shown in Figure 9.7.

The general shape of the reflection coefficient curve is similar to that for down steps and for model runs with wide slots, (width larger than .5) wavelengths) the pattern of reflected pulses shown by numerical visualisation is almost identical.

The mode converted pulse used by Silk (1976) was detected both experimentally and seen in the numerical models.

It was also found that the model results were in general agreement with the conclusions of the experimental civil engineering study by Woods (1968) in that a slot of depth-to-wavelength ratio of a minimum of 0.6 was required to reduce the pulse amplitude to 0.25 across the trench (slot). The observation by Woods that there is energy focusing or magnification of the displacements in the region in front of the trench (slot) and on the front side wall of the trench (slot), were confirmed in the model numerical visualisation displays. It was also found that the width of the trench, between wavelength to width ratios of 0.13 to 0.91, had little influence on the scattering by the trench (slot).

Conclusions.

Morgans statement, that there is no model for waves at an open slot, in now not true and the model results given in the present study are in good agreement with the previous published work.

The model results have also shown that it is almost impossible to inspect the far side of a slot (crack) in reflection mode,
Transmission and reflection coefficients for Rayleigh waves at open slots.

**FIGURE 9.7.**
due to the dominant scattering at the 270° corners.

9.8 Rayleigh waves on blocks.

The rectangular block, which is common in both the laboratory and in structures, has received little attention as a scatterer of elastic waves.

The quarter space, as considered in Section 9.3, has been studied extensively and in the experimental work by Haydl (1974) he has considered pulses at the end of a 'bar' of gallium arsenide. Also in the studies by Hall (1976) using photoelastic visualisation it is seen that complex patterns of mode-converted pulses occur.

In the present study, as reported in Section 8, the detection of experimental pulses can be made difficult due to background noise in the block which is considerably reduced by placing damping material on the unused surfaces of the test block.

There appears to be no previous numerical model of the pulses on a block. In the present study the time development of the mode converted pulses that occur is followed in the numerical visualisation displays presented in Section 7.3.7. The input pulse of Rayleigh waves is found to mode-convert at the first 90° corner as for a pulse on a quarter space and the resulting mode-converted pulses then move through the block and are scattered or reflected at corners and free surfaces.

A model has therefore been provided which shows the rapid increase in the body wave pulses present in any piece of material of limited spatial extent.
9.9 Rayleigh waves on welded quarter spaces.

Rayleigh waves on welded quarter spaces have been considered by several workers with varying degrees of success. In the present study a new formulation for the free surface/ interface node is presented, in Appendix G, and this was tested by comparison of the results it gave with those of previous studies.

The previous studies are those by McGarr and Alsop (1967), who used an approximate variational method and made a series of experimental measurements and that by Munasinghe (1973) who used the same data as McGarr and Alsop and pulses Rayleigh waves in a finite difference scheme.

Pulses of Rayleigh waves were considered to pass from polystyrene into perspex and vice versa. The model used in the present study considered the same media and the results are presented in Table 33. The transmission and reflection of the pulses was measured in terms of the ratios of the amplitudes of the vertical components of displacements.

<table>
<thead>
<tr>
<th>Source.</th>
<th>Polystyrene to perspex Reflected, Transmitted</th>
<th>Perspex to polystyrene Reflected, Transmitted</th>
</tr>
</thead>
<tbody>
<tr>
<td>McGarr &amp; Alsop (1967)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Experimental</td>
<td>-</td>
<td>0.85±0.05</td>
</tr>
<tr>
<td>Numerical(variational)</td>
<td></td>
<td>0.83</td>
</tr>
<tr>
<td>Munasinghe (1973)</td>
<td>0.13±0.02</td>
<td>0.81±0.02</td>
</tr>
<tr>
<td>Present study</td>
<td>0.08±0.03</td>
<td>0.90±0.03</td>
</tr>
</tbody>
</table>

Ratios of the amplitudes of the vertical components of displacement of the transmitted and incident and the reflected and incident pulses of Rayleigh waves on polystyrene and perspex welded quarter spaces.

* Table 33.

The results given by the model developed in the present study are in good agreement with those by previous workers. Also the results in the present study were achieved using only 16 nodes per wavelength, compared with the 32 used by Munasinghe (1973). This resulted in considerable savings in the computer core required and the job run time.
9.10 Rayleigh waves at filled slots.

The configuration of a filled slot, with a rectangle of polystyrene set in a half space of perspex and vice versa, has not been considered previously either in an experimental or numerical study.

In the present study slots filled with perspex 1.25 wavelengths wide and 4.3 wavelengths deep in a polystyrene half-space and vice versa were considered.

The results for the transmission and reflection coefficients for the slots are presented as Table 25 and those for welded quarter spaces of the same material are presented as Table 33. The scattering coefficients were compared and the results are given in Table 34. The transmitted pulse in the case of the filled slot should have an amplitude the same as a pulse that has passed across two welded quarter space interfaces.

<table>
<thead>
<tr>
<th>Polystyrene - perspex</th>
<th>Reflection</th>
<th>1st reflection</th>
</tr>
</thead>
<tbody>
<tr>
<td>perspex - polystyrene</td>
<td>welded 1/4</td>
<td>at filled slot</td>
</tr>
<tr>
<td></td>
<td>0.08</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>0.07</td>
<td>0.08</td>
</tr>
</tbody>
</table>

Using amplitude ratios for 1/4's:

<table>
<thead>
<tr>
<th></th>
<th>Transmitted pulse amplitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>Polystyrene in perspex</td>
<td></td>
</tr>
<tr>
<td>McGarr &amp; Alsop (Exp)</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td>(Num) 0.96</td>
</tr>
<tr>
<td>Present study (filled slot)</td>
<td>0.92</td>
</tr>
</tbody>
</table>

| Perspex in polystyrene |                      |
| McGarr & Alsop (Exp)   | 0.99                   |
|                       | (num) 0.96             |
| Present study (filled slot) | 0.96          |

Transmission and reflection coefficients at filled slots and the corresponding results for pairs of welded quarter spaces.

**Table 34.**

The results given in Table 34 show general agreement between those for filled slots and combinations of welded quarter spaces.

The only other result in a previous study that can be compared with the filled slot is the conclusion by Woods (1968) that sheet-wall barriers were not as effective as open trenches in scattering Rayleigh waves.
2.11 Proposed combined method for surface feature characterisation.

Following from the results considered in Sections 9.2 to 9.7 the author proposes a method of surface feature characterisation with several advantages over existing methods, which could be used with either time domain or spectral analysis instrumentation.

The basic arrangement of the proposed equipment is shown in Figure 9.9. The method is a development of those presented by Hudgell et al (1974) and Silk (1976) which uses the advantages of the new Harnik (1977) surface wave receiver.

The basic transducer arrangement would consist of a wedge type transducer as the transmitter and two Harnik-type probes to act as receivers.

The wedge transducer should be a short pulse transmitter that has a centre frequency about 1/10th of the resonant frequency of discs used in the Harnik-type probes.

Idealised expected time-domain signals for the transducer system are shown in Figures 9.9 a to d. Trace a is the calibration arrangement with the three probes in line on a surface of the type to be investigated but without defects. This arrangement would be used to calibrate any time measurements to be made and to fix the separation of the wedge and receiver 1. Receiver 2 would be arranged so that it could move along the surface in line with the wedge and the fixed receiver.

Trace b. would be for the case of a shallow defect with only a single reflected and a single transmitted pulse detected. The amplitudes of these pulses would vary with defect depth.

Trace c would be the expected trace for a defect with a depth of about two pulse-centre wavelengths. A tip diffracted pulse would be detected and the two components of the transmitted pulse, due to the Rayleigh wave that follows the surface and the mode converted shear wave from the defect tip separate.

Trace d is the expected trace for a deep defect with the three components in the reflected signal due to the tip shear wave, the reflection from the first 90° corner and the Rayleigh wave reflected back from the crack tip. the two components in the transmitted pulse would separate in the time domain.

From the information available in these signals, defect depth measurements should be possible.
Proposed combined method for surface feature characterisation, with idealised output from receivers for the cases of:

a. on a smooth surface.
b. with a shallow crack.
c. with a crack about two wavelengths deep.
d. with a deep crack.

FIGURE 9.9
10. CONCLUSIONS.

The finite difference method has been applied to a range of new problems; those which occur in pulsed ultrasonic Rayleigh wave non-destructive testing. The results of the models have provided both quantitative numerical results and visual information about a wide range of configurations.

The development of a range of new second order formulations for the boundary nodes, including that for the free surface/interface node in welded quarter spaces, has extended the range of problems which can be considered and the accuracy of the results. The use of the second order formulations at 16 nodes per wavelength compared with the 32 nodes per wavelength used in previous studies, has resulted in considerable reductions in the model computer core requirements and job run times.

For the half, quarter and three quarter spaces, steps and open slots, additional results and understanding have been provided. For Rayleigh waves on welded quarter spaces the new formulation presented has reduced the number of nodes required to model a given size space to a quarter of the previous requirements. The models have been extended to consider the new configurations of the block and the filled slot.

The supporting experimental measurements have resulted in the proposed combined method using the advantages of the new Harnik (1977) transducers.

The power of finite difference modelling, which gives quantitative understanding for analytically intractable problems, has provided results which are valid in all the fields where Rayleigh waves are of interest and the present study provides a firm base for extending the work to consider more complex configurations.
11. SUGGESTIONS FOR FURTHER WORK.

The present study has only started the application of finite difference methods to the modelling of pulsed ultrasonic wave problems, linked with nondestructive testing. The application of the basic methods used in the models in this study need not be restricted to applications that model nondestructive testing configurations; they have possible applications to an almost infinite range of wave propagation problems covering all the subjects discussed in Section 2, geophysics, seismology, civil engineering, nondestructive testing and electronics.

Within the wide range of possible areas for suggestions for further work those given in this section are restricted to three groups. The first group of possible studies are those which would improve or extend the basic numerical schemes. The second group of possible studies are some of the possible straight forward applications of existing models and methods to nondestructive testing linked problems and the third group of possible studies are some extensions of the models to consider more complex configurations, but remaining linked with nondestructive testing.

a. Basic numerical scheme improvements

The basic numerical method is dependent on the development and use of finite difference formulations which describe motion at points (nodes) within the structure under study. There are two basic limitations to extending the use of finite difference schemes and these are the lack of finite difference formulations for a particular type of node, such as the tip of a 30° wedge and the lack of formulations for many nodes that are accurate and stable for material with high Poisson's ratio, above about $\sigma = .3$.

Possible work would be to extend the range of types of nodes which have finite difference formulations, including further work on the formulation for non-90° corners due to Ilan (1977a) and the development of new formulations for interfaces that are neither normal or parallel to the basic grid.
A further possible study would be to develop second order schemes which are more accurate and have a larger region of stability, for such nodes as those at 90° and 270° corners.

b. Further applications of existing schemes.

This group of suggestions is for further application of existing models or the development of models that use mainly existing material.

One possible set of studies in this area would be to perform further work using the existing models for both open and filled slots, with different combinations of width and depth and with different material data.

One extension to the study could be by considering the interaction of body waves with surface features, using existing boundary condition formulations.

c. Extensions to model more complex configurations.

The basic nodal formulations form building blocks which can be combined in many ways, to give models of very complex systems. The extensions to more complex systems can be achieved in two ways, either by the development of a particular type of model or the construction of a complex system from the various basic nodal formulations.

One possible example for extending the study through a series of configurations would be from a Rayleigh wave pulse on a block; to a pulse on a block with a slot in it; to a pulse on a T-shape either with or without slots in it.

The direct construction of complex configurations could consider layered configurations, with either surface or body waves, possibly with new formulations for non-90° corners and interfaces.

Within the basic method there is no requirement to use Cartesian type coordinates and models have been made of cylindrical and spherical geophysical configurations using cylindrical coordinate systems. (Alterman & Karal 1970) The use of cylindrical coordinate systems could be extended to model some cylindrical nondestructive testing configurations.

d. Experimental measurements.

In addition to the developments of the numerical models further experimental studies could be developed. A series of
experiments could be performed to use the proposed combined transducer to investigate both open and filled slots to provide data for testing the model results.

The suggestions made in this section are by no means an exhaustive list, but could form the basis for immediate extensions of the present study.
Appendix A.

A. Some basic types of elastic waves.

There are a wide range of different elastic waves which are often known by the name of their discoverer and these have particular combinations of components of displacement. Elastic waves in solids can be divided into three classes according to where they propagate and these are body waves, surface waves and interface waves, and some of the waves in these classes are now considered. An extended treatment of elastic waves is given by several authors including Graff (1975).

**Body Waves.**

These are waves which propagate through the bulk of a medium.

**Compressional waves.** This type of wave has only a longitudinal component of displacement, in the direction of propagation.

They are also known as:
- Longitudinal waves.
- P (Primary) waves.
- \( \lambda \) waves, after the symbol given to their velocity in geophysics.

**Shear waves.** This type of wave has only a transverse component of displacement, normal to the direction of propagation.

They are also known as:
- Transverse waves.
- S (Secondary) waves.
- \( \beta \) waves, after the symbol given to their velocity in geophysics.
SURFACE WAVES.

These are types of elastic waves where the energy propagation is confined to a region near a free surface or surfaces, with the energy propagating parallel to the free surface and decaying rapidly as the body of the medium is penetrated.

Rayleigh waves. This type of wave is a two dimensional wave with only a longitudinal component of displacement in the direction of propagation and a transverse component of displacement normal to the free surface. This wave can also be considered as an interface wave with the second medium a gas or vacuum.

Love waves. This type of wave is a transverse shear wave trapped or guided by a surface layer.

Lamb waves. These propagate in thin plates

INTERFACE WAVES.

These are waves that occur at the boundary between two media, which may be in different phases and their propagation is confined to a region along the interface, the energy in these waves decaying rapidly with distance into the bulk of the media.

Stoneley waves. These are the type of interface waves that occur at an interface between two different solids. Their existence is governed by differences in the shear wave velocities between the two media. The range of existence is considered by Ewing et al (1957, p111-3)

Brekhovskikh waves. This type of wave occurs at a solid/liquid interface and is also known as a Schult wave.

Rayleigh waves. This type of waves can be considered to be the solid/gas or vacuum interface wave or a surface wave.
There are three forms of data display in common use in ultrasonic nondestructive testing and these are known as A, B and C scan's. A outline of each type of display is given in this appendix and further details are given by many authors including Krautkrämer and Krautkrämer (1969).

**A Scan.** This is a one dimensional display for a pulse echo system. It is illustrated by Figure E.1.

![A Scan type of data display.](image)

**B Scan.** This is a display for a pulse echo system using a single transducer which scans across the test piece in one direction. It is illustrated by Figure E.2. The size of echo recorded relates to the dimensions of the scatterers.

![B Scan type of data display.](image)
C Scan. This type of display is formed by either moving a transducer across a specimen or vice versa. The spatial variations in the transmissivity to the ultrasonic beam appear as half tones on recording paper. The position as shown on the recording paper relates in some way to the transducer position. It is illustrated by Figure B.3.

![Diagram of C Scan type of data display.](image)

**FIGURE B.3.**
Appendix C.

C. Material data.

This appendix lists a range of media, with some material constants and wave velocities, which are of interest in the work reported in this thesis.

The data presented has been collected from a range of sources, but unless otherwise indicated the values given are due to Bradfield (1964).

<table>
<thead>
<tr>
<th>Material</th>
<th>Poisson’s ratio, $\sigma$</th>
<th>Density, $\text{kg/m}^3$</th>
<th>Wave velocities, m/sec.</th>
<th>$V_s / V_c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metals</td>
<td></td>
<td></td>
<td>$V_c$</td>
<td>$V_s$</td>
</tr>
<tr>
<td>Aluminium (M)</td>
<td>0.34</td>
<td>2700</td>
<td>6422</td>
<td>3110</td>
</tr>
<tr>
<td>Duralumin</td>
<td>0.345</td>
<td>2700</td>
<td>6398</td>
<td>3122</td>
</tr>
<tr>
<td>Copper</td>
<td>0.34</td>
<td>8930</td>
<td>4759</td>
<td>2325</td>
</tr>
<tr>
<td>Titanium</td>
<td>0.36</td>
<td>4510</td>
<td>6130</td>
<td>3182</td>
</tr>
<tr>
<td>Chromium</td>
<td>0.21</td>
<td>7160</td>
<td>6608</td>
<td>4005</td>
</tr>
<tr>
<td>Steel (mild)</td>
<td>0.29</td>
<td>7350</td>
<td>5960</td>
<td>3235</td>
</tr>
<tr>
<td>Non-metals</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Glass, crown (A)</td>
<td>0.22</td>
<td>2500</td>
<td>5660</td>
<td>3420</td>
</tr>
<tr>
<td>Quartz</td>
<td>0.17</td>
<td>2200</td>
<td>5970</td>
<td>3765</td>
</tr>
<tr>
<td>Perspex (A)</td>
<td>0.245</td>
<td>1220</td>
<td>2360</td>
<td>1370</td>
</tr>
<tr>
<td>Polystyrene (A)</td>
<td>0.245</td>
<td>1080</td>
<td>2030</td>
<td>1160</td>
</tr>
<tr>
<td>Concrete (K)</td>
<td></td>
<td></td>
<td>4250</td>
<td>-5250</td>
</tr>
</tbody>
</table>

Data for some common metals and non-metals.

TABLE 35.
<table>
<thead>
<tr>
<th>Material</th>
<th>Poisson's ratio, $\sigma$</th>
<th>Density, $\text{kg/m}^3$</th>
<th>Wave velocities m/sec.</th>
<th>$V_c$</th>
<th>$V_s$</th>
<th>$V_r$</th>
<th>$V_s/V_c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Geophysical</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(K) Granite</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(G) Granite (Rockfort)</td>
<td>0.243</td>
<td>6050</td>
<td>3360</td>
<td></td>
<td></td>
<td></td>
<td>0.55</td>
</tr>
<tr>
<td>(G) Quartzitic sandstone</td>
<td>0.119</td>
<td>6030</td>
<td>4000</td>
<td></td>
<td></td>
<td></td>
<td>0.65</td>
</tr>
<tr>
<td>(G) Dunite</td>
<td>0.262</td>
<td>8050</td>
<td>4570</td>
<td></td>
<td></td>
<td></td>
<td>0.56</td>
</tr>
<tr>
<td>Medical</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(K) Bone (human tibia)</td>
<td></td>
<td>4000</td>
<td>1970</td>
<td></td>
<td></td>
<td></td>
<td>0.49</td>
</tr>
</tbody>
</table>

Data for some geophysical and medical media.  

**TABLE 36.**

where:

(A) McGarr and Alsop (1967)

(G) Gutenberg Ed. (1951, chapter 4)

(K) Kaye and Laby (1962)

(M) Munasinghe (1973)
Appendix D.

D. Finite difference approximations and body node formulations.

This appendix presents the basic difference forms used and the second order centred difference formulations for the body node. The basic coordinates and coordinate system used are as shown in Figure 4.1.

The basic difference forms used in the formulation of the difference formulations are obtained from the Taylor series expansion for small shifts from a central point \(\Gamma(i,j,k)\) and the function for displacements is given by Chisholm and Morris (1965) as:

\[
\frac{\partial^2 U(1, j, k)}{\partial T^2} = 2 \left[ \frac{U(i, j, k-1) - U(i, j, k) + U(i, j, k-1)}{s_k - s_{k-1}} \right] + O(s^3) + O(s^2)
\]

where \(d, h\) and \(s\) are the increments in the three coordinate directions \(X_1, X_2\) and \(T\).

By application of the equation D.1 to the node \(\Gamma(i,j,k)\), in the general case gives the standard difference forms which, when given in the same notation as Kunasinghe (1973) are:

\[
\frac{\partial^2 U(1, j, k)}{\partial T^2} = 2 \left[ \frac{U(i, j, k-1) - U(i, j, k) + U(i, j, k-1)}{s_k - s_{k-1}} \right] + O(s^3) + O(s^2)
\]
\[ \frac{\partial^2 u(i,j,k)}{\partial x_1 \partial x_2} \approx \frac{d_i - d_{i+1}}{\delta d} \frac{\partial^2 u(i+1,j,k) - \partial^2 u(i-1,j,k)}{\delta x_1^2} \]  

\[ + \frac{\partial^2 u(i,j,k)}{\partial x_2^2} \approx \frac{d_j - d_{j+1}}{\delta h} \frac{\partial^2 u(i+1,j,k) - \partial^2 u(i-1,j,k)}{\delta x_2^2} \]  

\[ + \frac{\partial^2 u(i,j,k)}{\delta x_1 \delta x_2} \approx \frac{d_{ij+1} - d_{ij+1}}{\delta d \delta h} \frac{\partial^2 u(i+1,j,k) - \partial^2 u(i-1,j,k)}{\delta x_1 \delta x_2} \]  

where \( d_i = d_i + d_{i+1} ; h_j = h_j + h_{j+1} \) ; \( s_k = s_k + s_{k+1} \)  

\( \delta d = d_i - d_{i+1} ; t_h = h_j - h_{j+1} \) ; \( s = s_{k+1} - s_k \)  

and symbol \( O( ) \) denotes order of.

These difference forms, given as equations D.2 to D.4, simplify when restrictions, such as uniform spatial or time steps, are added, and the forms of these relations with the uniform grid restrictions are given as:

\[ \frac{\partial u(i,j,k)}{\partial x_1} \approx \frac{1}{2d} \left[ u(i+1,j,k) - u(i-1,j,k) \right] + O(d^2) \]  

D.5

\[ \frac{\partial^2 u(i,j,k)}{\partial x_1^2} \approx \frac{1}{s^2} \left[ u(i,j,k+1) - 2u(i,j,k) + u(i,j,k-1) \right] + O(s^2) \]  

D.6

\[ \frac{\partial^2 u(i,j,k)}{\partial x_1 \partial x_2} \approx \frac{1}{4d} \left[ u(i+1,j+1,k) - u(i,j+1,k) - u(i+1,j,k) \right] + O(d^2) + O(h^2) \]  

D.7

The signs of the components for the mixed derivative are as shown in Figure D.1.

\begin{center}
\begin{tabular}{ccc}
  & + & - \\
  - & - & - \\
  & - & + \\
\end{tabular}
\end{center}

\text{Signs of components for mixed derivative.}

\textbf{FIGURE D.1}
The equation for a body node, with uniform spatial and time increments, is given by substitution of equations of type D.6 and D.7, into the basic equation of motion in an elastic solid, which is given as equations 2.3.2 and 2.3.3, and upon manipulation gives:

\[ \mathbf{U}(i,j,k-1) - 2\mathbf{U}(i,j,k) - \mathbf{U}(i,j,k-1) = s^2(\mathbf{F}_p(\mathbf{U})) \tag{D.8} \]

where \( \mathbf{F}_p(\mathbf{U}) \) is an explicit expression, the exact form of which is given by Alterman and Loewenthal (1970). The full form of equation D.8 when written in the notation used by Munasinghe (1973) is:

\[
\mathbf{U}(i,j,k+1) = 2 \mathbf{U}(i,j,k) - \mathbf{U}(i,j,k-1)
+ A \left( \frac{s}{h} \right)^2 \left\{ \mathbf{U}(i+1,j,k) - 2\mathbf{U}(i,j,k) + \mathbf{U}(i-1,j,k) \right\}
+ \frac{1}{4} B \left( \frac{s}{h} \right)^2 \left\{ \mathbf{U}(i+1,j+1,k) - \mathbf{U}(i+1,j-1,k) - \mathbf{U}(i-1,j-1,k) \right\}
+ C \left( \frac{s}{h} \right)^2 \left\{ \mathbf{U}(i,j+1,k) - 2\mathbf{U}(i,j,k) + \mathbf{U}(i,j-1,k) \right\} \tag{D.9}
\]

where \( \mathbf{U} = \begin{bmatrix} U_1 \\ U_2 \end{bmatrix} \), \( A = \begin{pmatrix} V_c^2 & 0 \\ 0 & V_s^2 \end{pmatrix} \), \( B = \begin{pmatrix} 0 & V_c^2 - V_s^2 \\ V_c^2 - V_s^2 & 0 \end{pmatrix} \), and \( C = \begin{pmatrix} V_s^2 & 0 \\ 0 & V_c^2 \end{pmatrix} \).

Due to the rapid decay of displacements below a surface in some studies of Rayleigh waves, including that by Munasinghe (1973), a nonuniform grid form is used which is given as equation D.10. The nonuniform grid form is also used in the studies of polygonal surfaces with compressional waves by Ilan (1977a, 1977b).

Alternative formulations are possible, using higher order derivatives and or using Lamé constants in the place of velocities using the relations given in Section 2.3 for velocities in terms of the Lamé constants.
The equation for uniform time and nonuniform spatial grids:

\[ U(i,j,k+1) = 2U(i,j,k) - U(i,j,k-1) \]

\[ + s^2 \left\{ 2A \left[ \frac{U(i+1,j,k) - U(i,j,k)}{d_{i+1} \cdot h_j} - \frac{U(i,j,k) + U(i-1,j,k)}{d_i \cdot d_{i+1} \cdot h_j} \right] \right. \]

\[ + 2C \left[ \frac{U(i,j+1,k) - U(i,j,k)}{h_{j+1} \cdot h_j} - \frac{U(i,j,k) - U(i,j-1,k)}{h_{j+1} \cdot h_j} \right] \]

\[ + \frac{d_i \cdot h_j \cdot U(i+1,j+1,k)}{d_{i+1} \cdot d \cdot h_{j+1} \cdot h_j} + \frac{s h_i \cdot U(i+1,j,k) - d_i \cdot h_j \cdot U(i-1,j+1,k)}{d_{i+1} \cdot d \cdot h_{j+1} \cdot h_j} \]

\[ + \frac{d_i \cdot s h_j \cdot U(i+1,j,k)}{d_{i+1} \cdot d \cdot h_j \cdot h_{j+1}} + \frac{s d h_i \cdot U(i,j+1,k) - d_i \cdot h_j \cdot U(i-1,j,k)}{d_{i+1} \cdot d \cdot h_{j+1} \cdot h_j} \]

\[ \left. - \frac{d_i \cdot h_j \cdot U(i+1,j-1,k)}{d_{i+1} \cdot d \cdot h_j \cdot h_j} + \frac{s d h_{j+1} \cdot U(i,j-1,k) + d_{i+1} \cdot h_{j+1} \cdot U(i-1,j-1,k)}{d_{i+1} \cdot d \cdot h_j \cdot h_j} \right\} \]
Appendix E.

E. First order finite difference formulations for free surface nodes.

This appendix presents the finite difference formulations that are used to calculate displacements at pseudo-nodes outside the free surface of a medium and allow application of the body node formulation to the boundary node.

E.1 Free surface node formulations.

The two pseudo-node schemes which are presented for nodes at free surfaces are both obtained from the boundary conditions for the free surface which are presented in Section 2.3. The first scheme, which uses Centred Difference approximations was originally presented by Alterman and Karal (1968) and is given here in Appendices E.1.1 and E.1.2. The second scheme, which uses One-sided Difference approximations was originally presented by Alterman and Rotenberg (1969) and is given here in Appendices E.1.3 and E.1.4. Both schemes have been used by a number of workers.

E.1.1 Centred Difference scheme for horizontal free surface.

The node configuration for the node outside the top horizontal free surface, node P, is shown in Figure E.1, and the explicit expression for the displacements at this node \((P(i,j-1,k))\) is obtained from the free surface boundary condition, that the free surface is stress free, which is given as equation 2.3.10 and here as;

\[ T_{12} = T_{22} = 0 \]  

E.1.1

where \(T_{12}\) and \(T_{22}\) are components of the Cartesian stress tensor which is given as equation 2.3.8.

The displacement vector is obtained by substitution of difference forms in equation E.1.1.
\[ U(i,j+1,k) = U(i,j+1,k) + E_1 \left[ U(i+1,j,k) - U(i-1,j,k) \right] \]  

where \( E_1 = \begin{bmatrix} 0 & 1/r \\ y^2/r & 0 \end{bmatrix} \);

\[ U = \begin{bmatrix} U_1 \\ U_2 \end{bmatrix}; \quad r = d/h; \text{for uniform grid, } \eta \]

\( y^2 = 1 - 2 \left( \frac{V_s}{V_c} \right)^2 \)

The right hand side of equation E.1.2 is a linear combination of displacements inside or on the boundary of the solid.

The nodal configuration for the node outside the bottom horizontal free surface, node \( Q \), is shown in Figure E.1, and the explicit expression for the displacements at this node \( Q(i,j+1,k) \) is obtained from the same boundary conditions as are used in the case of equation E.1.2.

The resulting equation is given as:

\[ U(i,j+1,k) = U(i,j-1,k) - E_1 \left[ U(i+1,j,k) - U(i-1,j,k) \right] \]  

where \( E_1 \) is as for equation E.1.2.

Node arrangement for horizontal free surface.

**FIGURE E.1**

**E.1.2 Centered Difference scheme for vertical free surface.**

Similar expressions to those for the nodes outside horizontal free surfaces are obtained for the cases of vertical free surfaces.

The boundary conditions for vertical free surfaces can be expressed as components of the Cartesian stress tensor, equation 2.3.8, which can be written as:

\[ T_{11} = T_{12} = 0 \]  

-238-
The node configuration for the node outside a right hand free surface, node $S$, is shown in Figure E.2, and the equation for the displacements at this node $(S(i+1,j,k))$ which is obtained from equation E.1.4 can be written as:

$$U(i+1,j,k) = U(i-1,j,k) + E_2 \left[ U(i,j-1,k) - U(i,j+1,k) \right]$$  \hspace{1cm} \text{(E.1.5)}

where $E_2 = \begin{bmatrix} 0 & ry^2 \\ r & 0 \end{bmatrix}$ and other parameters are as for equation E.1.2.

As in the case of horizontal boundaries the same boundary condition applies for the other vertical free surface and the explicit expression for the displacements at node $T$, shown in Figure E.2, can be written as:

$$U(i+1,j,k) = U(i-1,j,k) + E_2 \left[ U(i,j+1,k) - U(i,j+1,k) \right]$$  \hspace{1cm} \text{(E.1.6)}

where $E_2$ is as for equation E.1.5.

Node arrangement for vertical free surface.

**FIGURE E.2.**

\[\text{FIGURE E.2.}\]

**E.1.3 One-sided Difference scheme for horizontal free surface.**

Using the same boundary conditions as given in Appendix E.1.1 but with the substitution of one-sided difference forms in the place of centred differences the explicit expression for the displacements at node $P$, can be written as:

$$U(i,j-1,k) = U(i,j,k) - A_1 \left[ U(i+1,j,k) - U(i-1,j,k) \right]$$  \hspace{1cm} \text{(E.1.7)}

where $A_1 = \begin{bmatrix} 0 & 1 \\ a & 0 \end{bmatrix}$, \hspace{1cm} $a = \left( \frac{v_c^2 - 2v_n^2}{2 v_n^2} \right)$
E.1.4 One-sided Difference scheme for vertical free surfaces.

Using the same boundary conditions as given in Appendix E.1.2 but with the substitution of one-sided difference forms in the place of centred differences the explicit expression for the displacements at node S, can be written as:

\[ U(i+1,j,k) = U(i,j,k) + A_2 \left[ U(i,j+1,k) - U(i,j-1,k) \right] \]

E.1.8

where \( A_2 = \begin{bmatrix} 0 & \frac{1}{2}a \\ \frac{1}{2} & 0 \end{bmatrix} \) and \( a \) is as for equation E.1.7.

Similarly the explicit expression for the displacements at node T can be written as:

\[ U(i-1,j,k) = U(i,j,k) + A_2 \left[ U(i,j+1,k) - U(i,j-1,k) \right] \]

E.1.9

where \( A_2 \) is as for equation E.1.8.

E.2 90\(^\circ\) corner node formulation.

This appendix presents the difference formulations for the four 90\(^\circ\) corners shown in Figure E.3, using a method due to Alteman and Rotenberg (1969), and extended to the cases of the two inverted nodes, shown as nodes S and T by the author. The notation used follows that given by Munasinghe (1973).

---

[Diagram showing node arrangement for 90\(^\circ\) corners]
For the node P, shown in Figure E.3, which is at the intersection of a horizontal and a vertical interface, both sets of boundary conditions apply simultaneously at this node.

To overcome difficulties in the solution of the equations at node P, a one-sided (off-centred) difference scheme is used in the direction perpendicular to the free surface and a centred scheme is used in the direction parallel to the surface, when each set of conditions are applied.

The displacements at the pseudo-nodes A and C are obtained by the substitution of the approximations, given as equation E.2.1, in the boundary conditions for the horizontal free surface, which were given as equation E.1.1, and the substitution of the approximations, given as equation E.2.2, in the boundary conditions for a vertical free surface, which were given as equation E.1.4.

\[
\frac{\partial U}{\partial x_1} = \frac{U(i+1,j,k) - U(i-1,j,k)}{2d} \quad \text{E.2.1}
\]
\[
\frac{\partial U}{\partial x_2} = \frac{U(i+1,j,k) - U(i,j,k)}{h} \quad \text{E.2.2}
\]
\[
\frac{\partial U}{\partial x_1} = \frac{U(i,j,k) - U(i,j-1,k)}{d} \quad \text{E.2.1}
\]
\[
\frac{\partial U}{\partial x_2} = \frac{U(i,j+1,k) - U(i,j,k)}{2h} \quad \text{E.2.2}
\]

The displacements at the pseudo-nodes are then obtained after considerable manipulation of the displacements in the body and on the surface of the medium. The equations for the displacements at nodes A and C are given as equations E.2.3 and E.2.4 respectively.

\[
U(i,j-1,k) = D_1 U(i,j,k) - D_2 U(i,j+1,k) - D_3 U(i-1,j,k) \quad \text{E.2.3}
\]
\[
U(i+1,j,k) = D_4 U(i,j,k) - D_5 U(i-1,j,k) - D_6 U(i,j+1,k) \quad \text{E.2.4}
\]

where

\[
D_1 = \begin{bmatrix} 4/3 & 2/3r \\ a_1/r & a_2 \\ 2r/3 & 4/3 \end{bmatrix}, \quad D_2 = \begin{bmatrix} 1/3 & 0 \\ 0 & a_3 \\ 0 & 1/3 \end{bmatrix}, \quad D_3 = \begin{bmatrix} 0 & 2/3 \\ a_1/r & 0 \\ 2r/3 & 0 \end{bmatrix},
\]

and

\[
D_4 = \begin{bmatrix} a_2 & a_1/r \\ 2r/3 & 4/3 \end{bmatrix}, \quad D_5 = \begin{bmatrix} 0 & 1/3 \\ 0 & a_1/r \end{bmatrix}, \quad D_6 = \begin{bmatrix} 0 & 0 \\ a_2 & 2r/3 \end{bmatrix}.
\]
\[ a_1 = \frac{2y^2}{(4-y^4)} ; \quad a_2 = \frac{4}{(4-y^4)} ; \quad a_3 = \frac{4}{(4-y^4)} ; \quad y^2 = (1 - 2\left(\frac{v_s}{v_c}\right)^2) \]

\[ r = \frac{d}{h} = 1 \text{ for a uniform grid.} \]

Using a variation of the method due to Alterman and Lowenthal (1970) made by Manasanghe (1973) the displacements at the pseudo-node B are obtained. In this formulation it is seen that the smaller the grid spacing (the larger the number of nodes per wavelength) the more accurate the calculations at the corner will be. The surface tractions at the corner are resolved parallel and perpendicular to a line joining the pseudo-nodes A and C and are set equal to zero.

Using a law for transformation of the invariant stress tensor (Nye 1960), the components of stress are given as:

\[ T_{mn} = \frac{\left(T_{11} + T_{22}\right)}{2} \quad T_{12} = 0 ; \quad T_{np} = \frac{(T_{11} - T_{22})}{2} = 0 \quad \text{E.2.5} \]

The expressions for the displacements centred at \( y' \) for the node B are obtained by the substitution of the difference forms, given as equation E.2.6 in the equations E.2.5.

\[ \frac{\partial U}{\partial x_1} = \frac{U(i+1,j,k) + U(i+1,j-1,k) - U(i,j,k) - U(i,j-1,k)}{2d} \quad \text{E.2.6} \]

\[ \frac{\partial U}{\partial x_2} = \frac{U(i+1,j,k) + U(i,1,k) - U(i+1,j-1,k) - U(i,j-1,k)}{2h} \]

When the necessary manipulations have been performed the displacements at the pseudo-node B are given as:

\[ U(i+1,j-1,k) = U(i,j,k) + D_7 \left[U(i,j-1,k) - U(i+1,j,k)\right] \quad \text{E.2.7} \]

where in the case of a uniform grid,

\[ D_7 = \begin{bmatrix} b_1 & -b_2 \\ b_2 & b_3 \end{bmatrix} ; \quad b_1 = 1 - 2r^2/a_1 ; \quad b_2 = 2r/a_1 ; \quad b_3 = 2/a_1 - 1 ; \quad r = d/h \]

\[ a_1 = 1 - 2r(1+y^2) + r^2 \quad (1 - y^2) \]

and in the case of a uniform spatial grid,

\[ D_7 = \begin{bmatrix} a & b \\ -b & -a \end{bmatrix} ; \quad a = \frac{(1+y^2)}{2y^2} ; \quad b = \frac{(1-y^2)}{2y^2} \]
By a similar procedure to that given above the author has derived expressions which give the displacements at the set of pseudo-nodes associated with the node S, which is shown in Figure E.3.

The expressions for the displacements at the nodes D and F are obtained by substitution of the difference forms, given as equation E.2.8, in the horizontal free surface boundary conditions, which are given as equation E.1.1, and by the substitution of the difference forms, given as equation E.2.9 in the boundary conditions for a vertical free surface, which are given as equation E.1.4.

\[
\frac{\partial U}{\partial x_1} = \frac{U(i+1,j,k) - U(i-1,j,k)}{2d} \\
\frac{\partial U}{\partial x_2} = \frac{U(i,j+1,k) - U(i,j,k)}{h} \\
\frac{\partial U}{\partial x_1} = \frac{U(i+1,j,k) - U(i,j,k)}{d} \\
\frac{\partial U}{\partial x_2} = \frac{U(i,j+1,k) - U(i,j-1,k)}{2h}
\]

E.2.8

E.2.9

The displacements at the pseudo-nodes D and F are given as:

\[ U(i,j+1,k) = D_1^i U(i,j,k) - D_2^i U(i,j-1,k) - D_3^i U(i-1,j,k) \]  
E.2.10

\[ U(i+1,j,k) = D_4^i U(i,j,k) - D_5^i U(i-1,j,k) - D_6^i U(i,j-1,k) \]  
E.2.11

where the constants in the case of a uniform grid are,

\[
D_1^i = \begin{bmatrix} 4/3 & -2/3 \\ a_1 & a_2 \end{bmatrix}, \quad D_2^i = \begin{bmatrix} 1/3 & 0 \\ 0 & a_3 \end{bmatrix}, \quad D_3^i = \begin{bmatrix} 0 & -2/3 \\ -a_1 & 0 \end{bmatrix}
\]

\[
D_4^i = \begin{bmatrix} a_2 & -a_1 \\ -2/3 & 4/3 \end{bmatrix}, \quad D_5^i = \begin{bmatrix} a_3 & 0 \\ 0 & 1/3 \end{bmatrix}, \quad D_6^i = \begin{bmatrix} 0 & -a_1 \\ -2/3 & 0 \end{bmatrix}
\]

and the constants \( a_1, a_2, \) and \( a_3 \) are as for equations E.2.3 and E.2.4.

A similar procedure to that used for node B is followed to give the equation for the displacements at node E and the derivation is again based on substitution in the stress relations given as equation E.2.5. The expressions for the displacements centred at S' use the substitution of the forms given as;
\[ \frac{\partial U}{\partial x_1} = \frac{U(i+1,j,k) - U(i,j,k) - U(i,j+1,k)}{2d} \]
\[ \frac{\partial U}{\partial x_2} = \frac{U(i,j+1,k) - U(i+1,j,k) - U(i,j,k) - U(i,j,k)}{2h} \]  

E.2.12

Following manipulation of the equations the form for the displacements at the pseudo-node \( Q \) is obtained, which is given as:

\[ U(i+1,j+1,k) = U(i,j,k) - D_7 \left[ U(i,j+1,k) - U(i+1,j,k) \right] \]  

E.2.13

where

\[ D_7 = \begin{bmatrix} a & b \\ -b & -a \end{bmatrix}, \quad a = \frac{(1 + y^2)}{2}, \quad b = \frac{(1 - y^2)}{2} \]

and \( y^2 \) is as for equation E.2.4

E.2.2 Left-hand 90° corners.

These are the pair of corners shown as \( Q \) and \( T \) in Figure E.3. These corners are treated in a similar manner to the right-hand corners considered in Appendix E.2.1, and corresponding sets of expressions for the displacements at the associated pseudo-nodes are obtained. The expressions for the displacements at the node \( Q \) follow the work of Munasinghe (1973) and those at the node \( T \) are derived by the author.

The expressions for the displacements at the pseudo-nodes \( M \) and \( O \) are given respectively as:

\[ U(i,j-1,k) = D_4 \left[ U(i,j,k) - U(i,j-1,k) \right] - D_2 \left[ U(i+1,j,k) - U(i,j,k) \right] \]  

E.2.14

\[ U(i-1,j,k) = D_4 \left[ U(i,j,k) - U(i,j-1,k) \right] - D_2 \left[ U(i+1,j,k) - U(i,j,k) \right] \]  

E.2.15

The expression for the pseudo-node \( N \) is given as:

\[ U(i-1,j-1,k) = U(i,j,k) + D_9 \left[ U(i,j-1,k) - U(i-1,j,k) \right] \]  

E.2.16

where the constants in equations E.2.14 and E.2.15 are as for equations E.2.10 and E.2.11, and:

\[ D_9 = \begin{bmatrix} b_5 & b_6 \\ b_6 & b_7 \end{bmatrix}, \quad b_5 = \frac{(1 - 2r)}{a_2}, \quad b_6 = \frac{2r}{a_2}, \quad b_7 = 2 \]

\[ a_2 = 1 + \frac{2r(1 + y^2) + r^2}{1 - y^2}, \quad \text{for a uniform grid } r = \frac{d}{h} = 1 \]

and \( b_5, b_6 \) and \( b_7 \) simplify to;
\[ D_3 = \begin{bmatrix} b_5^t & b_6^t \\ b_6^t & -b_5^t \end{bmatrix}, \quad b_5^t = \frac{(1 - y^2)}{2}, \quad b_6^t = \frac{(1 - y^2)}{2} \]

For the case of the node \( T \), shown in Figure E.3, the expressions for the pseudo-nodes \( U \) and \( W \) are given respectively as:

\[ U(i-1,j,k) = D_1 U(i,j,k) - D_2 U(i,j-1,k) - D_3 U(i+1,j,k) \quad E.2.17 \]
\[ U(i,j+1,k) = D_4 U(i,j,k) - D_5 U(i+1,j,k) - D_6 U(i,j-1,k) \quad E.2.18 \]

where the constants are as for equations E.2.3 and E.2.4.

The expression for the pseudo-node \( V \) is given as:

\[ U(i-1,j+1,k) = U(i,j,k) + D_3' \left[ U(i,j+1,k) - U(i-1,j,k) \right] \quad E.2.19 \]

where \( D_3' = D_7 \) in the case of a uniform grid.

**E.3.2 270° corners.**

In the case of 270° corners both the horizontal and vertical free surface boundary conditions apply at the corner. For the nodes \( P \) and \( Q \), shown in Figure E.4, Munasinghe (1973) has produced a triple pseudo-node formulation at the nodes \( E \) and \( H \).

- FIGURE E.4.

**E.3.1 Right-hand 270° corners.**

The triple node, as developed by Munasinghe (1973), at node \( E \) is developed so that the necessary boundary conditions for the three nodes that use the values of displacements at that node can be reflected in that node.
The displacements at node $E_v$ and $E_h$ are obtained by the application of the boundary formulations for the vertical and horizontal free surfaces as given in Appendix E.1, as equations E.1.5 and E.1.2. The pseudo-node corresponding to the corner point Q is treated in the same way as the $90^\circ$ corner and $Q'$ becomes the effective corner.

The expression for the displacements at the node $E_c$, in the case of a uniform grid is given as:

$$U(i+1, j-1, k) = U(i, j, k) + L_1 \left[ U(i, j-1, k) - U(i+1, j, k) \right] \quad E.3.1$$

where $L_1 = N_7$ as used for equation E.2.7.

### E.3.2. Left hand $270^\circ$ corner.

This corner is the corresponding dual problem to the right hand case and the set of equations used for the nodes $H_v$ and $H_h$ are the boundary formulations for the vertical and horizontal free surfaces given in Appendix E.1. The pseudo-node corresponding to the corner point $P$ is treated in the same way as the $90^\circ$ corner and $P'$ becomes the effective corner.

The expression for the displacements at the node $E_c$, in the case of a uniform grid is given as:

$$U(i-1, j-1, k) = U(i, j, k) + L_2 \left[ U(i, j-1, k) - U(i-1, j, k) \right] \quad E.3.2$$

where $L_2 = N_8$ as used for equation E.2.16.
Appendix F.

F. Second order finite difference formulations for free surface nodes.

This appendix presents schemes for second order boundary condition formulations, initially due to Ilan et al. (1975), and extended by Ilan and Loewenthal (1976), and in this study by the author to cover a larger range of types of nodes.

F.1 Free surface node formulations.

Two sets of free surface formulations are presented in this appendix. The basic formulation is the second order composed approximation due to Ilan et al. (1975), which is found to have a very limited region of stability.

The second formulation is the new composed formulation which was developed for the horizontal free surface by Ilan and Loewenthal (1976) to extend the region of stability and this scheme has been applied to vertical free surfaces by the author. The new formulation uses the formulation for the component of displacement parallel to the free surface from the composed approximation and a new formulation for the component of displacement normal to the surface.

The basic node arrangements, which do not include pseudo-nodes, for surface formulations, are shown in Figure F.1.

![Node Arrangements for Second Order Surface Formulations](image)

FIGURE F.1
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F.1.1 Composed approximation for horizontal free surface.

In the development of a boundary node formulation which does not use pseudo-nodes, as the derivatives with respect to $X_2$ on the free surface $X_2 = 0$ can only be approximated by one-sided differences, they are replaced by derivatives with respect to $X_1$ and time, for which centred difference forms can be applied.

On the horizontal free surface, node $P(i,j,k)$, shown in Figure F.1, the boundary condition for a stress free surface applies and this is given as equation F.1.1, where the components are components of the stress tensor as defined in equation 2.3.8.

$$T_{21} = T_{22} = 0$$  

The components can be written in full and are given as:

$$\frac{\partial U_2}{\partial X_1} + \frac{\partial U_1}{\partial X_2} = 0$$  

$$\frac{\partial U_2}{\partial X_2} - (1 - 2 \left( \frac{v_s^2}{v_c^2} \right)) \frac{\partial U_1}{\partial X_1} = 0$$  

These equations, equations F.1.2 and F.1.3, are differentiated with respect to $X_1$ on $X_2 = 0$, and give:

$$\frac{\partial^2 U_1}{\partial X_1 \partial X_2} = - \frac{\partial^2 U_2}{\partial X_2^2}$$  

$$\frac{\partial^2 U_2}{\partial X_1 \partial X_2} = - (1 - 2 \left( \frac{v_s^2}{v_c^2} \right)) \frac{\partial^2 U_1}{\partial X_1^2}$$  

The basic equations of motion for the system are defined in Section 2.3 and are given here as:

$$\frac{\partial^2 U_1}{\partial t^2} = v_c^2 \frac{\partial^2 U_1}{\partial X_1^2} + v_s^2 \frac{\partial^2 U_1}{\partial X_2^2} + \left( \frac{v_c^2}{v_s^2} - v_s^2 \right) \frac{\partial^2 U_2}{\partial X_1 \partial X_2}$$  

$$\frac{\partial^2 U_2}{\partial t^2} = v_c^2 \frac{\partial^2 U_2}{\partial X_1^2} + v_s^2 \frac{\partial^2 U_2}{\partial X_2^2} + \left( \frac{v_c^2}{v_s^2} - v_s^2 \right) \frac{\partial^2 U_1}{\partial X_1 \partial X_2}$$
From Taylor series expansions it is necessary to define expansions for \( U_1(i, j+1, k) \) and \( U_2(i, j+1, k) \) and these are given as:

\[
U_1(i, j+1, k) = U_1(i, j, k) + h \frac{\partial U_1}{\partial x_2} + \frac{1}{2} h^2 \frac{\partial^2 U_1}{\partial x_2^2} + o(h^3) \quad F.1.8
\]

\[
U_2(i, j+1, k) = U_2(i, j, k) + h \frac{\partial U_2}{\partial x_2} + \frac{1}{2} h^2 \frac{\partial^2 U_2}{\partial x_2^2} + o(h^3) \quad F.1.9
\]

The equations F.1.2 to F.1.9 define two sets of eight equations and these contain eight unknowns, the last two of which occur in the finite difference forms of the second order time derivatives in equations F.1.6 and F.1.7. The system of linear equations can be reduced to give equations for each of the two components and these are:

\[
U_1(i, j+1, k) = U_1(i, j, k) - h \frac{\partial U_2}{\partial x_1} + \frac{1}{2} h^2 \left[ \frac{1}{v_s^2} \frac{\partial^2 U_1}{\partial t^2} \left( \frac{3v_c^2 - 2v_s^2}{v_c^2} \right) \right] + o(h^3) \quad F.1.10
\]

\[
U_2(i, j+1, k) = U_2(i, j, k) - h(1 - 2(v_s^2/v_c^2)) \frac{\partial U_1}{\partial x_1} + \frac{1}{2} h^2 \left[ \frac{1}{v_c^2} \frac{\partial^2 U_2}{\partial t^2} + (1 - 2(v_s^2/v_c^2)) \frac{\partial^2 U_2}{\partial x_1^2} \right] + o(h^3) \quad F.1.11
\]

In equations F.1.10 and F.1.11 there are only two unknowns after finite difference substitution and these are \( U_1(i, j, k+1) \) and \( U_2(i, j, k+1) \). The explicit forms for the displacements at a free surface are then obtained and these are given as:
\[ U_1(i,j,k+1) = 2V_s \left[ \frac{h}{s} \right]^2 U_1(i,j+1,k) \]

\[ + 2V_s \left[ \frac{h}{s} \right]^2 \left[ \frac{h}{d} \frac{1}{V_s} - 1 + \left[ \frac{h}{d} \right]^2 \left[ \frac{3V_c^2 - 2V_s^2}{V_c^2} \right] \right] U_1(i,j,k) \]

\[ + V_s \left[ \frac{h}{s} \right]^2 \left[ \frac{3V_c^2 - 2V_s^2}{V_c^2} \right] \left[ U_2(i+1,j,k) - U_2(i-1,j,k) \right] - U_1(i,j,k-1) \]

\[ U_2(i,j,k+1) = 2V_c \left[ \frac{h}{s} \right]^2 U_2(i,j+1,k) - U_2(i,j,k-1) \]

\[ + 2V_c \left[ \frac{h}{s} \right]^2 \left[ \frac{h}{d} \frac{1}{V_c} - 1 + \left[ \frac{h}{d} \right]^2 \left[ 1 - \frac{2V_s^2}{V_c^2} \right] \right] U_2(i,j,k) \]

\[ + V_c \left[ 1 - \frac{2V_s^2}{V_c^2} \left[ \frac{h}{s} \right]^2 \right] \left[ U_1(i+1,j,k) - U_1(i-1,j,k) \right] \]

\[ - V_c \left[ 1 - \frac{2V_s^2}{V_c^2} \left[ \frac{s}{h} \right] \right] \left[ U_2(i+1,j,k) - U_2(i-1,j,k) \right] \]

F.1.12 New composed approximation for horizontal free surface.

It has been found by Ilan and Loewenthal (1976) that the region of stability for the composed formulation, given as equations F.1.12 and F.1.13, has severe limitations and hence cannot be used with the data for many common materials that have a Poisson's ratio larger than 0.27. It is found that it is the vertical component of displacement that is the most sensitive part of the composed scheme and a reformulation for this component has been proposed by Ilan and Loewenthal (1976).

Following the procedure of Ilan and Loewenthal (1976), the author has derived a new composed formulation adapted for the coordinate system used in the present study.

A Taylor series expansion for the vertical component about the point \( P(i,j,k) \) is given as:

\[ U_2(i,j+1,k) = U_2(i,j,k) + h \frac{\partial U_2}{\partial x_2} + \frac{h^2}{2} \frac{\partial^2 U_2}{\partial x_2^2} + O(h^3) \]
The boundary condition, given as equation F.1.3, is rewritten in a form for substitution in equation F.1.14 and is given as:

$$\frac{\partial U_2}{\partial x_2} = -\left[\frac{v_c^2 - 2v_s^2}{v_c^2}\right] \frac{\partial U_1}{\partial x_1} \tag{F.1.15}$$

The equation of motion, given as equation F.1.7, is also rewritten in a form for substitution into equation F.1.14 and is given as:

$$\frac{\partial^2 U_2}{\partial x_2^2} = \frac{1}{v_c^2} \frac{\partial^2 U_2}{\partial t^2} - \frac{v_c^2}{v_s^2} \frac{\partial^2 U_2}{\partial x_1^2} - \left[\frac{v_c^2 - v_s^2}{v_c^2}\right] \frac{\partial^2 U_1}{\partial x_1 \partial x_2} \tag{F.1.16}$$

The approximation used for the mixed derivative in the equation of motion is given as:

$$\frac{\partial^2 U_1}{\partial x_1 \partial x_2} = \frac{1}{2dh} \left[U_1(i+1,j+1,k) - U_1(i+1,j,k) - U_1(i-1,j+1,k) + U_1(i-1,j,k)\right] \tag{F.1.17}$$

The equations F.1.14 to F.1.17 are a system of linear equations that reduce to the form given as:

$$U_2(i,j+1,k) = U_2(i,j,k) - h \left[\frac{v_c^2 - 2v_s^2}{v_c^2}\right] \frac{\partial U_1}{\partial x_1} + h^2 \left[\frac{1}{v_c^2} \frac{\partial^2 U_2}{\partial t^2} - \frac{v_c^2}{v_s^2} \frac{\partial^2 U_2}{\partial x_1^2} - \left[\frac{v_c^2 - v_s^2}{v_c^2}\right] \frac{\partial^2 U_1}{\partial x_1 \partial x_2}\right] \tag{F.1.18}$$

Difference forms are substituted in equation F.1.18 and the terms rearranged to give the expression for the vertical component of displacement for the surface node $P(i,j,k)$ which is given as:

$$U_2(i,j,k+1) = 2 \left[1 - s^2/h^2v_c^2 - s^2/h^2v_s^2\right] U_2(i,j,k) - U_2(i,j,k-1) + 2s^2/h^2v_c^2 U_2(i,j+1,k) + v_s^2 v_s^2/2 \left[U_2(i+1,j,k) + U_2(i-1,j,k)\right] + s^2/h^2(v_c^2 - 3v_s^2) \left[U_1(i+1,j,k) - U_1(i-1,j,k)\right] + \frac{1}{2} s^2/h^2(v_c^2 - v_s^2) \left[U_1(i+1,j+1,k) - U_1(i-1,j+1,k)\right] \tag{F.1.19}$$
For the vertical free surface nodes, nodes Q and R in Figure F.1, the formulations can be obtained in two ways, either by the direct solution of the system of linear equations, by the method used to derive equations F.1.12 and F.1.13, or by the application of a set of transformations derived by Ilan et al (1975), to equations F.1.12 and F.1.13.

The set of equations for node Q are presented as equations F.1.20 and F.1.21, and the sign changes necessary for their application to node R are indicated by a second sign in the appropriate places.

\[ U_1(i,j,k+1) = 2v_c^2(s/d)^2u_1(i+1,j,k) - u_1(i,j,k-1) \]
\[ + 2 \left[ 1 - v_c^2(s/d)^2 - (s/h)^2(v_c^2 - 2v_s^2) \right] u_1(i,j,k) \]
\[ + (s/d)^2(s/h)(v_c^2 - 2v_s^2) \left[ u_2(i,j+1,k) - u_2(i,j-1,k) \right] \]
\[ - (s/h)^2(v_c^2 - 2v_s^2) \left[ u_1(i,j+1,k) + u_1(i,j-1,k) \right] \]  
\[ F.1.20 \]

\[ U_2(i,j,k+1) = 2v_s^2(s/d)^2u_2(i+1,j,k) - u_2(i,j,k-1) \]
\[ + 2v_s^2(s/h)^2 \left[ (h/s)^2v_c^2 - 1 - (3v_c^2 - 2v_s^2)v_c^2 \right] u_2(i,j,k) \]
\[ + v_s^2(s/d)^2u_1(i,j+1,k) - u_1(i,j-1,k) \]
\[ + v_s^2(3v_c^2 - 2v_s^2)v_c^2(s/h)^2 \left[ u_2(i,j+1,k) + u_2(i,j-1,k) \right] \]  
\[ F.1.21 \]
For the vertical free surface nodes, the author has derived new composed type formulations using the same procedure as that given for equation F.1.19, in Appendix F.1.2.

For node Q, shown in Figure F.1, the new composed form is given as:

\[
U_1(i,j,k+1) = 2V_c^2(s/d)^2U_1(i+1,j,k) - U_1(i,j,k-1) + 2\left[1 - V_c^2(s/d)^2 - V_s^2(s/d)^2\right]U_1(i,j,k) + (s/d)^2\left(V_c^2 - 3V_s^2\right)\left[U_2(i,j+1,k) - U_2(i,j-1,k)\right] + \frac{1}{2}(s/d)^2\left(V_c^2 - V_s^2\right)\left[U_2(i+1,j,k) - U_2(i-1,j,k)\right] \tag{F.1.22}
\]

For node R, shown in Figure F.1, the new composed form is given as:

\[
U_1(i,j,k+1) = 2V_c^2(s/d)^2U_1(i,j,k) - U_1(i-1,j,k) + 2\left[1 - V_c^2(s/d)^2 - V_s^2(s/d)^2\right]U_1(i,j,k) + (s/d)^2\left(V_c^2 - 3V_s^2\right)\left[U_2(i,j+1,k) - U_2(i,j-1,k)\right] + \frac{1}{2}(s/d)^2\left(V_c^2 - V_s^2\right)\left[U_2(i,j+1,k) - U_2(i,j-1,k)\right] \tag{F.1.23}
\]

The equations F.1.22 and F.1.23 are used with the corresponding forms for the vertical components of displacement given as equation F.1.21.
In the study by Ilan et al (1975) a second order formulation was proposed for use at the corner node for a quarter space set in a three quarter space and in the present study it was applied to nodes S and T shown in Figure F.2.

Node arrangements for second order 270° corner formulations.

The equations for the application of a second order scheme to nodes S and T, shown in Figure F.2, are obtained directly from the equations of motion, given as equations F.1.6 and F.1.7 by the use of a different form for the mixed derivative.

The form of approximation used for the mixed derivative is after Ilan et al (1975) and for node S given as

\[
\frac{\partial^2 U_2}{\partial x_1 \partial x_2} = \frac{1}{4hd} \left[ 2U_2(i+1,j+1,k) - U_2(i,j+1,k) - U_2(i+1,j-1,k) \\
+ U_2(i,j-1,k) - U_2(i+1,j,k) - U_2(i-1,j+1,k) + U_2(i-1,j,k) \right] \\
+ O(h) \quad \text{F.2.1}
\]

with a similar expression for the other component.

The full equation for node S is given as

\[
U_1(i,j,k+1) = 2U_1(i,j,k) - U_1(i,j,k-1) \\
+ V_c^2 (s/h)^2 \left[ U_1(i+1,j,k) - 2U_1(i,j,k) + U_1(i-1,j,k) \right] \\
+ V_s^2 (s/h)^2 \left[ U_1(i,j+1,k) - 2U_1(i,j,k) + U_1(i,j-1,k) \right] \\
+ (V_c^2 - V_s^2) s^2/4dh \left[ 2U_2(i+1,j+1,k) - U_2(i,j+1,k) \\
- U_2(i+1,j-1,k) + U_2(i,j-1,k) - U_2(i+1,j,k) - U_2(i-1,j+1,k) \\
+ U_2(i-1,j,k) \right] \quad \text{F.2.2}
\]
The expression for the $U_2(i,j,k+1)$ term is obtained by the replacement of all $U_1$ by $U_2$ and $U_2$ by $U_1$ in equation F.2.2.

The expressions for node T are obtained by the replacement of the mixed derivative in equation F.2.2 by the expression given as:

$$\frac{\partial^2 U_2}{\partial x_1 \partial x_2} = \frac{1}{4dh} \left[ 2U_2(i-1,j+1,k) - U_2(i,j+1,k) - U_2(i+1,j+1,k) 
- U_2(i-1,j,k) - U_2(i-1,j,k) - U_2(i-1,j-1,k) + U_2(i,j-1,k) \right] + O(h) \quad \text{F.2.3}$$

F.3 Second order formulation for $90^\circ$ corner.

Two second order formulations for the $90^\circ$ corner have been considered by Ilan (1978, in press) in a recent study of body waves at corners.

The problem in the solution of the boundary conditions and equations of motion is that at the corner the boundary conditions for both the vertical and horizontal free surfaces apply which over conditions the problem. Some form of approximation must therefore be made.

In the present study the author, following discussions with Ilan, has adopted the use of the following scheme, for the corner node, node 0 shown in Figure F.3.

```
    O(i,j,k)
   /     \
  /       \
 /         \
```

Node arrangement at a $90^\circ$ corner.

**FIGURE F.3.**

The new composed formulations for the horizontal and vertical free surfaces, presented in Appendices F.1.2 and F.1.4 respectively are applied to nodes A and D.
The components of displacement at node O(i,j,k) are then calculated using the expressions given as:

\[ \mathbf{U}_1(i, j, k+1) = \mathbf{U}_1(i-1, j, k+1) \]  \hspace{1cm} \text{F.3.1} \\
\[ \mathbf{U}_2(i, j, k+1) = \mathbf{U}_2(i, j+1, k+1) \]  \hspace{1cm} \text{F.3.2}
Appendix G.

G. Second order finite difference formulations for interface nodes.

This appendix presents second order finite difference forms for nodes located at the interface between two media, and those at the point where an interface between two media meets a free surface.

The initial work on extending second order formulations to interfaces is due to Ilan et al (1975) and the author has reformulated their equations to make them consistent with the coordinate system used in the present study and to express the constants in terms of wave velocities in place of Lamé constants. The author has also extended the scheme to consider the free surface/interface node for welded quarter spaces. The range of two media configurations for which formulations are presented are shown in Figure 4.7 in Section 4.3.4.

G.1.1 Second order formulations for horizontal interfaces.

The horizontal interface formulation is due to Ilan et al (1975) and in the present study the method used to derive the formulation for node F(1,j,k), shown in Figure G.1, has followed their method.

```
```

Node arrangements for horizontal interfaces with second order formulations.

FIGURE G.1.
The boundary conditions for a horizontal interface, along $X_2 = \text{constant}$ for node $P(i,j,k)$, are for the continuity of stress and displacement and these are given as:

$$
(v_s^2 \mathcal{C})_1 \left[ \frac{\partial u_2}{\partial x_1} - \frac{\partial u_1}{\partial x_2} \right] = (v_s^2 \mathcal{C})_2 \left[ \frac{\partial u_2}{\partial x_1} - \frac{\partial u_1}{\partial x_2} \right]
$$

G.1.1.

$$
(v_c^2 \mathcal{C})_1 \frac{\partial u_2}{\partial x_2} - \mathcal{E}(v_c^2 - 2v_s^2) \frac{\partial u_1}{\partial x_2} = (v_c^2 \mathcal{C})_2 \frac{\partial u_2}{\partial x_2} + \rho(v_c^2 - 2v_s^2) \frac{\partial u_1}{\partial x_2}
$$

G.1.2.

$$
u_1^c = u_1^2
$$

G.1.3

$$
u_2^c = u_2^2
$$

G.1.4

At the interface the displacements are denoted as:

$$
u_1^c = u_1^1 = u_1^2
$$

G.1.5

$$
u_2^c = u_2^1 = u_2^2
$$

where $u_1^c$ and $u_2^c$ are not differentiable on the interface with respect to $X_2$ but they are continuously differentiable with respect to $X_1$ and $t$.

Equations G.1.1 and G.1.2 can be rewritten in the forms given as:

$$
(v_s^2 \mathcal{C})_1 \frac{\partial u_1^1}{\partial x_2} - (v_s^2 \mathcal{C})_2 \frac{\partial u_1^2}{\partial x_2} = - \left[ (v_s^2 \mathcal{C})_1 - (v_s^2 \mathcal{C})_2 \right] \frac{\partial u_2^c}{\partial x_1}
$$

G.1.6

$$
(v_c^2 \mathcal{C})_1 \frac{\partial u_2^1}{\partial x_2} - (v_c^2 \mathcal{C})_2 \frac{\partial u_2^2}{\partial x_2} - \left[ \mathcal{E}(v_c^2 - 2v_s^2) \right]_1 - \left[ \mathcal{E}(v_c^2 - 2v_s^2) \right]_2 \frac{\partial u_2^c}{\partial x_1}
$$

G.1.7

The equations of motion for the two media can be written in the forms given as:

$$
\frac{\partial^2 u_1^j}{\partial x_2^2} + \left( \frac{v_c^2}{v_s^2} \right) \frac{\partial^2 u_2^j}{\partial x_1 \partial x_2} = \frac{1}{v_s^2} \frac{\partial^2 u_1^c}{\partial t^2} - \left( \frac{v_c^2}{v_s^2} \right) \frac{\partial^2 u_1^c}{\partial x_1^2}
$$

G.1.8

$$
\frac{\partial^2 u_2^j}{\partial x_2^2} + \left( \frac{v_c^2}{v_s^2} \right) \frac{\partial^2 u_1^j}{\partial x_1 \partial x_2} = \frac{1}{v_c^2} \frac{\partial^2 u_2^c}{\partial t^2} - \left( \frac{v_c^2}{v_s^2} \right) \frac{\partial^2 u_2^c}{\partial x_1^2}
$$

G.1.9

where the superscripts and subscripts $j = 1$ or $2$ indicated the media involved.
Equations G.1.6 and G.1.7 are differentiated with respect to \( X_1 \) to give the forms given as:

\[
\frac{\partial^2 u_1}{\partial x_2 \partial x_1} - \frac{\partial^2 u_2}{\partial x_2 \partial x_1} = -\left[ (v_1^2 \mathcal{C})_1 - (v_2^2 \mathcal{C})_2 \right] \frac{\partial^2 u_2}{\partial x_1^2} \quad G.1.10
\]

\[
\frac{\partial^2 u_2}{\partial x_2 \partial x_1} - \frac{\partial^2 u_2}{\partial x_2 \partial x_1} = -\left[ (v_c^2 \mathcal{C})_1 - (v_c^2 \mathcal{C})_2 \right] \frac{\partial^2 u_2}{\partial x_1^2} \quad G.1.11
\]

Also, a set of Taylor series expansions are required and these are given as:

\[
\pm \frac{h^2}{2} \frac{\partial u_1}{\partial x_2} = \frac{u_1}{m(i_1, j^{+1}, k) - u_1^c(i, j, k) + O(h^3)} \quad G.1.12
\]

\[
\pm \frac{h^2}{2} \frac{\partial u_2}{\partial x_2} = \frac{u_2}{m(i_1, j^{+1}, k) - u_2^c(i, j, k) + O(h^3)} \quad G.1.13
\]

where \( m = 1, 2 \) for the two media, and the second sign indicates the form required for the forward term.

The finite difference approximations used for the mixed terms are given as:

\[
\pm 2dh \frac{\partial^2 u_1}{\partial x_1 \partial x_2} = \left[ u_1^{m(i+1, j^{+1}, k)} - u_1^{m(i-1, j^{+1}, k)} \right. \\
\left. - u_1^c(i+1, j, k) + U_1^c(i-1, j, k) + O((dh)^2) \right] \quad G.1.14
\]

\[
\pm 2dh \frac{\partial^2 u_2}{\partial x_1 \partial x_2} = \left[ u_2^{m(i+1, j^{+1}, k)} - u_2^{m(i-1, j^{+1}, k)} \right. \\
\left. - u_2^c(i+1, j, k) + U_2^c(i-1, j, k) + O((dh)^2) \right] \quad G.1.15
\]

The system of equations up to equation G.1.15 provides two sets of linear equations, based on the equations of motion, each of which is a set of fourteen equations which contain fourteen unknowns.

By the solution of these sets of equations expressions for the time development of the displacements at node \( P(i, j, k) \) are given.

-259-
The expressions for the displacements for a point on a horizontal interface \((P(i,j,k))\) are given as:

\[
U_1(i,j,k+1) = 2U_1(i,j,k) - U_1(i,j,k-1)
\]

\[
+ \frac{2}{\ell_1 + \ell_2} \left( \frac{s}{h} \right)^2 \left[ \ell_2 v^2 s_2 U_1(i,j+1,k) + \ell_1 v^2 s_1 U_1(i,j-1,k) \right]
- \left( \ell_1 v^2 s_1 + \ell_2 v^2 s_2 \right) U_1(i,j,k)
+ \frac{1}{2}(h/d) \left( \ell_2 v^2 s_2 - \ell_1 v^2 s_1 \right) U_1(i-1,j,k) - U_2(i-1,j,k)
\]

\[
+ \frac{\ell_1 v^2 c_1 + \ell_2 v^2 c_2}{\ell_1 - \ell_2} \left( \frac{s}{h} \right)^2 \left[ U_1(i+1,j,k) - 2U_1(i,j,k) + U_1(i-1,j,k) \right]
\]

\[
+ \frac{s^2}{\ell_1 + \ell_2} G
\]

\[
U_2(i,j,k+1) = 2U_2(i,j,k) - U_2(i,j,k-1)
\]

\[
+ \frac{2}{\ell_1 + \ell_2} \left( \frac{s}{h} \right)^2 \left[ \ell_2 v^2 s_2 U_2(i,j+1,k) + \ell_1 v^2 s_1 U_2(i,j-1,k) \right]
- \left( \ell_1 v^2 s_1 + \ell_2 v^2 s_2 \right) U_2(i,j,k)
+ \frac{1}{2}(h/d) \left( \ell_2 v^2 s_2 - \ell_1 v^2 s_1 \right) U_2(i-1,j,k) - U_2(i-1,j,k)
\]

\[
+ \frac{\ell_1 v^2 c_1 + \ell_2 v^2 c_2}{\ell_1 - \ell_2} \left( \frac{s}{h} \right)^2 \left[ U_2(i+1,j,k) - 2U_2(i,j,k) + U_2(i-1,j,k) \right]
\]

\[
+ \frac{s^2}{\ell_1 - \ell_2} H
\]

\[
G.1.16
\]

\[
G.1.17
\]

where \(G = (G_1 + G_2)/2\) and \(H = (H_1 + H_2)/2\) and \(G_1, G_2, H_1\) and \(H_2\) are defined in equations G.1.18 to G.1.21 respectively.

The terms \(G_1\) and \(H_1\) and the terms \(G_2\) and \(H_2\) are obtained by the use of the forward and reverse approximations for the mixed derivatives, which are given as equations G.1.14 and G.1.15.
\[ G_1 = \frac{1}{2dh} \left[ \ell_2 (v_{c2} - v_{s2}) - \left( \frac{(v_{c1}^2 - v_{s1}^2) (\ell_2 v_{c2}^2)}{v_{c1}^2} - \frac{(v_{c1}^2 - v_{s1}^2) (\ell_2 v_{c2}^2)}{v_{c2}^2} \right) \right] \]

\[ + \left[ \frac{(v_{c1}^2 - v_{s1}^2) (\ell_2 v_{c2}^2 - 2v_{s2}^2) - \ell_1 (v_{c1}^2 - 2v_{s1}^2)}{v_{c1}^2} \right] \frac{\partial u_1^c}{\partial x_1^2} + O(h) \]

\[ G_2 = \frac{1}{2dh} \left[ \ell_2 (v_{c1}^2 - v_{s1}^2) - \left( \frac{(v_{c1}^2 - v_{s1}^2) (\ell_2 v_{c1}^2)}{v_{c1}^2} - \frac{(v_{c1}^2 - v_{s1}^2) (\ell_2 v_{c1}^2)}{v_{c2}^2} \right) \right] \]

\[ + \left[ \frac{(v_{c2}^2 - v_{s2}^2) (\ell_1 v_{c1}^2 - 2v_{s1}^2) - \ell_2 (v_{c2}^2 - 2v_{s2}^2)}{v_{c2}^2} \right] \frac{\partial u_1^c}{\partial x_1^2} + O(h) \]

\[ H_1 = \frac{1}{2dh} \left[ \ell_2 (v_{c2}^2 - v_{s2}^2) - \left( \frac{(v_{c1}^2 - v_{s1}^2) (\ell_2 v_{c2}^2)}{v_{s1}^2} - \frac{(v_{c1}^2 - v_{s1}^2) (\ell_2 v_{c2}^2)}{v_{s2}^2} \right) \right] \]

\[ + \left[ \frac{(v_{c1}^2 - v_{s1}^2) (\ell_2 v_{c2}^2 - \ell_1 v_{s1}^2)}{v_{s1}^2} \right] \frac{\partial u_2^c}{\partial x_1^2} + O(h) \]

\[ H_2 = \frac{1}{2dh} \left[ \ell_1 (v_{c1}^2 - v_{s1}^2) - \left( \frac{(v_{c2}^2 - v_{s2}^2) (\ell_1 v_{c1}^2)}{v_{s2}^2} - \frac{(v_{c2}^2 - v_{s2}^2) (\ell_1 v_{c1}^2)}{v_{s2}^2} \right) \right] \]

\[ + \left[ \frac{(v_{c2}^2 - v_{s2}^2) (\ell_1 v_{s1}^2 - \ell_2 v_{s2}^2)}{v_{s2}^2} \right] \frac{\partial u_2^c}{\partial x_1^2} + O(h) \]

The equations which describe the displacements at node \(Q(i,j,k)\), shown in Figure G.1, are obtained by the solution of a similar set of equations to those used for equations G.1.16 and G.1.17 or by the reversing of the material parameters in the final equations.
Second order formulations for vertical interfaces.

Two vertical interface arrangements were considered in the present study and as with the equations used for the horizontal interface they are based on those derived by Ilan et al. (1975) adapted to fit the coordinate scheme used in the present study.

The two nodes considered are shown in Figure G.2.

![Diagram of node arrangements](image)

Node arrangements for vertical interfaces with second order formulations.

**FIGURE G.2.**

The equations for the displacements at the nodes R and shown in Figure G.2, can be obtained either by the system of fourteen equations which describes the configuration or by the application of transforms which are given by Ilan et al. (1975).

For node R the transforms used are:

\[ U_1 \rightarrow U_2; \quad U_2 \rightarrow U_1; \quad d \rightarrow h; \quad "i's" \rightarrow "j's" \]

For node S the same transforms that are used for node R, equation G.1.22, followed by the reversing of the material parameters and velocities for the two media.
G.2.1 Quarter spaces welded in three-quarter spaces.

It is shown in the study by Ilan et al (1975) that a second order formulation, based on the equation of motion, can be applied to a quarter space set into a three quarter space by using a different form for the mixed derivative term.

Two cases are considered in the present study and the node arrangements are shown as Figure G.3.

Node arrangements for quarter spaces welded in three-quarter spaces, with second order formulations.

FIGURE G.3.

The nodes used in the difference formulations are all assumed to be in the three-quarter space. Using this assumption, that all nodes are in the three quarter space, the formulations were applied to 270° corners and the detailed approximations are presented in Appendix F.2, as equations F.2.1 to F.2.3. (Page 254), which considers second order formulations for 270° corners.

G.3 The free surface/interface node for welded quarter spaces, a new second order formulation.

This appendix presents the derivation of a new second order formulation for the node P(i, j, k), shown in Figure C.4, at the intersection of a free surface and a vertical interface between two media.

Node arrangement for the free surface/interface node in welded quarter spaces.

FIGURE G.4.
The equations which describe the time development of the displacements at node \( P(i,j,k) \) are obtained by the direct solution of the equations of motion, subject to the free surface and vertical interface boundary conditions.

The equations of motion are given as:

\[
\frac{\partial^2 u_1^c}{\partial t^2} = v_{c1}^2 \frac{\partial^2 u_1^j}{\partial x_1^2} + v_{s1}^2 \frac{\partial^2 u_1^j}{\partial x_2^2} + (v_{c1}^2 - v_{s1}^2) \frac{\partial^2 u_2^j}{\partial x_1 \partial x_2} \tag{G.3.1}
\]

\[
\frac{\partial^2 u_2^c}{\partial t^2} = v_{c2}^2 \frac{\partial^2 u_2^j}{\partial x_2^2} + v_{s2}^2 \frac{\partial^2 u_2^j}{\partial x_1^2} + (v_{c2}^2 - v_{s2}^2) \frac{\partial^2 u_1^j}{\partial x_1 \partial x_2} \tag{G.3.2}
\]

where \( j = 1,2 \) for the two media.

At the vertical interface the boundary conditions require the continuity of displacements so at the interface:

\[
u_1^c = u_1^j = u_2^j \quad ; \quad u_2^c = u_1^j = u_2^j \tag{G.3.3}
\]

In these equations G.3.1 and G.3.2 all the components are always differentiable with respect to time.

The boundary conditions for a stress free surface along \( x_2 = 0 \) are given as:

\[
\frac{\partial u_1^j}{\partial x_1} = \frac{\partial u_1^j}{\partial x_2} = 0 \tag{G.3.4}
\]

\[
\frac{\partial^2 u_2^j}{\partial x_2} + (1 - 2(v_s^2/v_c^2)) \frac{\partial^2 u_1^j}{\partial x_1} = 0 \tag{G.3.5}
\]

where \( j = 1,2 \) for the two media.

The equations for the stress free boundary condition can be differentiated with respect to \( x_1 \) to give:

\[
\frac{\partial^2 u_1^j}{\partial x_1 \partial x_2} = -\frac{\partial^2 u_2^j}{\partial x_1^2} \tag{G.3.6}
\]

\[
\frac{\partial^2 u_2^j}{\partial x_1 \partial x_2} = -(1 - 2(v_s^2/v_c^2)) \frac{\partial^2 u_1^j}{\partial x_1^2} \tag{G.3.7}
\]
The vertical boundary of the media is on \( X = \text{constant} \), at the point \( P(i,j,k) \), and this has boundary conditions which are given as:

\[
\frac{(C_1 v_{s1}^2) \partial U_1^0}{\partial x_2} - \frac{(C_2 v_{s2}^2) \partial U_2^0}{\partial x_2} = -\left[ \frac{(C_1 v_{s1}^2) - (C_2 v_{s2}^2)}{\partial x_1} \right] \frac{\partial U_2^0}{\partial x_1} \tag{G.3.8}
\]

\[
\frac{(C_1 v_{c1}^2) \partial U_1^1}{\partial x_2} - \frac{(C_2 v_{c2}^2) \partial U_2^1}{\partial x_2} = -\left[ \frac{(C_1 v_{c1}^2 - 2v_{s1}^2)}{\partial x_1} \right] \frac{\partial U_2^1}{\partial x_1} \tag{G.3.9}
\]

The equations for the vertical interface boundary conditions can be differentiated with respect to \( x_2 \) to give:

\[
\frac{(C_1 v_{s1}^2) \partial U_1^2}{\partial x_2^2} - \frac{(C_2 v_{s2}^2) \partial U_2^2}{\partial x_2^2} = -\left[ \frac{(C_1 v_{s1}^2) - (C_2 v_{s2}^2)}{\partial x_1} \right] \frac{\partial U_2^2}{\partial x_1} \tag{G.3.10}
\]

\[
\frac{(C_1 v_{c1}^2) \partial U_1^3}{\partial x_2^2} - \frac{(C_2 v_{c2}^2) \partial U_2^3}{\partial x_2^2} = -\left[ \frac{(C_1 v_{c1}^2 - 2v_{s1}^2)}{\partial x_1} \right] \frac{\partial U_2^3}{\partial x_1} \tag{G.3.11}
\]

From Taylor series expansions it is necessary to define the expansions given as:

\[
\begin{align*}
\frac{h \partial U_1^2}{\partial x_2} + \frac{i h^2 \partial U_1^2}{\partial x_2^2} & = U_1^2(i,j+1,k) - U_1^2(i,j,k) \tag{G.3.12} \\
\frac{\partial U_2^2}{\partial x_1} & = U_2^2(i+1,j,k) + U_2^2(i,j+1,k) - U_2^2(i,j,k) \tag{G.3.13} \\
\frac{h \partial U_2^4}{\partial x_2} - \frac{i h^2 \partial U_2^4}{\partial x_2^2} & = U_2^4(i,j-1,k) - U_2^4(i,j,k) \tag{G.3.14} \\
\frac{\partial U_1^3}{\partial x_1} & = U_1^3(i+1,j,k) + U_1^3(i,j+1,k) - U_1^3(i,j,k) \tag{G.3.15}
\end{align*}
\]

where \( j = 1,2 \) for the reverse and forward difference forms.

The equations given as equations G.3.1 to G.3.15 form the two sets of equations which describe the time development of the displacements at node \( P(i,j,k) \).

The horizontal component of displacement at node \( P(i,j,k) \) is obtained by the addition of the equations of motion for the two
media which are given by \( j = 1 \) and 2 in equation G.3.1. The resulting resulting equation is given as:

\[
\left[ \frac{1}{v_{s1}^2} + \frac{1}{v_{s2}^2} \right] \frac{\partial^2 U_c}{\partial t^2} - \left[ \frac{\partial^2 U_1}{\partial x_1^2} + \frac{\partial^2 U_2}{\partial x_2^2} \right] = \\
\left[ \frac{v_{c1}^2}{v_{s1}^2} \frac{\partial^2 U_1}{\partial x_1^2} + \frac{v_{c2}^2}{v_{s2}^2} \frac{\partial^2 U_2}{\partial x_2^2} \right] + \left[ \frac{v_{s1}^2 - v_{s2}^2}{v_{s1}^2} \frac{\partial U_2}{\partial x_1} \frac{\partial x_2}{\partial x_1} \right] + \left[ \frac{v_{c2}^2 - v_{c1}^2}{v_{c2}^2} \frac{\partial U_1}{\partial x_1} \frac{\partial x_2}{\partial x_1} \right]
\]

G.3.16

The terms in equation are reduced by substitution of the equations for the boundary conditions and the Taylor series expansions to be in terms of derivatives of \( x_1 \) and a mixed term. This results in the equation given as:

\[
\left[ \frac{1}{v_{s1}^2} + \frac{1}{v_{s2}^2} \right] \frac{\partial^2 U_c}{\partial t^2} = \\
\left( \frac{\ell_2 v_{s2}^2}{\ell_1 v_{s1}^2} \right)^2 \frac{h}{2} \left[ U_1(i,j+1,k) - U_1(i,j,k) \right] \\
- \frac{h/2}{(\ell_2 v_{s2}^2)} \left[ (\ell_1 v_{s1}^2) - (\ell_2 v_{s2}^2) \frac{\partial U_2}{\partial x_1} - (\ell_1 v_{s1}^2) \frac{\partial U_2}{\partial x_2} \right]
\]

\[+ \frac{\partial^2 U_1}{\partial x_1^2} \left[ \frac{v_{c1}^2}{v_{s1}^2} - \frac{v_{c1}^2 - v_{s1}^2}{v_{s1}^2} \left( \frac{\partial^2 U_2}{\partial x_2^2} \right) \right] + \frac{\partial^2 U_2}{\partial x_1 \partial x_2} \left[ \frac{v_{c2}^2}{v_{s2}^2} - \frac{v_{c2}^2 - v_{s2}^2}{v_{s2}^2} \left( \frac{\partial^2 U_2}{\partial x_2^2} \right) \right]
\]

G.3.17

The finite difference form of equation G.3.17 is obtained by the substitution of the difference forms, given in Appendix D, for all the derivatives except the mixed term. It is found that the use of either the forward or the reverse expansions given as equation G.3.13 in equation G.3.17 for the case when the same material data is used for the two media results in small scattered pulses. The scattered pulses were eliminated by the use of an expression given as \( G = (G_1 + G_2)/2 \) where \( G_1 \) and \( G_2 \) are the forward and reverse expressions given as equation G.3.13.
The resulting finite difference form for the horizontal component of displacement is given as:

\[
U_1(i,j,k+1) = 2U_1(i,j,k) - U_1(i,j,k-1) + \left[ \frac{s^2}{V_{s1}^2 + \frac{1}{V_{s2}^2}} \right] \left[ \left(1 - \frac{L_2 v_s^2}{L_1 v_s^2} \right) \frac{h^2}{2} \right] \left[ U_1(i,j+1,k) - U_1(i,j,k) + \frac{h}{2d} \left[ U_2(i+1,j,k) - U_2(i-1,j,k) \right] \right]
\]

\[
+ \left[ \frac{1}{d^2} \right] \left[ \frac{3 - 2V_{c1}^2}{V_{c1}^2} \right] \left[ U_1(i+1,j,k) - 2U_1(i,j,k) + U_1(i-1,j,k) \right] - G \]
\]

\[ \text{G.3.18} \]

where \( G = (G_1 + G_2)/2 \)

and \( G_1 = \left[ \frac{3V_{c1}^2 - 2V_{s1}^2}{V_{c1}^2} - \frac{2V_{s1}^2}{V_{c1}^2} \right] \left( \frac{L_1 V_{c1} - L_2 V_{s1}}{L_2 V_{c1}} \right) \]

\( \times (\text{reverse form of equation G.3.13}) \)

and similarly for \( G_2 \) except that the wave velocities and densities used in each term are those of the other medium, and the difference form used is that for the forward difference which is given in equation G.3.13.

A similar procedure to that used to derive equation G.3.18 is used to derive the equation for the vertical component of displacement which is given as:

\[
U_2(i,j,k+1) = 2U_2(i,j,k) - U_2(i,j,k-1) + \left[ \frac{s^2}{V_{c1}^2 + \frac{1}{V_{c2}^2}} \right] \left[ \left(1 - \frac{L_2 v_s^2}{L_1 v_s^2} \right) \frac{h^2}{2} \right] \left[ U_2(i,j+1,k) - U_2(i,j,k) + \frac{h}{2d} \left[ U_2(i+1,j,k) - U_2(i-1,j,k) \right] \right]
\]

\[
+ \left[ \frac{1}{d^2} \right] \left[ \frac{V_{c1}^2 - 2V_{s1}^2}{V_{c1}^2} \right] \left[ U_2(i+1,j,k) - 2U_2(i,j,k) + U_2(i-1,j,k) \right] + H \]
\]

\[ \text{G.3.19} \]

where \( H = (H_1 + H_2)/2 \)

and \( H_1 = (V_{c1}^2 - 2V_{s1}^2)/V_{c1}^2 - \left[ \frac{2}{V_{s1}^2} (V_{s1}^2 - 2V_{s1}^2) \right] \left( \frac{L_1 V_{c1} - L_2 V_{s1}}{L_2 V_{c1}} \right) \]

\( \times (\text{reverse form of equation G.3.15}) \)

and similarly for \( H_2 \) except that the wave velocities and densities used in each term are for the other medium, and the difference form used is that for the forward difference which is given in equation G.3.15.
The pulse of Rayleigh waves used in the present study is the Ricker pulse which was first described by Ricker (1945) in a geophysical study and has since been used by Boore (1970), in a numerical Love wave study, and by Munasinghe (1973), in a numerical study of Rayleigh waves on surface acoustic wave device configurations.

This appendix extends the description of the pulse used in the present study which is given in Section 4.4.1. The material presented here is in two parts, Appendix H.1, which considers the analytical equations of the Ricker pulse and Appendix H.2, which presents the digitised equations used for pulse synthesis.

**H.1 Analytical equations for the Ricker pulse.**

The vertical component of displacement for the Ricker pulse, at a horizontal free surface, is defined as:

\[ R(x_1,0,0) = -(A J_1) \left[ \left( \frac{x}{\gamma_c} \right)^2 - \frac{1}{2} \right] \exp \left[ 1 - \left( \frac{x}{\gamma_c} \right)^2 \right] \]  

H.1.1

and this has a corresponding wavenumber amplitude spectrum, given as:

\[ S(K) = \left( \frac{K}{K_0} \right)^2 \exp \left[ 1 - \left( \frac{K}{K_0} \right)^2 \right] \]  

H.1.2

where \( \gamma_c = 2 \pi / K_0 \); \( A \) is a constant.

\( \gamma_c \) is the wavenumber, and \( K_0 \) is the wave number at the centre frequency.

The surface displacements and the wavenumber amplitude spectrum for the basic pulse are shown as Figure H.1.
Normalised analytical forms of the Rickor pulse; a. Surface displacement wave forms, b. Wave number amplitude spectrum.
The operation of passing from a set of displacements to a wavenumber amplitude spectrum is achieved by integration. This integration has the form given as:

\[ R(x, y, 0) = A \int_{-\infty}^{+\infty} \left[ 1 - \left( \frac{\lambda}{K_0} \right)^2 \right] \exp \left( -\frac{K^2}{2} \right) \exp \left( \frac{iX}{K_0} \right) \, dK/K_0 \]  \, \text{H.1.3}

where \( x = KX/(K/K_0) = K_0 X = 2\pi X/\lambda_0 \) and \( X \) is a genuine length.

The integration is performed by the method of integration by parts, using the form given by Philips (1951).

The general form obtained being given as:

\[ R(x) = A \frac{\sqrt{2\pi}}{2} \left[ 1 - \frac{x^2}{2} \right] \exp \left[ 1 - \frac{x^2}{4} \right] \]  \, \text{H.1.4}

where \( A \) is an amplitude function.

One of the most important properties of this wavelet, as defined in Section 4.4.1, is that it is not too extensive in either the real or the wavenumber space.

The two dimensional Ricker pulse, which has surface displacements defined by equation H.1.1, can be synthesised by a method similar to that used by Boore (1970), who considered a one dimensional pulse. This method of pulse synthesis has been extended by Munasinghe (1973) to two dimensions and it is from the work by Munasinghe that the method presented here is derived.

It is known from the analytical theory for Rayleigh waves on a half-space, that, in the case of a homogeneous, isotropic, semi-infinite half-space that the lossless propagation of harmonic Rayleigh waves occurs. These analytically exact solutions to the half-space problem are known as Rayleigh eigenmodes. It has also been shown that the unit displacement eigenmodes (\( 2^X \)) propagating in the positive \( X_1 \) direction, which satisfy the equations of motion and the boundary conditions for the stress free surface of a half-space, have the real form given by Munasinghe (1973) as:

\[ 2^X = \begin{bmatrix} -B_1(KX_2) \sin K(X_1 - vt) \\ B_2(KX_2) \cos K(X_1 - vt) \end{bmatrix} \]  \, \text{H.1.5}

where \( K \) is the wavenumber,

\( v = W/K = V(X) \) is the Rayleigh wave velocity = \( V_r \).
W is the radian frequency. 

\( B_1 \) and \( B_2 \) are real amplitude functions which decay with increasing depth \( x_2 \), normalised at the surface to \( B_2 = 1 \).

In the case of the homogeneous half-space the non-dispersive Rayleigh wave velocity is obtained from the equation given in Section 2.3 as equation 2.3.16 or by the use of the approximation, due to Bergmann (1949), which is given as equation 2.3.17.

The amplitude factors, in equation H.1.5, are given explicitly by Viktorov (1967) as:

\[
\begin{align*}
\frac{B(Kx_2)}{B_2} & = \begin{bmatrix} B_1 \\ B_2 \end{bmatrix} = \frac{1}{K_i (iK-R_c)} \begin{bmatrix} K & -(iK)R_c \\ -R_c |K_i| & (iK) |K_i| \end{bmatrix} \begin{bmatrix} \exp(-|K|R_c x_2) \\ \exp(-|K|R_b x_2) \end{bmatrix}
\end{align*}
\]

where \( R_c^2 = 1 - (v_r/v_c)^2 \); \( R_b^2 = 1 - (v_r/v_b)^2 \); \( \tau = -i2R_c/(1+R_b^2) \)

In the more general case of layered media both wave velocity and amplitude factors require numerical calculation (Sun 1970).

Extending consideration from the eigenmodes which make up a Rayleigh wave to those which are in a pulse, it is clear that a wave packet, such as the Ricker pulse, consisting of any linear combination of the appropriate eigenmodes \( (2^K) \) will give non-dispersive propagation on a half-space.

Thus the pulse defined by the Rayleigh eigenmodes, weighted with the wavenumber spectrum, is given as:

\[
R(x_1,x_2,t) = \frac{1}{\pi} \int_0^\infty \mathcal{A}^K(x_1,x_2,t) S(K) dK
\]

where \( \mathcal{A}^K = \begin{bmatrix} \mathcal{A}^K_1 \\ \mathcal{A}^K_2 \end{bmatrix} \)

The equation H.1.7 can be transformed into the double sided Fourier integral which has the form given as:

\[
\begin{align*}
R_1(x_1,x_2,t) &= (1/\pi) \int_{-\infty}^{\infty} A_1(K,x_2) \exp(iK(x_1-vt)) dK \\
R_2(x_1,x_2,t) &= (1/\pi) \int_{-\infty}^{\infty} A_2(K,x_2) \exp(iK(x_1-vt)) dK
\end{align*}
\]

where

\[
A_1(K,x_2) = S(K) \ B_1(Kx_2) = -A_1(-Kx_2)
\]
\[
A_2(K,x_2) = S(K) \ B_2(Kx_2) = A_2(-Kx_2)
\]
At the free surface the vertical component at \( t = 0 \), defined by equation H.1.7, reduces to the form given as:

\[
R_2(X_1, 0, 0) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} S(K) \exp(iKX_1) dK
\]

It is seen from the tables of integral transforms (Erdelyi 1954) that the Fourier transform in equation H.1.9 is identical to equation H.1.1. It is also seen that the terms on the right hand side of equation H.1.8 are either known explicitly or can be computed numerically and this enables the synthesis of the displacements for a Ricker type pulse at \( t = 0 \) and \( t = \tau \) using Fourier transforms.

H.2 Pulse synthesis.

The Ricker type pulse used in the present study is produced by the use of digitised forms of the analytical equations which are given in Appendix H.1.

Each wave number component is calculated at each depth level and for the two time steps using the explicit expressions for the real and imaginary (Jth) wavenumber developed by Munasinghe, which is given as:

\[
\begin{bmatrix}
\text{Re Data}_1(J) \\
\text{Im Data}_1(J) \\
\text{Re Data}_2(J) \\
\text{Im Data}_2(J)
\end{bmatrix} = \left[ (J-1)^2/N \gamma_0 n_k^2 \right] \exp \left[ 1 - \left( \frac{(J-1)^2}{n_k} \right) \right] \times
\begin{bmatrix}
C_1\sin(r_v(J-1)t) & -C_2\sin(r_v(J-1)t) \\
C_1\cos(r_v(J-1)t) & -C_2\cos(r_v(J-1)t) \\
-D_1\cos(r_v(J-1)t) & D_2\cos(r_v(J-1)t) \\
-D_1\sin(r_v(J-1)t) & D_2\sin(r_v(J-1)t)
\end{bmatrix}
\]

where \( n_k = \frac{K_0}{\Delta \lambda} = \frac{N}{N_x} \), the number of wavenumber points per unit centre wavelength.

\( N_x = \frac{\gamma_0}{\Delta \lambda} \) number of nodes per pulse centre wavelength.

\( \Delta \lambda = \frac{\gamma_0}{N_x} \) and \( \Delta \lambda = 2\pi/\lambda(\Delta X) \) spatial and wavenumber increments.

\( \chi_2' = \frac{\chi_2}{\gamma_0} \) depth, scaled in units of wavelengths (\( r_v' \)).
The constants used in equation H.2.1 are defined as:

\[ C_1 = \frac{(1 + R_s^2)}{R_c^2(1 - R_s^2)} \quad C_2 = \frac{2R_s}{(1 - R_s^2)} \]
\[ D_1 = \frac{(1 + R_s^2)}{(1 - R_s^2)} \quad D_2 = \frac{2}{(1 - R_s^2)} \]
\[ r_v = \frac{2\pi V_r}{\sqrt{\nu}} \quad r_c = \frac{2\pi R_c}{\nu} \quad r_g = \frac{2\pi R_g}{\nu} \]
\[ R_s^2 = 1 - \left(\frac{V_r}{V_c}\right)^2 \quad R_c^2 = 1 - \left(\frac{V_r}{V_c}\right)^2 \]

The data array (Data (J)) is evaluated for the full range of J values, for both the real and imaginary components, at each depth and for each time level. For each array of N real and complex components, which correspond to one depth and one time, the set of displacement for this depth and at this time are obtained by the operation of the discrete Fourier transform. This operation can be written as:

\[ \text{Trans}(M) = \sum_{J=1}^{N} \text{Data}(J) \exp \left( \pm 2\pi i (J-1)(M-1)/N \right) \quad \text{H.2.2} \]

for \( M = 1, 2, \ldots, N \) and where the positive and negative signs refer to the forward and inverse transforms respectively.

In the present study the operation defined by equation H.2.2 was performed by a version of the Cooley-Tukey (1965) method which folds data about \((N/2) + 1\) and is a standard NAG subroutine (ULCC 1976).

The use of the NAG subroutine results in the need to reorder the basic data and this is considered in Figure 4.9.

The application of the digitised form, given as equation H.2.1, is considered further in Section 4.4.1.
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