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Abstract

We develop a discrete-time stochastic volatility option pricing model exploiting the information contained in the Realized Volatility (RV), which is used as a proxy of the unobservable log-return volatility. We model the RV dynamics by a simple and effective long-memory process, whose parameters can be easily estimated using historical data. Assuming an exponentially affine stochastic discount factor, we obtain a fully analytic change of measure. An empirical analysis of Standard and Poor’s 500 index options illustrates that our model outperforms competing time-varying and stochastic volatility option pricing models.
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1. Introduction

It is well established that proper use of intraday price observations leads to precise and accurate measurement and forecast of the unobservable asset volatility. At the same time, volatility is the primary ingredient of every option pricing model. In this paper, combining both these aspects, we develop a new option pricing model that effectively incorporates the information contained in high-frequency data, as summarised by the Realized Volatility (RV) measure.\(^1\)

The RV is an easy-to-compute nonparametric measure of the asset variability, and it is typically constructed from the intraday price movements. This allows the RV to change rapidly according to the market’s movements. We show that such a reliable volatility measure yields accurate pricing of short-term options. Moreover, we show that our model is able to mimic the long-memory characterising the volatility process,\(^2\) leading also to accurate pricing of long-term options. Thus, both the fast-changing dynamics inherent in the RV and the simple long-memory structure allow our model to reproduce a realistic Implied Volatility (IV) term structure under different market conditions (e.g., different volatility regimes). The improvements on the pricing performances yielded by GARCH-type option pricing models, that rely on the volatility filtered solely from daily returns, are remarkable. Indeed, in terms of Root Mean Square Error on IV (\(RMSE_{IV}\)), the overall improvements on the extension of the Heston and Nandi (2000) GARCH recently proposed by Christoffersen, Jacobs, and Heston (2011a) and the Component GARCH of Christoffersen, Jacobs, Ornthanalai, and Wang (2008) are 14% and 26%, respectively. Finally, the use of RV as a proxy for the unobservable volatility simplifies the estimation considerably: filtering procedures are no longer required, and the model can be estimated directly using the observed RV, as obtained from high-frequency data.

Surprisingly, to the best of our knowledge, little work has been devoted to combining RV literature with that on option pricing to construct RV option pricing models. Notable exceptions are the work of Stentoft (2008) and Christoffersen, Feunou, Jacobs, and Meddahi (2010). In Stentoft (2008), an Inverse Gaussian model of a 30-minute returns RV measure is applied to price options on some individual stocks. However, this work does

\(^1\)The idea of RV measures goes back to the seminal work of Merton (1980), which shows that the integrated variance of a Brownian motion can be approximated by the sum of a large number of intraday squared returns. This original intuition has been recently formalised and generalised by Andersen, Bollerslev, Diebold, and Labys (2001, 2003); Barndorff-Nielsen and Shephard (2001, 2002a, 2002b, 2005); and Comte and Renault (1998).
not provide a formal change of measure for the RV process, since it only considers the case in which the risk-neutral and physical dynamics of RV are identical (i.e., when the volatility risk is not priced). In a concurrent paper, Christoffersen, Feunou, Jacobs, and Meddahi (2010) generalise the GARCH option pricing approach by extending the Heston and Nandi (2000) GARCH model to include RV measures. However, they focus mainly on the RV’s contribution to short- and medium-term option pricing.

Indeed, so far, only marginal attention has been devoted to the long-term part of the IV surface, where the persistence of the volatility process plays a crucial role. Two exceptions are Comte, Coutin, and Renault (2003), who employ a fractional stochastic volatility model, and Carr and Wu (2003), who apply alpha-stable processes to slow down the central limit theorem and obtain negative skewness and excess kurtosis for long-maturity options.

Moreover, a growing strand of literature advocates the presence of a multi-components volatility structure. For instance, Li and Zhang (2010), using nonlinear principal components analysis, find that two factors are needed to explain the variation in the IV surface. Christoffersen, Jacobs, Ornthanalai, and Wang (2008) employ a modified version of the two-factor component GARCH in Engle and Lee (1999) for options pricing in discrete-time, while Bates (2000) proposes a two-factor jump-diffusion model to fit the implicit distribution in futures options. In addition, Adrian and Rosenberg (2008) show that a multi-components volatility model substantially improves the cross-sectional pricing of volatility risk.

In this paper, we combine all these streams of literature and we introduce a new class of models that rely on the RV, featuring long-memory, multi-components structure, and analytical tractability. We model the conditional mean of the volatility process by the Heterogeneous Autoregressive (HAR) multi-components model (see Corsi, 2009). The HAR specification can be considered as an acceptable compromise between parameter parsimony and multi-components specification. Despite the fact that the HAR model does not formally belong to the class of long-memory processes, it is able to produce the same memory persistence observed in financial data. Moreover, its multi-component specification is important in providing the necessary smoothing of the otherwise too noisy (for option pricing purposes) RV measure. For these reasons the HAR has become one of the standard models for describing and forecasting the dynamics of RV. The HAR model provides only the first

\footnote{Andersen, Bollerslev, and Diebold (2007a), A¨ıt-Sahalia and Mancini (2008), McAleer and Medeiros (2008), Busch, Christensen, and Nielsen (2011), and Andersen, Bollerslev, and Huang (2011) use this model (and its extensions) to forecast the RV; Clements, Galvão, and Kim (2008) and Maheu and McCurdy (2011) implement it for risk management; Bollerslev, Tauchen, and Zhou (2009) use it to analyse the risk-return trade-off; Andersen and Benzoni (2010) employ it to test whether bond yields span volatility risk; and}
conditional moment of the RV. In order to specify the whole transition density and complete the probabilistic
description of the RV process, we assume that the conditional distribution of the HAR is a noncentral gamma.
The noncentral gamma is the same transition density implied by the Cox, Ingersoll, and Ross (1985) (CIR)
model, widely applied to describe the dynamics of the volatility process. The resulting model belongs to the
family of autoregressive gamma processes, a class of discrete-time affine processes introduced by Gourieroux
and Jasiak (2006). Due to this combination, our new model features both long-memory and affine structure.
The latter feature is particularly attractive for option pricing purposes since, as with the affine processes, it
leads to a fully analytic conditional Laplace transform. In order to capture the asymmetric shape of the IV
smile for S&P 500 options, we include the leverage effect. The resulting model is extremely flexible for option
pricing purposes. Moreover, considering restricted versions of this general model, we are able to disentan-
gle the contribution of the different model ingredients (i.e., long-memory and leverage) to the overall pricing
performance.

The paper is organised as follows. Section 2 defines our model for log-return and RV under both the
historical and risk-neutral probability measures. Section 3 describes the estimation of the model, and then
analyses its dynamic features. In Section 4, we present the option pricing performances, compare them with
option pricing benchmarks, and perform several robustness checks. Finally, Section 5 summarises the results.

2. The model

2.1. Dynamics under physical probability

2.1.1. Log-return dynamics

A well-established result in financial econometrics literature is that the marginal distribution of daily log-
return is not Gaussian but typically features fat tails (leptokurtic distribution). This fact has motivated the use
of heavy-tailed distributions in several financial models. In spite of this consideration, Clark (1973) and Ane
and Geman (2000) theoretically argue that, for an underlying continuous-time diffusion process, the standard
Gaussian distribution can be recovered by rescaling the log-return by an appropriate measure of the market
activity. The basic intuition is that the log-return process is a Brownian motion with a random time. Rescaling
the log-return by an appropriate activity measure is equivalent to performing a time-change that restores the

Bollerslev and Todorov (2011) adopt it for modeling the expected Integrated Volatility to compute the Investor Fear Index.
standard Brownian motion in calendar time. As such a measure of market activity, we adopt the continuous component of the total variation of the log-price process, i.e., the Integrated Variance ($\mathcal{IV}$). Then, we assume the following conditional dynamics for the log-return:

$$y_{t+1} := \ln \left( \frac{S_{t+1}}{S_t} \right) = \mu_{t+1} + \sqrt{\mathcal{IV}_{t+1}} \epsilon_{t+1},$$

$$\epsilon_{t+1} | \mathcal{IV}_{t+1} \sim N(0, 1).$$

In our notation, $y_{t+1}$, $S_{t+1}$, and $\mathcal{IV}_{t+1}$ are the cum-dividend log-return, the price, and the $\mathcal{IV}$ at time $t + 1$, respectively. For the drift of the log-return under the physical measure, we propose the following specification:

$$\mu_{t+1} = r + \left( \gamma - \frac{1}{2} \right) \mathcal{IV}_{t+1},$$

where $r$ represents the risk-free rate between $t$ and $t + 1$, and $\gamma := \hat{\gamma} - 1/2$. The term $-1/2$ in $\gamma$ is a convexity adjustment introduced such that the conditional expectation of returns becomes $E[\exp y_{t+1}|\mathcal{IV}_{t+1}] = \exp (r + \hat{\gamma} \mathcal{IV}_{t+1})$ and $\hat{\gamma}$ can be interpreted as the price risk for volatility. We observe that our specification introduces a contemporaneous effect of $\mathcal{IV}_{t+1}$ on $y_{t+1}$. Specifically, the functional form we are proposing implies a stochastic drift, changing with the daily $\mathcal{IV}$. This feature has an interesting probabilistic implication, since our model can be embedded into the class of normal variance-mean mixture, with $y_{t+1} | \mathcal{IV}_{t+1} \sim N \left( r + \left( \hat{\gamma} - \frac{1}{2} \right) \mathcal{IV}_{t+1}, \mathcal{IV}_{t+1} \right)$; see, e.g., in Barndorff-Nielsen, Kent, and Sorensen (1982).

As it is customary in RV literature, we estimate the unobservable $\mathcal{IV}$ by the corresponding continuous component of daily RV (details on the RV measure employed in the implementation of the model are given in Section 3.2). This choice has also an empirical justification. Andersen, Bollerslev, Diebold, and Labys (2000, 2001, 2003), Andersen, Bollerslev, Diebold, and Ebens (2001), and Andersen, Bollerslev, and Dobrev (2007b) indeed show that, when daily returns are standardised by the corresponding daily RV, the resulting distribution is nearly Gaussian.

We observe the same feature for our S&P 500 data, as can be seen clearly from the density plots of Fig. 1. Besides the graphical evidence, we also note that the values of the kurtosis are 7.32 and 3.71 for actual and for rescaled log-return, respectively. However, the Shapiro-Wilks test does not accept the assumption of normality. This rejection is in line with the result of Andersen, Bollerslev, and Dobrev (2007b) who show that to completely restore the normality, one should take into account for jumps in returns and leverage effects.

[Figure 1 should be here]
2.1.2. Realized volatility dynamics

Under the physical measure, the model is completed by specifying the dynamics of the RV process.

To capture the well-documented feature of strong persistence in volatility, we follow Corsi (2009), and we model the conditional mean of the RV (given its past values) using the conditional expected value of a HAR process. The HAR model for RV is a multi-components volatility model specified as a sum of different volatility components defined over different time horizons. Specifically, the structure of the HAR model allows us to separate short-, medium-, and long-term volatility components.

This feature has considerable option pricing implications as documented by Bollerslev and Mikkelsen (1996) and Comte, Coutin, and Renault (2003). In addition, Adrian and Rosenberg (2008) show that a multi-components volatility model substantially improves the cross-sectional pricing of volatility risk. Finally, to take into account the asymmetry in the smile, we here extend the original HAR model by including a daily leverage effect.

For option pricing purposes, we need the specification of the whole transition probability density or, equivalently, the specification of the conditional characteristic function. Therefore, we model RV as an autoregressive gamma process (see Gourieroux and Jasiak, 2006), with \( p \)-lags. In our model we set \( p = 22 \).

Consequently, \( RV_{t+1} \) features a noncentral gamma transition distribution \( \Gamma(\delta, \beta'(RV_t, L_t), c) \), with shape and scale parameters \( \delta \) and \( c \), respectively, and location given by:

\[
\beta'(RV_t, L_t) = \beta_1 RV_t + \beta_2 RV_{t}^{w} + \beta_3 RV_{t}^{m} + \beta_4 L_t,
\]

where \( \beta := (\beta_1, \beta_2, \beta_3, \beta_4)' \in \mathbb{R}^4 \), \( RV_{t}^{w} := \sum_{i=1}^{4} RV_{t-i/4} \), \( RV_{t}^{m} := \sum_{i=5}^{21} RV_{t-i/17} \), and \( RV_t := (RV_t, RV_{t}^{w}, RV_{t}^{m}) \) is a column vector in \( \mathbb{R}^3 \). The quantity \( L_t \) represents the leverage effect \( L_t := I_{(y_t < 0)} RV_t \) (where \( I_{(y_t < 0)} \) takes value one if the log-return at date \( t \) is negative and takes value zero otherwise).

The conditional mean and conditional variance are given by:

\[
E_t(RV_{t+1}) = c\delta + c(\beta_1 RV_t + \beta_2 RV_{t}^{w} + \beta_3 RV_{t}^{m} + \beta_4 L_t),
\]

\[
\text{Var}_t(RV_{t+1}) = c^2 \delta + 2c^2(\beta_1 RV_t + \beta_2 RV_{t}^{w} + \beta_3 RV_{t}^{m} + \beta_4 L_t).
\]

This leverage specification has been introduced by Engle and Gallo (2006). Despite assuring the positivity of the process, this specification differs from the one used in GARCH models. The HARGL leverage specification is less persistent than the GARCH one, since the former depends only on the past log-return, while the latter depends on the level of the volatility.
In the same spirit as Corsi (2009), the specification in Eq. (3) collects the lagged terms in three different non-overlapping factors: $RV_t$ (short-term volatility factor), $RV_t^w$ (medium-term volatility factor), and $RV_t^m$ (long-term volatility factor). Although different from the standard HAR parametrisation, the parametrisation in Eq. (3) does not imply any loss of information compared to the original in Corsi (2009), since it relies only on a different rearrangement of the terms. We thus label this model as the Heterogeneous Autoregressive Gamma with Leverage (HARGL).

Thanks to the strong analytical tractability of the HARGL specification, we can write down in closed-form the one-step-ahead conditional Laplace Transform (LT) under $\mathbb{P}$. In particular, from computations similar to those in Gagliardini, Gouriéroux, and Renault (2011), the conditional LT of an HARGL process is:

$$
\varphi_{RV}(\eta) := \mathbb{E}(\exp(-\eta RV_{t+1} | (RV_t, L_t)) = \exp \left( -\frac{c\eta}{1 + c\eta} \left( \beta'(RV_t, L_t) - \delta \ln(1 + c\eta) \right) \right),
$$

where $\eta \in \mathbb{R}$ and $\beta'(RV_t, L_t)$ as in (3).

Restricted versions of the HARGL are easy to obtain: setting $\beta_4 = 0$ gives the HARG model which preserves the long-memory property but loses the leverage effect; with $\beta_2 = \beta_3 = \beta_4 = 0$ we obtain the simple autoregressive gamma model of order one (ARG) which is the exact discrete-time version of the CIR process; setting $\beta_2 = \beta_3 = 0$ leads to an autoregressive gamma of order one with leverage (ARGL). Both HARG and ARG models belong to the class of affine processes, thus, from Eq. (6), it is possible to derive in closed-form the multi-step-ahead conditional LT.

We remark that the need for the conditional LT of $RV$ under the physical measure is twofold. First, from the probabilistic point of view, the conditional LT completely characterises the distributional features of the RV (e.g., it uniquely defines its conditional moments and its transition density). Second, the conditional LT of $RV$ is important for option pricing purposes, as it is a necessary tool to describe the joint behavior of the log-return process and RV needed in the change of probability measure.

---

5Due to the presence of the leverage effect, an analogous closed-form formula is not available for the multi-step-ahead conditional LT of the HARG. The HARGL is, however, easy to simulate, following the method illustrated in Gourieroux and Jasiak (2006).
2.1.3. Joint conditional Laplace transform

Given the setup outlined in Sections 2.1.1 and 2.1.2, our model specification is:

\[ y_{t+1} | RV_{t+1} \sim N \left( r + \left( \hat{\gamma} - \frac{1}{2} \right) RV_{t+1}, RV_{t+1} \right) , \]

\[ RV_{t+1} | F_t \sim \Gamma(\delta, \beta'(RV_t, L_t), c), \]  \hspace{1cm} (7)

\[ \beta'(RV_t, L_t) = \beta_1 RV_t + \beta_2 RV_t^w + \beta_3 RV_t^m + \beta_4 L_t. \]

In this section, to complete the probabilistic description of the log-return and RV dynamics, we study the joint process \( K'_{t+1} := (y_{t+1}, RV_{t+1}) \). This is a bi-dimensional, real-valued process of log-return and RV whose state space is \( \mathbb{R} \times \mathbb{R}^+ \). For the sake of notation, let \( F_t := \sigma(y_t, RV_t) \) indicate the \( \sigma \)-algebra containing the information about \( (y_t, RV_t) \) available at time \( t \). Thanks to our model setup, we can easily obtain a closed-form expression for the conditional LT of \( K'_{t+1} \). Proposition 1 defines the closed-form expression for the conditional LT of \( K'_{t+1} \).

**Proposition 1.** If \( RV_{t+1} | F_t \sim \Gamma(\delta, \beta'(RV_t, L_t), c) \), then the conditional LT of \( K'_{t+1} := (y_{t+1}, RV_{t+1}) \) in \( \alpha' = (\alpha_1, \alpha_2) \in \mathbb{R} \times \mathbb{R} \) under the physical measure (\( \mathbb{P} \)) is, for \( v \in \mathbb{R} \):

\[ \varphi_{K}^{\mathbb{P}}(v) = \exp(-b(v) - a(v)\beta'(RV_t, L_t)), \]  \hspace{1cm} (8)

with \( v = \alpha_2 + \gamma \alpha_1 - \alpha_1^2/2 \) and the terms \( b(v) \) and \( a(v) \) given by

\[ b(v) = \delta \ln(1 + cv) \]  \hspace{1cm} (9)

and

\[ a(v) = \frac{cv}{1 + cv}. \]  \hspace{1cm} (10)

**Proof.** See Appendix A.1.

This is an important result, since the joint conditional LT provides us with a complete characterization of the joint conditional (namely, given \( F_t \)) transition probability that can be applied to derive an explicit one-to-one mapping between the parameters of \( (y_{t+1}, RV_{t+1}) \) under the measures \( \mathbb{P} \) and \( \mathbb{Q} \) as described in the next section.
2.2. Risk-neutral dynamics

The risk-neutral dynamics of both the log-return and the RV process are obtained following the direct approach of Bertholon, Monfort, and Pegoraro (2008). We adopt a straightforward modification of a standard, discrete-time exponential affine stochastic discount factor (SDF) for the time $(t, t+1)$ applied, e.g., in Gagliardini, Gouriéroux, and Renault (2011) and Gourieroux and Monfort (2007). Due to the model dynamics described in Eq. (7), we introduce an SDF involving both the log-return and RV at $t+1$. More precisely, assuming $r = 0$ for computational convenience, we specify the following SDF:

$$M_{t,t+1} = \frac{\exp(-\nu_1 RV_{t+1} - \nu_2 y_{t+1})}{\mathbb{E}_t^P[\exp(-\nu_1 RV_{t+1} - \nu_2 y_{t+1})]},$$

(11)

where $\mathbb{E}_t^P[\cdot]$ represents the conditional expectation $\mathbb{E}[\cdot|\mathcal{F}_t]$ under the physical measure $\mathbb{P}$.

Under specific restrictions on the vector $\nu \in \mathbb{R}^2$, we state:

**Proposition 2.** Under the model specification in Eq. (7), the SDF in (11) is compatible with the no-arbitrage conditions, provided that suitable parameter-restrictions are satisfied. The parameter $\nu_1$ remains a free parameter.

**Proof.** See Appendix A.2.

The last proposition shows that the SDF in (11) complies with the no-arbitrage conditions. Given the market incompleteness and the results in Proposition 2, the only free parameter is $\nu_1$.

Moreover, thanks to the SDF specification in Eq. (11), it is possible to write down in closed-form the dynamics of RV under the martingale measure. To this end, we rely on the results in Proposition 1 and specify the conditional LT under $Q$ of the joint process $K_{t+1}$. We then have:

**Proposition 3.** Under the risk neutral probability measure $Q$, the RV is still a HARGL, having parameters

$$\begin{align*}
\beta^* &= \frac{\beta}{(1 + c\lambda)^2}, \\
\delta^* &= \delta, \\
c^* &= \frac{c}{1 + c\lambda},
\end{align*}$$

(12)

with $\lambda = \nu_1 + \frac{\gamma^2}{2} - \frac{1}{8}$ and $\beta \in \mathbb{R}^4$ as in Eq. (3).
Proof. See Appendix A.3.

The last proposition provides in Eq. (12) the explicit formulas for the one-to-one mapping between the parameters of the RV under $\mathbb{P}$ and $\mathbb{Q}$. The availability of such formulas is a consequence of the affine specification of the SDF and of the high analytical tractability of the HARGL process.

From the previous results, we can finally conclude:

Corollary 4. Under $\mathbb{Q}$, the log-return follows a discrete-time stochastic volatility model, with dynamics as in Eq. (1), with risk premium $\gamma^* = -1/2$. The RV is a HARGL process, featuring a transition density given by a noncentral gamma, with parameters $\beta^*, \delta^*, c^*$.

Therefore, in the implementation of the model for option pricing, $\nu_1$ is the unique parameter to be calibrated. All the other parameters can be computed explicitly in closed-form, once $\nu_1$ has been calibrated. In Section 4.2, we provide the guidelines for the calibration of $\nu_1$.

3. Estimation: methodology and diagnostics

In this section we provide the estimation methodology for the HARG family of models introduced in the previous section. Then, we analyze the dynamic properties of the proposed models under the historical measure ($\mathbb{P}$). For the sake of completeness, we compare the HARG family’s features with those of several competitor models. Specifically, we consider an extension of the the Heston and Nandi (2000) GARCH(1,1) model and the Christoffersen, Jacobs, Ornthanalai, and Wang (2008) Two-Component GARCH(1,1) model, and the restricted models HARG, ARGL, and ARG.

3.1. Competitor models

The HARGL is a discrete-time model relying on historical observations. Thus, the first natural competitors come from the class of GARCH-type option pricing models. In particular, the first GARCH-type model we consider here is the widely applied GARCH(1,1) option pricing model, proposed by Heston and Nandi (2000). The Heston and Nandi model is an asymmetric GARCH in which the log-return and conditional variance under $\mathbb{P}$ are modeled by

\begin{align*}
y_{t+1} &= r + \lambda h_{t+1} + \sqrt{h_{t+1}} z_{t+1}, \\
h_{t+1} &= w + \beta_t + a(z_t - c\sqrt{h_t})^2,
\end{align*}

(13)
with $z_{t+1} \sim N(0, 1)$. In the conditional variance $h_{t+1}$, the parameter $c$ captures the negative relation between shocks in the returns and volatility. The original model proposed by Heston and Nandi (2000) implies an SDF that comprises only compensation for equity risk, while the SDF of the HARG family has additional compensation for variance risk. We thus consider a recent extension of the GARCH model developed by Christoffersen, Jacobs, and Heston (2011a), GARCH hereafter, where the standard SDF is augmented to include an independent variance risk compensation.\(^6\) Specifically, the SDF considered in Christoffersen, Jacobs, and Heston (2011a) can be written (see Appendix A.4) as:

$$M_{t,t+1} = \exp(\phi y_{t+1} + \xi h_{t+2}) \frac{\exp(\phi y_{t+1} + \xi h_{t+2})}{\mathbb{E}^F[\exp(\phi y_{t+1} + \xi h_{t+2})]},$$

which is then comparable to Eq. (11); the free parameter $\xi$ is calibrated on option prices.

The GARCH process represents a first attempt to model the non-constant volatility process; it is well-known that it fails to capture the strong persistence and the volatility of the volatility (see, e.g., Christoffersen, Jacobs, Ornthanalai, and Wang, 2008). Thus, to overcome this problem, the two-component GARCH (in the following, CGARCH) has been introduced recently. The second GARCH–type model we consider as a benchmark is then the CGARCH, whose conditional variance equation is given by

$$h_{t+1} = q_{t+1} + b_s(h_t - q_t) + a_s((z_t - c_s \sqrt{h_t})^2 - (1 + c_s^2 q_t)),$$

$$q_{t+1} = \omega + b_l q_t + a_l((z_t^2 - 1) - 2c_l \sqrt{h_t} z_t),$$

where $(h_t - q_t)$ and $q_t$ represent the short- and long-run persistent components, respectively. As the component model of Engle and Lee (1999), the CGARCH model is the combination of two variance factors, which gives rise to a GARCH process with more persistent dynamics than the standard one. Christoffersen, Jacobs, Ornthanalai, and Wang (2008) show that the CGARCH is successful in option pricing, since the long-memory plays a crucial role in the price of medium/long-maturity at-the-money (ATM) options. For the CGARCH, a suitable SDF with independent variance compensation is not available and its development is beyond the scope of the present paper. To overcome the problem of a possible unfair comparison among the considered models, we fit the parameter $\omega$ under the risk-neutral distribution on option prices, thus substantially introducing a free parameter $\omega$.

\(^6\)In the usual GARCH framework, the variance risk premium is generated through the equity risk premium parameter $\lambda$ such that the two risk-premiums are not independent.

\(^7\)All the technical details about the risk-neutralization of the Heston and Nandi GARCH with the aforementioned SDF can be found in Christoffersen, Jacobs, and Heston (2011a).
parameter that helps the model in reconciling objective and risk-neutral dynamics. A comparison between the two persistent CGARCH and HARG(L) models is instructive in gauging the improvements due to both the stochastic volatility model specification (with leverage) and the use of RV.

Additional insights into the features of the HARGL model can be obtained by evaluating the gains due to both the leverage effect and the multi-components specification, netting out the effect of the RV. To this end, a comparison between the HARGL and the HARG illustrates the importance of the leverage $L_{it}$, while a comparison between the HARG and the ARG, which is the exact discrete-time version of the CIR process, illustrates the importance of a multi-component structure in stochastic volatility option pricing models.

3.2. Volatility measure and estimation methodology

One of the main advantages of our modeling is related to the estimation of the parameters characterizing our family of volatility processes (i.e., ARG, ARGL, HARG, and HARGL). For this family of stochastic volatility models, we employ the RV computed from tick-by-tick data for the S&P 500 Futures, from January 1, 1990 to December 31, 2007.

The choice of the appropriate RV measure is important to reconcile the properties of the model in Eq. (1) with the realized volatility dynamics. As already pointed out, the log-returns rescaled by an estimate of the total quadratic variation approach a standard normal distribution. However, such a measure of total quadratic variation includes jumps in both returns and volatility, two features which are not embedded in the models proposed in this paper. There are three possible solutions to this issue: (i) including a jump component in the RV and/or returns dynamics; (ii) estimating the model with robust methods like robust maximum likelihood (this is equivalent to down-weight those observations that can potentially distort estimates); (iii) remove the spikes in the RV and return time series using a local volatility estimator. The first alternative goes beyond the scope of the current paper and it would then make unfair the comparison with the GARCH models. The second is formally more elegant, but it deserves a separate theoretical analysis (along the lines of La Vecchia and Trojani, 2010) aimed to define a class of robust M-estimators for the HARG-family. For these reasons, in our empirical investigation, we follow the third alternative, adopting the continuous component (namely without jumps) of the RV as our proxy of the returns integrated variation. However, removing the jumps introduces a trade-off in the ability of the model to jointly describe the dynamics of both log-returns and RV. On the one hand, it increases the kurtosis of the rescaled log-returns (which, however, remains close to 3.0, see Table 2);
on the other hand, as we discuss below, it greatly improves the ability of the model to fit the time series of the RV measure.

We thus estimate the continuous component of the RV through the following three steps: (i) estimate the total variation of the log-price process using the tick-by-tick Two-Scales (TS) estimator proposed by Zhang et al. (2005) (with a fast scale of two ticks and a slower one of 20 ticks); (ii) purify the Two-Scales estimator from the jump component in returns by the Threshold Bipower variation method recently introduced in Corsi et al. (2010) with a significance level of 99%; (iii) remove the most extreme observations in the volatility series, seemingly due to volatility jumps, employing a threshold-based jumps detection method: we set a four standard deviations threshold computed on a rolling window of 200 days. This procedure affects about 1.5% of the observations in our sample. A further additional care is needed. The RV is a measure of the integrated variance during the trading period, i.e., from open to close. As a result, it neglects the contribution coming from overnight returns. To overcome this problem, we rescale our RV estimator to match the unconditional mean of the squared daily (i.e., close-to-close) returns. We label the resulting RV measure as Continuous Realized Volatility (CRV).\footnote{To keep the discussion as general as possible, we will use interchangeably RV and CRV in the reminder of the paper and we will make clear the precise measure used whenever relevant.}

Thanks to the use of the RV as a proxy for the unobservable volatility, we can simply estimate the parameters of the family of stochastic volatility processes using the Maximum Likelihood Estimator (MLE)\footnote{See Gourieroux and Jasiak, 2006 for a related discussion.} on observable historical data. For the model specified in Eq. (7), the conditional transition density is available in closed-form (see Gourieroux and Jasiak, 2006) so that the log-likelihood has the following series-expansion:

\[
I_t^{\theta}(\theta) = -\sum_{t=1}^{T} \frac{1}{c}(RV_t + c\beta' (RV_{t-1}, L_{t-1})) + \sum_{t=1}^{T} \log \left\{ \sum_{k=1}^{\infty} \frac{RV_i^{\delta+k-1}}{c^{\delta+k} \Gamma(\delta + k)} \left[ \frac{\beta'(RV_t, L_{t-1})}{k!} \right]^k \right\}, \tag{16}
\]

where \( \theta := (\delta, \beta', c) \).

The log-likelihood in Eq. (16) cannot be applied directly since it contains an infinite number of terms. Thus, to implement the Maximum Likelihood Estimator, we need to truncate the infinite sum in Eq. (16) to the \( \varpi \)-th order. The tuning parameter \( \varpi \) can be selected using the Akaike information criterion (AIC) or the Bayesian information criterion (BIC), or by simply looking at the stability of the estimates for different \( \varpi \) values. In our implementation, we set \( \varpi = 90 \), since we noticed that larger values of \( \varpi \) imply neither any significant improvement in the accuracy of the approximation nor any change in the estimates.
To estimate the market price of risk $\gamma$ in the log-return equation, we apply the following simple regression model to the cum-dividend log-return:

$$y_{t+1} = r + \left( \gamma - \frac{1}{2} \right) RV_{t+1} + \sqrt{RV_{t+1}^2} \epsilon_{t+1}. \tag{17}$$

This equation can be rewritten as

$$\frac{y_{t+1} - r + \frac{1}{2} RV_{t+1}}{\sqrt{RV_{t+1}^2}} = \gamma \sqrt{RV_{t+1}^2} + \epsilon_{t+1},$$

$$\tilde{y}_{t+1} = \gamma \sqrt{RV_{t+1}^2} + \epsilon_{t+1}. \tag{18}$$

Since $\epsilon_{t+1}|RV_{t+1}$ is assumed $N(0, 1)$, the estimation and testing for the model in Eq. (18) both can be achieved by customary methods. Specifically, the FED Fund rate provides us with a proxy for the risk-free rate ($r$). Then, we estimate $\gamma$ by robust ordinary least squares (OLS), obtaining an estimated value of 0.51, with a significant $t$-statistic (about 26).

As is customary in the literature, the GARCH-type models’ parameters are estimated using the MLE, with Gaussian innovation distribution. The conditional variance is provided in Eq. (13) or Eq. (15).

In Table 1, we show the estimated parameters, their standard deviations, and the value of the likelihood function for the HARGL and GARCH families, respectively.

[Table 1 should be here]

For the HARGL model, the impact of past lags on the present value of RV is given by the partial autocorrelation coefficients, $c\beta'$. According to our estimates (considering also the leverage effect $L_t$), the sensitivity of $RV_t$ on the conditional mean of $RV_{t+1}$ is $c(\beta_1 + \beta_4/2) = 0.41$, whereas the sensitivity of $RV_t^w$ and $RV_t^m$ are $c\beta_2 = 0.31$ and $c\beta_3 = 0.12$, respectively. We notice that, for each model, the RV coefficients are all significant and show a decreasing impact of the past lags on the present value of the RV. This is in line with the literature; see Corsi (2009). Moreover, comparing the log-likelihood of the three RV models, we notice that the inclusion of both multiple factors (HARG) and the leverage component (HARGL) improves upon the value of the likelihood of the competitor models.\(^\text{11}\)

\(^{10}\)Given the normality assumption of $\epsilon_{t+1}|RV_{t+1}$, the OLS estimator coincides with MLE. Robust OLS is a modified version of the OLS aimed to yield estimates which are less sensitive to the presence of outliers; see, e.g., Hampel, Ronchetti, Rousseeuw, and Stahel (2005).

\(^{11}\)The log-likelihood of the RV models and that of the GARCH-type models are clearly not comparable, an incompatibility arising from two different sets of data (RV and daily returns).
3.3. **Diagnostics and goodness-of-fit: conditional dynamics for volatility**

We here analyze the dynamic properties of our RV-based stochastic volatility models. The goal of this section is to study the ability of each model to replicate the observed conditional dynamics features of the RV. To this end, for each member belonging to our class of stochastic volatility models, we compute some diagnostics of the quality of fit of the transition distribution. Since we are analysing the transition distribution function, our goodness-of-fit diagnostics implicitly consider the ability of each model to fit all the conditional moments of the RV. For the sake of brevity, we here describe the results only for the models including the leverage effect (namely, HARGL and ARGL). Similar conclusions are obtained also for the models without leverage (namely, HARG and ARG).

Our analysis relies on the methodology proposed by Diebold et al. (1998) and Bates (2000). Let us label \( rv_t \), for \( t = 1, ..., T \), the observations of the RV. For each model, we compute the transition distribution function

\[
\tilde{z}_t := P_{RV}(RV_t \leq rv_t | F_{t-1}, \hat{\theta}),
\]

where \( \hat{\theta} \) represents the Maximum Likelihood Estimator for the parameter \( \theta \) in the considered realized volatility model. If the transition distribution is correctly specified with correct parameters, the \( \tilde{z}_t \) are independent and identically distributed, with an uniform distribution \( U(0, 1) \). Following Bates (2000), we apply a monotone transformation to \( \tilde{z}_t \), defining \( z_t = N^{-1}(\tilde{z}_t) \), where \( N^{-1}(\cdot) \) is the inverse Cumulative Distribution Function of a \( N(0, 1) \). Under correct model specification, \( z_t \) should be independent and identically distributed draws from a \( N(0, 1) \). Conversely, if the conditional distribution is misspecified, the analysis of \( z_t \) detects the overall misspecification of the conditional density.

[Figure 2 should be here]

In Fig. 2, we analyze the distribution of \( z_t \), comparing it to the \( N(0, 1) \). We notice that the HARGL is successful in centering the distribution and capturing a large part of the central probability mass. Indeed, the 25th quantile (Q25) and 75th quantile (Q75) of a standard normal are about -0.67 and 0.67, respectively, and the HARGL implies that Q25 is -0.75 and Q75 is 0.8. Analogous considerations hold for the ARGL process (right top panel), which has values of Q25 and Q75 equal to -0.67 and 1.02, respectively. The quantiles and other summary statistics of \( z_t \) for all the considered models, using the CRV measure, are shown in the top panel of Table 2.

[Table 2 should be here]
The wider quantile difference (Q75–Q25) highlights that neither the HARGL nor the ARGL are able to capture completely the actual transition density. This feature is illustrated in the top left (HARGL) and right (ARGL) panels of Fig. 2. For both the HARGL and ARGL processes, the Shapiro-Wilks test does not accept the assumed $N(0,1)$ distribution for $z_t$. Given that our sample contains almost 5,000 observations, the rejection of the $N(0,1)$ assumption is not surprising, since the test is very close to having trivial power. Nevertheless, looking at Table 2, we do remark that the values of skewness and kurtosis are close to their counterparts in the standard normal.

In the bottom panel of Table 2 we also report the same analysis on the TS measure which embeds both jumps in returns and volatility. These jumps generate extreme observations in the RV dynamics which are difficult to reproduce under the postulated noncentral gamma transition density. As a consequence, the RV fit deteriorates, especially in the tails of the distribution.

For the CRV measure, we supplement our investigation with a graphical analysis of the Sample Autocorrelation Function (SACF) of $z_t$ and of its higher order moments: $(z_t - \bar{z})^\alpha$, for $1 \leq \alpha \leq 4$. According to Diebold et al. (1998), the SACF of the higher moments of $z_t$ can provide useful information about the deficiencies of the higher-moments forecasts. Specifically, the existence of dependence in the correlogram of $(z_t - \bar{z}),(z_t - \bar{z})^2,(z_t - \bar{z})^3$, and $(z_t - \bar{z})^4$ reveals misspecification in the conditional mean, conditional variance, conditional skewness, and conditional kurtosis, respectively. Fig. 2 shows the SACFs for the previous quantities for the HARGL and ARGL models. All the SACFs show some dependence patterns, a feature indicating deficiencies of the transition dynamics fitting. However, the SACF of every power transformation of $(z_t - \bar{z})$ of the HARGL is smaller than the corresponding SACF of the ARGL. Moreover, unreported results confirm that every SACF of the HARG is larger than every corresponding SACF of the HARGL, while every SACF of the ARG is larger than every corresponding SACF of the ARGL.

We conclude that the HARGL has the smallest model misspecification among the stochastic volatility models considered in our analysis. This implies that the HARGL is the model yielding the best fit of the transition distribution. This superior performance under the physical measure $\mathbb{P}$ will also be reflected in good pricing performances under the martingale measure $\mathbb{Q}$. This aspect will be investigated in the next section.
4. Option pricing: performance assessment

4.1. Data description

In this section, we describe the data employed in our empirical analysis. We use European options, written on the S&P 500 index. The observations for the option prices range from January 1, 1996 to December 31, 2004, and the data\textsuperscript{12} are downloaded from OptionMetrics. Following Barone-Adesi, Engle, and Mancini (2008), options with time to maturity less than ten days or more than 360 days, implied volatility larger than 70\%, or prices less than $\varepsilon$5 dollars are discarded. Moreover, we consider only out-of-the-money (OTM) put and call options for each Wednesday, which tend to be more liquid. This procedure yields a total number of 39,215 observations. The numbers of put and call options are approximately the same, since we have about 51\% put and 49\% call options.

To perform our analysis, we split the options into different categories, classifying them according to either time to maturity or moneyness. In particular, we use $K/S_t$ as a measure of moneyness. In our empirical application, a put option is said to be Deep OTM (DOTM hereafter) if $m \leq 0.94$ and OTM if $0.94 < m \leq 0.96$. A call option is said to be DOTM if $m \geq 1.04$ and OTM if $1.02 < m \leq 1.04$. According to maturity $\tau$, we classify options as short maturity ($\tau < 60$ days), medium maturity ($\tau$ between 60—160 days), and long maturity ($\tau > 160$ days).

[Table 3 should be here]

Considering the IV values reported in Table 3, the data show a strong volatility smile/smirk for both short- and long-maturity options. This implies that the risk-neutral distribution of the log-return is far from Gaussian, even after one year, suggesting that a persistent, either time-varying or stochastic volatility model needs to be applied to address these features.

4.2. Option pricing method

In Section 2.1.3, we derive the one-step-ahead LT of the joint process $K_{t+1}', see Eq. (8). For any given maturity, the computation of the multi-step-ahead conditional LT of the (H)ARG model can be obtained in an analogous way: solving a system of recursive equations and thus obtaining a semi-closed-form expression for

\textsuperscript{12}OptionMetrics also provides the Zero-Coupon yield curve and the Index dividend yield that we use in the pricing procedure.
the option price. For long-maturities, the solving of this system of equations is computationally demanding. Therefore, we prefer to simplify the pricing procedure, applying a straightforward Monte Carlo simulation method to all RV option pricing models of the HARG family. In fact, one additional feature of our class of models is that both the sample paths of the log-return and of the RV can be easily simulated. Thus, we obtain the option prices for our class of models using the following four steps: (i) estimation under the physical measure \( P \); (ii) unconditional calibration of the parameter \( \nu_1 \) such that the model-generated IV for an ATM one-year-maturity option (the longest maturity in our sample) matches the average market IV for the same maturity;\(^{13} \) (iii) mapping of the parameters of the model estimated under \( P \) into the parameters under \( Q \) to specify the dynamics of the RV and the log-return under the martingale measure \( Q \) using Corollary 4; and (iv) for every \( t \), simulation of both the RV and log-return \( Q \)-dynamics so that, for each maturity \( \tau \) and strike \( K \), we compute the prices for call OTM options at time \( t \) as the average, \( \frac{1}{L} \exp^{-r \tau} \sum_{l=1}^{L} \max(S_{\tau}(l) - K, 0) \). In the previous formula, \( L \) represents the total number of Monte Carlo simulations. In our numerical analysis, we set \( L = 50,000 \).

For the GARCH and CGARCH models (since the moment generating function (MGF) coefficients are quicker to compute) we have computed option prices using the Fourier-cosine series expansion method described in Fang and Oosterlee (2008), which has been proven to be both fast and reliable.

4.3. Option pricing results

4.3.1. Static properties

As is customary in the literature, we analyze the option pricing performances of each model in terms of Root Mean Square Error on option prices (\( RMSE_P \)) and on the percentage IV (\( RMSE_{IV} \)):

\[
RMSE_P = \sqrt{\frac{\sum_{i=1}^{N} (P_{i}^{mkt} - P_{i}^{mod})^2}{N}} \quad \text{and} \quad RMSE_{IV} = \sqrt{\frac{\sum_{i=1}^{N} (IV_{i}^{mkt} - IV_{i}^{mod})^2}{N}},
\]

\(^{13}\)The purpose of the calibration is the selection of \( \nu_1 \) such that the model-unconditional volatility under the risk-neutral measure matches the unconditional risk-neutral volatility. Given that we do not directly observe the latter, we use the market-observed IV as an instrument to be matched with the model-generated IV, since they both depend directly on the volatility under the risk-neutral measure. Alternatively, we could have constructed a model-free expected risk-neutral volatility (analogously to the CBOE Volatility Index (VIX)), using long-term options, and calibrated \( \nu_1 \) to match its unconditional mean, for example. We prefer the first method, since the small number of long-maturity options, and their scarce liquidity, could both potentially affect the reliability of the computed risk-neutral expected volatility, leading to a possibly biased estimation of the unconditional expectation.
where $N$ is the number of options; $\tilde{P}_{mkt} = P_{mkt}/S$ and $\tilde{P}_{mod} = P_{mod}/S$ are the observed and model-implied option prices divided by the level of the underlying; $IV_{mkt}$ and $IV_{mod}$ represent the market- and model-implied volatility. The $RMSE_P$ emphasizes the importance of ATM options, which are the most expensive, while the $RMSE_{IV}$ tends to put more weight on OTM options.\(^\text{14}\) In Table 4, we show the static performances.

The first row shows the absolute $RMSE_{IV}$ and $RMSE_P$ for the HARGL, while the remaining rows display the HARGL relative performances with respect to other models. Specifically, we compute the ratio between the $RMSE$ of the HARGL and that of each competitor model. A value less than one indicates an outperformance of the HARGL model.\(^\text{15}\)

At first glance, the HARGL outperforms all competitors, both in terms of $RMSE_{IV}$ and $RMSE_P$. A closer inspection shows that in terms of $RMSE_P$ ($RMSE_{IV}$), (i) the HARGL improves of about 14% (14%) over the GARCH; (ii) the HARGL outperforms the CGARCH by about 16% (7%); (iii) the HARGL improves on all its restricted model specifications.

To gain a deeper understanding of the pricing performances, Table 5 and Table 6 report the results in terms of both $RMSE_{IV}$ and $RMSE_P$, disaggregated for different maturities ($\tau$) and moneyness ($m$). In both the tables, Panel A shows the RMSE of the HARGL model in absolute terms. The other panels display the relative performances.

Let us consider Table 5: Panel A shows that the HARGL implies some degree of underpricing for DOTM put options. This is on the one hand, a common feature of stochastic volatility option pricing models without jumps, since they cannot completely capture the probability mass in the left tail of the volatility transition density (see Section 3.3) and on the other hand, related to our leverage specification as discussed in Section 2.1.2.

The general improvement of the HARGL with respect to the GARCH model is remarkable across moneyness and maturity (Panel B), particularly for ATM options. The reason is twofold: the direct use of RV helps in pricing short-term options, while the long-memory structure improves on the pricing of long-term options.

\(^{14}\)See, e.g., Broadie, Chernov, and Johannes (2007) for a discussion of the $RMSE_{IV}$ properties and Christoffersen and Jacobs (2004) for some comments about the importance of the loss function in option pricing.

\(^{15}\)The relative performances for all the models considered in this paper can be computed using the ratios displayed in Table 4.
The improvements on the CGARCH are evident especially for short- and medium-term options (Panel C), whereas for long-term options, the two models seem to produce very similar results, both being able to reproduce the persistence in volatility.

It is interesting to note that the GARCH outperforms the simple ARG model (Panel D). This result is mainly driven by a better pricing of the GARCH for short-maturity options. The reason is that the RV, although it is a precise measure of daily variation, is much noisier than the expected quadratic variation over the option maturity. The latter quantity is the main determinant of the option price. Indeed, as can be seen from Fig. 3, the RV is much noisier than the VIX. Since the ARG model uses only the first lag of the RV, it loads this noise on the option prices, yielding less accurate prices, while the GARCH smooths the noise by construction. In that sense, we argue that employing a multi-component model (such as the HARG/HARGL) not only provides the volatility process with the necessary persistence, but it also helps in smoothing the noise affecting the RV measure. Moreover, the GARCH outperforms the CGARCH in terms of $\text{RMSE}_{IV}$ while it does worse in terms of $\text{RMSE}_{P}$: this apparently counterintuitive result is due to the fact that the CGARCH provides precise pricing of long-term ATM options (see Panel C in Table 6), which are the most expensive. This is reflected in the loss function based on prices. On the contrary, the GARCH, thanks to its SDF specification, yields a better pricing of short-term options (see Panel B in Table 5) which are less expensive than their long-term counterparts, but, being present in larger number, receive more weight in the $\text{RMSE}_{IV}$.

By looking at the other panels, we disentangle the role that each ingredient in the HARGL model plays across different maturities and moneyness. Panel E reports the comparison between the full HARGL model and the simplest counterpart ARG, while in the other panels, we disaggregate the improvements due to the long-memory and the leverage.

A comparison between the HARG and the ARG models (Panel F) and HARGL and ARGL (Panel G) confirms the importance of the heterogeneous multi-component specification. In particular, the persistence implied by the three RV components yields advantages in pricing ATM options with long-maturities (see the last two columns of Panel E).

The importance of the leverage effect is disentangled by looking at Panel H where the HARGL and HARG models are compared. We notice that for ATM options, the HARG model has a performance similar to that of the HARGL, since the two models share the same degree of persistence in the volatility term structure.
However, the HARGL has a smaller $RMSE_{IV}$ on DOTM and OTM put options, thanks to the presence of the leverage component.

It is evident from this analysis that all the ingredients (RV, persistence, and leverage) are necessary to accurately price options across different maturities and strikes. This is the reason why the HARGL consistently shows the best option pricing performance among the considered models. Analogous considerations hold in terms of $RMSE_P$ (see Table 6).

We conclude this section by analysing the performance of the option pricing models under different volatility regimes. To perform this analysis, we divide the sample period into three subsamples: low and declining, medium and increasing, and high-volatility. The three different regimes have been identified using the volatility levels given by the VIX index, as shown in Fig. 3 (top panel). For comparison, Fig. 3 also displays the time evolution of the CRV series (bottom panel).

Fig. 4 compares the average IVs of near-ATM options observed in the data with the IVs obtained by the CGARCH, ARGL, and HARGL models. We analyze the three volatility periods separately.

We notice that in the low- and medium-volatility regimes, the pricing of the HARGL is very precise for short- and medium-maturities, while it tends to underestimate the IV at longer maturities. However, from a joint analysis of the three panels of Fig. 4, the HARGL model shows a remarkable feature: it always appears very close to the market data, irrespective of the volatility regime.

4.3.2. Dynamic properties

In addition to the static analysis carried out in the previous section, we here investigate the ability of the different models to describe the dynamic evolution of the IV surface. Specifically, we first focus our attention on the overall pricing of ATM options through time and then disaggregate the results over the short- and long-ends of the IV surface.

Fig. 5 analyzes the dynamics of the ATM option bias for the different models. All the considered models appear to be unconditionally unbiased thus validating our unconditional model calibration methods. GARCH-
type models show a significant variation in their pricing, while the HARG(L) produces a pricing error with the smallest standard deviation.

[Figure 5 about here]

Moreover, in order to study the model’s ability to track the dynamics of the short-end of the IV surface, we show in Fig. 6 the evolution of the IV level (i.e., the average IV of short-term ATM options) implied by the CGARCH, GARCH, HARG(L), and ARGL. Tracking the level is crucial for capturing the overall dynamics of the IV surface. We notice that both the CGARCH and the GARCH tend to reproduce the empirical level dynamics with some delay (especially during periods of increasing volatility). Incidentally, we notice that the delay is smaller in the very first part of the sample, which largely coincides with the observation period in Christoffersen, Jacobs, Ornthanalai, and Wang (2008), however, it becomes more pronounced in the rest of the sample. More reactive dynamics can be obtained by using stochastic volatility models based on RV. This is the case for both the HARG(L) and the ARGL. The two bottom panels highlight that the fast-adapting nature of the RV allows our class of models to adapt more rapidly to changes in market volatility. However, as can be seen from Fig. 3, the RV is noisier than the VIX. This implies that, if a simple autoregressive model of order one is employed, the noise is transmitted to option prices, as can be seen in the third panel of Fig. 6. On the contrary, the multi-component specification of the HARG(L) provide the necessary smoothing to deliver accurate volatility forecast and option prices. The HARG(L) thus produce the best performances, both qualitatively and quantitatively, exploiting the information contained in the data more thoroughly than the filtering procedure applied by GARCH-type models.

[Figure 6 should be here]

Finally, looking at the dynamics of the IV term-structure (i.e., the difference between the average IV of ATM long-maturity options and the level), as shown in Fig. 7, we clearly identify the benefit of combining a persistent model with the use of RV. The HARG(L) performs remarkably well, especially in the second part of the sample (i.e., from 2001 to 2007). The CGARCH is penalized since, as seen in Panel A, it struggles to track the dynamics of the level while the GARCH still shows some delay in adapting to market changes.

[Figure 7 should be here]
Summarising, the proposed HARGL model, in general, is able to reproduce closely both the IV level and term-structure dynamics, improving upon the considered GARCH-type models. The fast-adapting properties of the RV and the ability of the HARGL to generate a realistic degree of persistence are both necessary ingredients that lead to an accurate modeling of the evolution of the ATM-IV surface over time.\textsuperscript{16}

4.4. Risk-premiums interpretation

The SDF proposed in Eq. (11) implies the compensation for two sources of risk: one is related to shocks in the log-return and the other concerns the stochastic volatility. The risk-premium coefficients ($\nu_2$ and $\nu_1$) have the following interpretation.

As far as $\nu_2$ is concerned, from the proof of Proposition 3 (see Appendix 5), we have $\nu_2 = \gamma + 0.5 = \tilde{\gamma}$. From Eq. (1) and Eq. (2), we notice that $\tilde{\gamma}$ represents the market risk premium. Thus, there is a one-to-one relation between the parameter $\nu_2$ in the SDF and the market risk-premium in the log-return equation. Interestingly, this feature is analogous to the standard risk compensation adopted in the GARCH literature (see, e.g., Duan, 1995). This similarity is related to two important features of our model. First, as in the GARCH formulation, the risk-premium $\gamma RV_{t+1}$ is an affine function of the state variable (see Eq. (17)). Second, the one-day-ahead transition density of the log-return, given the current level of the volatility, is Gaussian (see Eq. (7)). The latter feature is standard in the GARCH literature.\textsuperscript{17}

As far as $\nu_1$ is concerned, we remark that in Eq. (11), it multiplies $RV_{t+1}$. However, the compensation for the volatility risk is not simply represented by $\nu_1$. From an inspection of the log-return specification, we notice that the $RV_{t+1}$ has effects on the conditional mean and the conditional variance of $y_{t+1}$. Since the latter is multiplied in the SDF by $\nu_2$, the compensation for the risk due to $RV_{t+1}$ relies on a combination of $\nu_2$ and $\nu_1$. Specifically, if we set $\nu_1 = 0.5 \nu_2(\nu_2 - \gamma)$, we remove the compensation for the volatility risk. This can be easily seen from the proof of Proposition 3 in Appendix 5, Eq. (25). Indeed, straightforward calculations show that $\lambda$ in Proposition 3 becomes identically zero. Thus, there is no change of measure for the volatility process: the dynamics of RV is identical under the physical and risk-neutral measure.

\textsuperscript{16}Unreported results show that HARG-HARGL and ARG-ARGL models have markedly similar performances in the evolution of ATM bias, IV level, and term-structure. This is related to the fact that the leverage effect has a negligible impact on pricing the ATM options.

\textsuperscript{17}See, e.g., Assumption 1 in Heston and Nandi (2000) or, more generally, Christoffersen, Jacobs, and Ornthanalai (2011b), for the class of GARCH models assuming a normal transition density for the log-return dynamics.
The pricing performance in the special case in which there is no compensation for the volatility risk (i.e., \( \nu_1 = 0.5 \nu_2 (\nu_2 - \gamma) \)) deteriorates significantly, for every model belonging to the HARG family. For instance, in the case of the HARGL model, the \( RMSE_{IV} \) and \( RMSE_{P} \) are equal to 6.485\% and 0.011, respectively. This implies that, at least for the period covered by our sample and given our model specification, taking into account compensation for volatility risk is essential. The effect of doing so is twofold: (i) it helps to match the long-term IV, and (ii) it affects the persistence of the RV dynamics, giving an additional degree of freedom to fit the IV term structure. The presence of a substantial (negative) variance risk premium (especially in the S&P 500 Index) has been previously documented in the literature, for example, by Bakshi and Kapadia (2003) and Carr and Wu (2009).

4.5. Robustness to sample period and RV measures

In this final section we check the robustness of the pricing results with respect to the use of different RV measures and to the presence of extreme events in the estimation period of the models. Specifically, we consider three different RV measures: (i) the five-minute return RV (RV5min); (ii) the Zhang et al. (2005) Two-Scale estimator (TS), and (iii) the RV measure employed in the previous sections, which is the continuous part of the TS measure (CRV), obtained as described in Section 3.2.

We also consider two different estimation periods. The first goes from 1985 to 2007 (including the 1987 crash and the frequent intradaily RV spikes during the 1987–1989 period (see Bates, 2000), and the second goes from 1990 to 2007. A summary of the HARGL model’s option pricing results is reported in Table 7 (the complete set of detailed results, for the different models over different maturity/moneyness bins, is available from the authors upon request).

As far as the estimation period is concerned, we notice that the overall performance remains stable for the CRV case, while it deteriorates for the other measures when the estimation period is extended to 1985. This is due to the turmoil in financial markets. The crash in 1987, the turmoil in October 1989, and the following crisis have determined features in the RV dynamics that are no longer representative of the stochastic behavior of the RV during the pricing period 1996–2004. This can be noticed, for instance, by analysing the volatility persistence over the period 1985–1990. Unreported computations highlight that the SACF of the TS and RV5min in the period 1985–1990 is much lower than the SACF from 1990–2007. This feature reduces the persistence of the estimated HARGL model, leading to the deterioration of the HARGL pricing performance.
over the 1996–2004 period. The jump detection techniques employed in the construction of the CRV measure instead lead to stable estimates and thus to similar pricing.

Conditional on a given time period, the variations in the performances among the three RV measures again underly the importance of extreme observations in the estimation of the HARGL. This can be seen particularly in the period 1985–2007, where the CRV measure shows considerably better pricing performance than the TS and RV5min, which both appear more sensitive to the presence of extreme events in the RV dynamics. Thus, we conclude that the CRV measure employed strikes the best balance between precision (during quiet periods) and robustness to extreme events (during more turbulent periods).

5. Conclusion

In this paper, we develop a discrete-time stochastic volatility option pricing model that exploits the historical information contained in the high-frequency data. Using the RV as a proxy for the unobservable returns volatility, we propose a long-memory process with a leverage effect: the HARGL process. Our model can be considered a reduced-form, multi-components model, since it is characterized by three volatility components (or frequencies): short-, medium-, and long-horizon. Making the latent volatility observable (through the RV), the HARGL model can be easily estimated by using observed historical data. This is a clear advantage with respect to other stochastic volatility models, which rely on time-consuming filtering procedures. The $\mathbb{P}$- and $\mathbb{Q}$-dynamics are reconciled through the definition of an exponentially affine SDF, which takes into account for both equity and variance risk-premium. This leads to a tractable dynamics under the risk-neutral measure. The extensive empirical analysis of the S&P 500 Index options shows that two ingredients are crucial for option pricing performance: (i) the use of RV, which provides an accurate and fast-adapting proxy for the unobserved volatility, and (ii) the high persistence and necessary smoothing generated by the HARGL volatility model specification. Thanks to both these features, the HARGL is better able to reproduce the $\mathbb{Q}$-dynamics, hence, outperforming competing GARCH-type and other RV-based stochastic volatility option pricing models (ARG, ARGL, and HARG).
Appendix A. Proofs

A.1. Proof of Proposition 1

Proof. Let us compute

\[ E_P^t \left[ \exp(-\alpha'K_{t+1}) \right] = E_P^t \left[ \exp(-\alpha_1 RV_{t+1} - \alpha_2 y_{t+1}) \right] = E_P^t \left[ \exp \left( -\left( \alpha_1 + \gamma \alpha_2 - \frac{1}{2} \alpha_2^2 \right) RV_{t+1} \right) \right] = \exp \left( -b \left( \alpha_1 + \gamma \alpha_2 - \frac{1}{2} \alpha_2^2 \right) - a \left( \alpha_1 + \gamma \alpha_2 - \frac{1}{2} \alpha_2^2 \right) \beta'(RV_t, L_t) \right) = \varphi_P K(v), \tag{20} \]

where \( v := \alpha_1 + \alpha_2 \gamma - \frac{1}{2} \alpha_2^2 \).

\[ A.2. \quad \text{Proof of Proposition 2} \]

Proof. For the sake of simplicity, we assume a zero expected instantaneous rate of return (\( r = 0 \)). Let us first write the stochastic discount factor as

\[ M_{t,t+1} = \frac{\exp(-\nu_1 RV_{t+1} - \nu_2 y_{t+1})}{E_P^t \left[ \exp(-\nu_1 RV_{t+1} - \nu_2 y_{t+1}) \right]} = \frac{\exp(-\nu_1 RV_{t+1} - \nu_2 y_{t+1})}{E_P^t \left[ \exp(-\nu_1 RV_{t+1}) \right] E_P^t \left[ \exp(-\nu_2 y_{t+1}|RV_{t+1}) \right]} = \frac{\exp(-\nu_1 RV_{t+1} - \nu_2 y_{t+1})}{E_P^t \left[ \exp \left( -\left( \nu_1 + \nu_2 \gamma - \frac{\nu_2^2}{2} \right) RV_{t+1} \right) \right]} = \frac{\exp(-\nu_1 RV_{t+1} - \nu_2 y_{t+1})}{\varphi_{RV}(u)}, \tag{21} \]

where \( u := \nu_1 + \nu_2 \gamma - \frac{\nu_2^2}{2} \) and \( \varphi_{RV}(u) \) is the generic conditional LT of \( RV \) whose specific form depends on the model employed for the \( RV \) dynamics (ARG, ARGL, HARG, HARGL).
The no-arbitrage restrictions are

$$E_t^P [M_{t,t+1}] = 1 \quad (22)$$

$$E_t^P [M_{t,t+1} \exp(y_{t+1})] = 1. \quad (23)$$

The first condition is automatically satisfied. The second condition reads:

$$\frac{1}{\varphi_{RV}(u)} E_t^P [\exp(-\nu_1 RV_{t+1} - \nu_2 y_{t+1}) \exp(y_{t+1})] = \frac{1}{\varphi_{RV}(u)} E_t^P [\exp(-\nu_1 RV_{t+1} - (\nu_2 - 1) y_{t+1})] = 1. \quad (24)$$

Using the moment-generating function of $y_{t+1}$, the left hand side of Eq. (24) becomes:

$$\frac{1}{\varphi_{RV}(u)} E_t^P \left[ \exp(-\nu_1 RV_{t+1}) E_t^P [\exp(-\nu_2 y_{t+1}) | RV_{t+1}] \right] = \frac{1}{\varphi_{RV}(u)} E_t^P \left[ \exp(-\nu_1 RV_{t+1} - (\nu_2 - 1) \gamma RV_{t+1}) \exp \left( \frac{RV_{t+1}(\nu_2 - 1)^2}{2} \right) \right]
= \frac{1}{\varphi_{RV}(u)} E_t^P \left[ \exp \left( - \left( \nu_1 + (\nu_2 - 1) \gamma - \frac{(\nu_2 - 1)^2}{2} \right) RV_{t+1} \right) \right]
= \frac{\varphi_{RV}(\tilde{u})}{\varphi_{RV}(u)} = 1 \quad (25)$$

with $\tilde{u} := \left( \nu_1 + (\nu_2 - 1) \gamma - \frac{(\nu_2 - 1)^2}{2} \right)$. Therefore, in order to satisfy the no-arbitrage conditions, we need to have $u = \tilde{u}$, that is,

$$\nu_2 \gamma - \frac{\nu_2^2}{2} = (\nu_2 - 1) \gamma - \frac{(\nu_2 - 1)^2}{2}
\nu_2 = \gamma + \frac{1}{2}. \quad (26)$$

\[\square\]

A.3. Proof of Proposition 3
Proof. Let us compute

\[ E_t^Q \left[ \exp(-\alpha' K_{t+1}) \right] = E_t^Q \left[ \exp(-\alpha_1 RV_{t+1} - \alpha_2 y_{t+1}) \right] \]

\[ = E_t^P \left[ M_{t,t+1} \exp(-\alpha_1 RV_{t+1} - \alpha_2 y_{t+1}) \right] \]

\[ = \frac{1}{\varphi_{RV}(u)} E_t^P \left[ \exp(-(\nu_1 + \alpha_1)RV_{t+1})E_t^P[\exp(-(\nu_2 + \alpha_2)y_{t+1})RV_{t+1}] \right] \]

\[ = \frac{1}{\varphi_{RV}(u)} E_t^P \left[ \exp(-(\nu_1 + \alpha_1)RV_{t+1} - (\nu_2 + \alpha_2)\gamma RV_{t+1}) \exp \left( \frac{RV_{t+1}(\nu_2 + \alpha_2)^2}{2} \right) \right] \]

\[ = \frac{1}{\varphi_{RV}(u)} E_t^P \left[ \exp \left( - \left( \nu_1 + \alpha_1 + (\nu_2 + \alpha_2)\gamma - \frac{(\nu_2 + \alpha_2)^2}{2} \right) RV_{t+1} \right) \right] \]

\[ = \frac{\varphi_{RV}(\bar{\nu})}{\varphi_{RV}(\nu)} \]

with \( \bar{\nu} := \nu_1 + \alpha_1 + (\nu_2 + \alpha_2)\gamma - \frac{(\nu_2 + \alpha_2)^2}{2} \). Considering the no-arbitrage conditions \( \nu_2 = \gamma + \frac{1}{2} \) from Proposition 2, \( \bar{\nu} \) becomes

\[ \bar{\nu} = \nu_1 + \alpha_1 + (\nu_2 + \alpha_2)\gamma - \frac{(\nu_2 + \alpha_2)^2}{2} = \alpha_2(\gamma - \nu_2) + \alpha_1 - \frac{1}{2} \alpha_2^2 + \gamma \nu_2 + \nu_1 - \frac{\nu_2^2}{2} \]

\[ = -\frac{1}{2} \alpha_2 + \alpha_1 - \frac{1}{2} \alpha_2^2 + \nu_1 + \frac{\gamma^2}{2} - \frac{1}{8} \]

\[ = \zeta + \lambda, \]

where \( \zeta := -\frac{1}{2} \alpha_2 + \alpha_1 - \frac{1}{2} \alpha_2^2 \) and \( \lambda := \nu_1 + \frac{\gamma^2}{2} - \frac{1}{8} \). We now specify the computation for the HARGL model, the others being particular cases of this:

\[ = \frac{\varphi_{RV}(\zeta + \lambda)}{\varphi_{RV}(\lambda)} \]

\[ = \frac{\exp(-b(\zeta + \lambda) - a(\zeta + \lambda)\beta'(RV_t, L_t))}{\exp(-b(\lambda) - a(\lambda)\beta'(RV_t, L_t))} \]

\[ = \exp \left( - [b(\zeta + \lambda) - b(\lambda)] - [a(\zeta + \lambda) - a(\lambda)] \beta'(RV_t, L_t) \right). \]

Thus,

\[ E_t^Q \left( \exp(-\alpha' K_{t+1}) \right) = \exp \left( -b^* (\zeta) - a^* (\zeta) \left( \beta^{**'}(RV_t, L_t) \right) \right), \]

in which \( a^* (\zeta) \) and \( b^* (\zeta) \) are such that

\[ a^* (\zeta) \beta^* = a(\zeta + \lambda)\beta - a(\lambda)\beta = \frac{c^* \beta^* \zeta}{1 + c^* \zeta} \]

\[ b^* (\zeta) = b(\zeta + \lambda) - b(\lambda) = \delta^* \ln(1 + c^* \zeta), \]
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where
\[
\beta^* = \frac{\beta}{1 + c\lambda},
\]
\[
\delta^* = \delta,
\]
\[
c^* = \frac{c}{1 + c\lambda}.
\]

Moreover, a comparison between Eq. (30) and Eq. (20) shows that \( \gamma^* = -\frac{1}{2} \). This concludes the proof.

\( \square \)

A.4. **GARCH SDF**

**Proof.** Following Christoffersen, Jacobs, and Heston (2011a), the SDF used in the risk-neutralization is assumed to be:
\[
\frac{M_{t+1}}{M_t} = \left( \frac{S_{t+1}}{S_t} \right)^\phi \exp(\delta + \eta h_{t+1} + \xi (h_{t+2} - h_{t+1})),
\]

where \( \phi \) and \( \delta \) govern the time preference, while \( \eta \) and \( \xi \) govern the respective aversion to equity and variance risk. From here, it easily follows that
\[
M_{t,t+1} = \frac{M_{t+1}}{\mathbb{E}_t[M_{t+1}]} = \frac{M_t \exp(\phi y_{t+1} + \delta + \eta h_{t+1} + \xi (h_{t+2} - h_{t+1}))}{\mathbb{E}_t[M_{t+1}]}.
\]

Taking out from the expectation operator all the measurable quantities \( h_{t+1} \) is measurable with respect to the information available at time \( t \), and after some algebra, we obtain:
\[
\frac{M_{t+1}}{\mathbb{E}_t[M_{t+1}]} = \frac{\exp(\phi y_{t+1} + \xi h_{t+2})}{\mathbb{E}_t[\exp(\phi y_{t+1} + \xi h_{t+2})]}.
\]

This concludes the proof.

\( \square \)

**References**


### Table 1

Maximum likelihood estimates, robust standard errors, and model performance

The historical data for the ARG, HARG, and HARGL models are given by the daily CRV computed on tick-by-tick data for the S&P500 Futures (see Section 3). The estimation period ranges from the period 1990 – 2007. The last parameter of each column has been fitted on option prices.
### CRV

Model misspecification test

<table>
<thead>
<tr>
<th>Model</th>
<th>Q5</th>
<th>Q25</th>
<th>Median</th>
<th>Q75</th>
<th>Q95</th>
<th>Mean</th>
<th>Std dev</th>
<th>Skw</th>
<th>Kurt</th>
<th>SW</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$y_t/CRV_t$</td>
<td>-2.19</td>
<td>-0.53</td>
<td>0.08</td>
<td>0.71</td>
<td>2.67</td>
<td>0.11</td>
<td>1.01</td>
<td>0.26</td>
<td>3.71</td>
<td>6.65E-12</td>
<td></td>
</tr>
<tr>
<td>ARG</td>
<td>-1.64</td>
<td>-0.58</td>
<td>0.17</td>
<td>1.02</td>
<td>2.38</td>
<td>0.24</td>
<td>1.22</td>
<td>0.17</td>
<td>3.13</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>ARGL</td>
<td>-1.82</td>
<td>-0.67</td>
<td>0.09</td>
<td>1.02</td>
<td>2.29</td>
<td>0.14</td>
<td>1.23</td>
<td>0.15</td>
<td>3.16</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>HARG</td>
<td>-1.82</td>
<td>-0.73</td>
<td>-0.02</td>
<td>0.80</td>
<td>2.26</td>
<td>0.07</td>
<td>1.23</td>
<td>0.25</td>
<td>3.22</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>HARGL</td>
<td>-1.83</td>
<td>-0.75</td>
<td>0.01</td>
<td>0.80</td>
<td>2.30</td>
<td>0.07</td>
<td>1.23</td>
<td>0.22</td>
<td>3.13</td>
<td>0.00</td>
<td></td>
</tr>
</tbody>
</table>

### TS

Model misspecification test

<table>
<thead>
<tr>
<th>Model</th>
<th>Q5</th>
<th>Q25</th>
<th>Median</th>
<th>Q75</th>
<th>Q95</th>
<th>Mean</th>
<th>Std dev</th>
<th>Skw</th>
<th>Kurt</th>
<th>SW</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$y_t/TS_t$</td>
<td>-2.07</td>
<td>-0.56</td>
<td>0.08</td>
<td>0.73</td>
<td>2.50</td>
<td>0.11</td>
<td>0.98</td>
<td>0.19</td>
<td>3.06</td>
<td>1.95E-06</td>
<td></td>
</tr>
<tr>
<td>ARG</td>
<td>-1.06</td>
<td>-0.49</td>
<td>-0.08</td>
<td>0.45</td>
<td>1.54</td>
<td>0.03</td>
<td>0.82</td>
<td>0.68</td>
<td>4.85</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>ARGL</td>
<td>-1.02</td>
<td>-0.46</td>
<td>-0.00</td>
<td>0.45</td>
<td>1.78</td>
<td>0.13</td>
<td>0.87</td>
<td>0.81</td>
<td>4.35</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>HARG</td>
<td>-1.15</td>
<td>-0.53</td>
<td>-0.12</td>
<td>0.40</td>
<td>1.63</td>
<td>-0.00</td>
<td>0.87</td>
<td>0.81</td>
<td>5.16</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>HARGL</td>
<td>-1.20</td>
<td>-0.54</td>
<td>-0.11</td>
<td>0.43</td>
<td>1.67</td>
<td>-0.00</td>
<td>0.88</td>
<td>0.68</td>
<td>4.79</td>
<td>0.00</td>
<td></td>
</tr>
</tbody>
</table>

**Table 2**

Model misspecification tests for the rescaled log-returns and the HARG-family models

CRV (first panel) refers to the continuous component of the realized volatility, while TS (second panel) is the Two-Scale estimator of the total quadratic variation proposed by Zhang et al. (2005). We report the 5th (Q5), 25th (Q25) quantiles, median, 75th (Q75), and 95th (Q95) quantiles, and mean, standard deviation (Std dev), skewness (Skw), and kurtosis (Kurt) of the rescaled log-returns (first row) and of $z_t = N^{-1}(P_{RV_t}(RV_t \leq \hat{rv}_t|\mathcal{F}_{t-1}, \hat{\theta}))$ (subsequent rows). $\hat{\theta}$ represents the Maximum Likelihood Estimator for the considered stochastic volatility model, as given in Table 1. The last column shows the $p$-values for the Shapiro-Wilks test.
### Maturity

<table>
<thead>
<tr>
<th>Moneyness</th>
<th>Less than 20</th>
<th>20 to 60</th>
<th>60 to 160</th>
<th>More than 160</th>
</tr>
</thead>
<tbody>
<tr>
<td>Implied volatility</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$m \leq 0.94$</td>
<td>0.2674</td>
<td>0.2446</td>
<td>0.2329</td>
<td>0.2325</td>
</tr>
<tr>
<td>$0.94 \leq m \leq 0.96$</td>
<td>0.2316</td>
<td>0.2242</td>
<td>0.2202</td>
<td>0.2246</td>
</tr>
<tr>
<td>$0.96 \leq m \leq 0.98$</td>
<td>0.2118</td>
<td>0.2110</td>
<td>0.2121</td>
<td>0.2190</td>
</tr>
<tr>
<td>$0.98 \leq m \leq 1.02$</td>
<td>0.1874</td>
<td>0.1954</td>
<td>0.2031</td>
<td>0.2120</td>
</tr>
<tr>
<td>$1.02 \leq m \leq 1.04$</td>
<td>0.1705</td>
<td>0.1803</td>
<td>0.1925</td>
<td>0.2041</td>
</tr>
<tr>
<td>$1.04 \leq m$</td>
<td>0.1833</td>
<td>0.1751</td>
<td>0.1835</td>
<td>0.1963</td>
</tr>
<tr>
<td>Implied volatility standard deviation</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$m \leq 0.94$</td>
<td>0.0536</td>
<td>0.0525</td>
<td>0.0456</td>
<td>0.0433</td>
</tr>
<tr>
<td>$0.94 \leq m \leq 0.96$</td>
<td>0.0503</td>
<td>0.0505</td>
<td>0.0442</td>
<td>0.0425</td>
</tr>
<tr>
<td>$0.96 \leq m \leq 0.98$</td>
<td>0.0516</td>
<td>0.0486</td>
<td>0.0433</td>
<td>0.0420</td>
</tr>
<tr>
<td>$0.98 \leq m \leq 1.02$</td>
<td>0.0523</td>
<td>0.0484</td>
<td>0.0433</td>
<td>0.0425</td>
</tr>
<tr>
<td>$1.02 \leq m \leq 1.04$</td>
<td>0.0478</td>
<td>0.0466</td>
<td>0.0426</td>
<td>0.0439</td>
</tr>
<tr>
<td>$1.04 \leq m$</td>
<td>0.0444</td>
<td>0.0456</td>
<td>0.0403</td>
<td>0.0405</td>
</tr>
<tr>
<td>Number of observations</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$m \leq 0.94$</td>
<td>1428</td>
<td>2596</td>
<td>1968</td>
<td>1201</td>
</tr>
<tr>
<td>$0.94 \leq m \leq 0.96$</td>
<td>874</td>
<td>1513</td>
<td>1005</td>
<td>597</td>
</tr>
<tr>
<td>$0.96 \leq m \leq 0.98$</td>
<td>1011</td>
<td>1752</td>
<td>1039</td>
<td>599</td>
</tr>
<tr>
<td>$0.98 \leq m \leq 1.02$</td>
<td>2180</td>
<td>3851</td>
<td>2122</td>
<td>1213</td>
</tr>
<tr>
<td>$1.02 \leq m \leq 1.04$</td>
<td>1022</td>
<td>1680</td>
<td>1049</td>
<td>543</td>
</tr>
<tr>
<td>$1.04 \leq m$</td>
<td>1987</td>
<td>3522</td>
<td>2735</td>
<td>1728</td>
</tr>
</tbody>
</table>

**Table 3**

Database description

Means and standard deviations of prices and implied volatilities of S&P 500 Index out-of-the-money options on each Wednesday from January 1, 1996 to December 31, 2004 (39,215 observations) sorted by moneyness and maturity categories. Implied volatility is the Black-Scholes implied volatility. Moneyness is defined as $m = K/S_t$, where $K$ and $S$ are the strike and underlying price, respectively. Maturity is measured in calendar days.
### Table 4

Global option pricing performance

<table>
<thead>
<tr>
<th>Models</th>
<th>$RMSE_{IV}$</th>
<th>$RMSE_{p}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>HARGL</td>
<td>3.817</td>
<td>0.005</td>
</tr>
<tr>
<td>HARGL/GARCH</td>
<td>0.853</td>
<td>0.857</td>
</tr>
<tr>
<td>HARGL/CGARCH</td>
<td>0.735</td>
<td>0.923</td>
</tr>
<tr>
<td>ARGL/GARCH</td>
<td>0.990</td>
<td>1.093</td>
</tr>
<tr>
<td>HARGL/ARG</td>
<td>0.820</td>
<td>0.762</td>
</tr>
<tr>
<td>HARG/ARG</td>
<td>0.883</td>
<td>0.798</td>
</tr>
<tr>
<td>HARGL/ARGL</td>
<td>0.862</td>
<td>0.784</td>
</tr>
<tr>
<td>HARGL/HARG</td>
<td>0.928</td>
<td>0.955</td>
</tr>
</tbody>
</table>

First row: percentage implied volatility root mean squared error ($RMSE_{IV}$) and percentage price root mean squared error ($RMSE_p$) of the HARGL model. Second and subsequent rows: $RMSE_{IV}$ and $RMSE_p$ of the benchmark models relative to the HARGL. We use the maximum likelihood parameter estimates from Table 1 and S&P500 out-of-the-money options from January 1, 1996 to December 31, 2004, computed with the CRV measure estimated from 1990 to 2007.
<table>
<thead>
<tr>
<th>Moneyness</th>
<th>τ ≤ 20</th>
<th>20 &lt; τ ≤ 60</th>
<th>60 &lt; τ ≤ 160</th>
<th>160 &lt; τ ≤ Maturity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Panel A: HARGL Implied volatility RMSE</td>
<td>6711</td>
<td>4909</td>
<td>4330</td>
<td>4046.4 &lt; τ ≤ 0.94</td>
</tr>
<tr>
<td>m &lt; 0.94</td>
<td>6551</td>
<td>3789</td>
<td>3638</td>
<td>3946 &lt; m ≤ 0.96</td>
</tr>
<tr>
<td>0.94 &lt; m ≤ 0.96</td>
<td>3518</td>
<td>3305</td>
<td>3344</td>
<td>3542.96 &lt; m ≤ 0.98</td>
</tr>
<tr>
<td>0.96 &lt; m ≤ 1.02</td>
<td>2681</td>
<td>2866</td>
<td>3100</td>
<td>3542.96 &lt; m ≤ 1.02</td>
</tr>
<tr>
<td>1.02 &lt; m ≤ 1.04</td>
<td>2740</td>
<td>2622</td>
<td>2945</td>
<td>3570.02 &lt; m ≤ 1.04</td>
</tr>
<tr>
<td>1.04 &lt; m</td>
<td>3143</td>
<td>2698</td>
<td>2996</td>
<td>3104 &lt; m</td>
</tr>
<tr>
<td>Panel B: HARGL/GARCH Implied volatility RMSE</td>
<td>0.879</td>
<td>0.940</td>
<td>0.931</td>
<td>0.930 &lt; τ ≤ 0.94</td>
</tr>
<tr>
<td>m &lt; 0.94</td>
<td>0.904</td>
<td>0.922</td>
<td>0.908</td>
<td>0.924 &lt; m ≤ 0.96</td>
</tr>
<tr>
<td>0.94 &lt; m ≤ 0.96</td>
<td>0.919</td>
<td>0.915</td>
<td>0.889</td>
<td>0.850 &lt; m ≤ 0.98</td>
</tr>
<tr>
<td>0.98 &lt; m ≤ 1.02</td>
<td>0.978</td>
<td>0.931</td>
<td>0.790</td>
<td>0.98 &lt; m ≤ 1.02</td>
</tr>
<tr>
<td>1.02 &lt; m ≤ 1.04</td>
<td>0.936</td>
<td>0.716</td>
<td>0.752</td>
<td>0.804 &lt; m ≤ 1.04</td>
</tr>
<tr>
<td>1.04 &lt; m</td>
<td>0.654</td>
<td>0.779</td>
<td>0.790</td>
<td>0.104 &lt; m</td>
</tr>
<tr>
<td>Panel C: HARGL/CGARCH Implied volatility RMSE</td>
<td>0.879</td>
<td>1.132</td>
<td>0.993</td>
<td>0.930 &lt; τ ≤ 0.94</td>
</tr>
<tr>
<td>m &lt; 0.94</td>
<td>1.034</td>
<td>0.973</td>
<td>0.898</td>
<td>0.94 &lt; m ≤ 0.96</td>
</tr>
<tr>
<td>0.94 &lt; m ≤ 0.96</td>
<td>0.919</td>
<td>0.915</td>
<td>0.889</td>
<td>0.98 &lt; m ≤ 0.98</td>
</tr>
<tr>
<td>0.98 &lt; m ≤ 1.02</td>
<td>0.778</td>
<td>0.801</td>
<td>0.790</td>
<td>0.98 &lt; m ≤ 1.02</td>
</tr>
<tr>
<td>1.02 &lt; m ≤ 1.04</td>
<td>0.836</td>
<td>0.716</td>
<td>0.752</td>
<td>0.804 &lt; m ≤ 1.04</td>
</tr>
<tr>
<td>1.04 &lt; m</td>
<td>0.654</td>
<td>0.779</td>
<td>0.790</td>
<td>0.104 &lt; m</td>
</tr>
<tr>
<td>Panel D: ARGL/GARCH Implied volatility RMSE</td>
<td>0.879</td>
<td>0.940</td>
<td>0.931</td>
<td>0.930 &lt; τ ≤ 0.94</td>
</tr>
<tr>
<td>m &lt; 0.94</td>
<td>0.904</td>
<td>0.922</td>
<td>0.908</td>
<td>0.924 &lt; m ≤ 0.96</td>
</tr>
<tr>
<td>0.94 &lt; m ≤ 0.96</td>
<td>0.919</td>
<td>0.915</td>
<td>0.889</td>
<td>0.850 &lt; m ≤ 0.98</td>
</tr>
<tr>
<td>0.98 &lt; m ≤ 1.02</td>
<td>0.978</td>
<td>0.931</td>
<td>0.790</td>
<td>0.98 &lt; m ≤ 1.02</td>
</tr>
<tr>
<td>1.02 &lt; m ≤ 1.04</td>
<td>0.936</td>
<td>0.716</td>
<td>0.752</td>
<td>0.804 &lt; m ≤ 1.04</td>
</tr>
<tr>
<td>1.04 &lt; m</td>
<td>0.654</td>
<td>0.779</td>
<td>0.790</td>
<td>0.104 &lt; m</td>
</tr>
</tbody>
</table>

**Table 5**

Option pricing performance in implied volatility

Panel A: percentage implied volatility root mean squared error ($RMSE_{IV}$) of the HARGL model sorted by moneyness and maturity. Panels B to H: $RMSE_{IV}$ of the benchmark models relative to the HARGL sorted by moneyness and maturity. Maturity is in days and moneyness $m = K / S_t$, where $K$ and $S$ are the strike and underlying price, respectively. We use the maximum likelihood parameter estimates from Table 1 and S&P500 out-of-the-money options from January 1, 1996 to December 31, 2004, computed with the CRV measure estimated from 1990 to 2007.
### Table 6
Option pricing performance in prices

Panel A: price root mean squared error (RMSE) of the HARGL model sorted by moneyness and maturity. Panels B to F: RMSE of the benchmark models relative to the HARGL sorted by moneyness and maturity. Maturity is in days and moneyness $m = K/S_t$, where $K$ and $S$ are the strike and underlying price, respectively. We use the maximum likelihood parameter estimates from Table 1 and S&P500 out-of-the-money options from January 1, 1996 to December 31, 2004, computed with the CRV measure estimated from 1990 to 2007.
Table 7

HARGL model robustness of the option pricing results to different RV measures and estimation periods.

The table reports the absolute (first row) and relative (second and third rows) $RMSE_{IV}$ and $RMSE_{P}$, computed with three RV measures over two estimation periods. The three different RV measures are the five-minute return RV (RV5min), the Two-Scale estimator (TS), and the continuous component of the TS measure (CRV) obtained using the Threshold Bipower variation (see Section 3.2). The two estimation periods are 1985–2007 and 1990–2007, while the pricing period remains from January 1, 1996 to December 31, 2004.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>CRV</td>
<td>3.8546</td>
<td>0.0058</td>
<td>3.7208</td>
<td>0.0054</td>
</tr>
<tr>
<td>CRV/TS</td>
<td>0.9590</td>
<td>0.9061</td>
<td>0.7552</td>
<td>0.7013</td>
</tr>
<tr>
<td>CRV/RV5min</td>
<td>0.9431</td>
<td>0.8923</td>
<td>0.7519</td>
<td>0.7013</td>
</tr>
</tbody>
</table>
Fig. 1. Log-returns distribution. Comparison of the S&P 500 Index log-return distribution under different rescaling measures. Left panel: Standard normal distribution (grey line) and log-return rescaled by the sample standard deviation (black line). Right panel: Standard normal distribution (grey line) and log-return divided by contemporaneous realized volatility (black line).
Fig. 2. Model misspecification tests. The top panels show the histogram of $z_t = N^{-1}(P_{RV}(RV_t \leq rv_t|F_{t-1}, \hat{\theta}))$, where $\hat{\theta}$ represents the Maximum Likelihood Estimator for the considered stochastic volatility model. The smooth line represents the probability density function of a $N(0, 1)$. The left panel is for the HARGL and the right panel is for the ARGL. The middle and bottom panels show the Sample Autocorrelation Function of $(z_t - \bar{z})$ (left middle panel), $(z_t - \bar{z})^2$ (right middle panel), $(z_t - \bar{z})^3$ (left bottom panel), and $(z_t - \bar{z})^4$ (right bottom panel). In each panel, the light line is for the HARGL, while the dark line is for the ARGL. The straight, dotted line in each plot is the Bartlett heteroskedasticity-corrected upper bound at 95%-level of significance for the autocorrelation coefficients.
Fig. 3. Volatility regimes. Plot of the Chicago Board Options Exchange (CBOE) volatility index (VIX) (top panel) and of the $\sqrt{CRV}$ measure (bottom panel) from January 1, 1990 to December 31, 2004. We identify three different volatility regimes: medium volatility from January 1, 1996 to August 1, 1998, high volatility from August 2, 1998 to May 1, 2003, and low volatility from May 2, 2003 to December 31, 2004.
**Fig. 4.** Implied volatility term structure for at-the-money options (with moneyness $m = K/S_t$ between 0.95 and 1.05, where $K$ and $S$ are the strike and underlying price, respectively). A dot represents the market-implied volatility, a triangle, the HARG model, a circle, the CGARCH model, and a cross, the GARCH model. The top, mid, and bottom panels correspond to the low-, medium-, and high-volatility regimes as detected in Fig. 3. The parameter estimates are taken from Table 1.
Fig. 5. Weekly at-the-money options implied volatility bias. Plot of the average differences between the model and the market-implied volatility for at-the-money options (with moneyness $m = K/S_t$ between 0.95 and 1.05, where $K$ and $S$ are the strike and underlying price, respectively). The parameter estimates are taken from Table 1.
Fig. 6. Level dynamic from January 1, 1996 to December 31, 2004. Level is the average implied volatility of at-the-money options (with moneyness $m = K/S_t$ between 0.95 and 1.05, where $K$ and $S$ are the strike and underlying price, respectively) and maturity at the shortest available on a given day. In each panel, the light line represents the data, the black line, the model. The top panel illustrates the performance of the CGARCH, the second panel refers to the GARCH model, while the third and the bottom panels refer to the HARGL and ARGL, respectively. The parameter estimates are taken from Table 1.
Fig. 7. Term structure dynamic from January 1, 1996 to December 31, 2004. Term structure represents the slope of the implied volatility surface and is given by the difference between the average implied volatility of at-the-money (with moneyness $m = K/S_t$ between 0.95 and 1.05, where $K$ and $S$ are the strike and underlying price, respectively) long maturity (more than 120 days) options and level. In each panel, the light line represents the data, and the black line represents the model. The top panel illustrates the performance of the CGARCH, the second panel refers to the GARCH model, while the third and the bottom panels refer to the HARGL and ARGL, respectively. The parameter estimates are taken from Table 1.