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ABSTRACT

This paper presents a methodology, in order to increase the reliability of the route suggestions in route guidance systems. Based on the A* path finding algorithm and Chen’s link penalty method, the procedure involves penalising links with a high risk of being congested and obtaining a set of reliable route suggestions. Time-dependence of travel times is considered by adapting the Flow Speed Model technique accordingly. Modifications to the structure of the path finding algorithms are also made, so as to account for real road network features. Finally, experiments using simulated travel time and reliability data are carried out on a road network and the results are discussed.

1. INTRODUCTION

In-vehicle information systems are a rapidly growing market, with new systems being continuously developed and existing ones becoming more sophisticated. Having started off from luxury makes and models, they are now gradually spreading through the entire vehicle fleet, offering more and more features aiming to provide the driver with useful information regarding his/her trip. An important feature offered by more advanced systems is Dynamic Route Guidance (DRG).

The objective of DRG is to provide participating drivers with a fast route to their destination, taking current and anticipated traffic conditions into consideration. In accordance to that, Reliable Dynamic Route Guidance (RDRG) is the feature whose objective it is to provide the drivers with a route, which is not only fast, but is also reliable. As reliability is defined as the probability of not encountering delays, RDRG ensures that potential sources of delay in the road network are avoided as much as possible. These can be for example left turns in Continental Europe and North America (right turns in the UK) where the turning vehicle usually has to cross one or more opposing streams, resulting in increased waiting times at junctions, or roads that are frequently congested and are therefore likely to be congested at the time of the user’s trip.

RDRG can be provided to the driver by two system architectures, namely Autonomous Reliable Dynamic Route Guidance (ARDRG) and Supported Reliable Dynamic Route Guidance (SRDRG). In ARDRG, which has a decentralised system architecture, a route based on default estimates of link travel times, complemented by traffic information about current incidents broadcast by the Traffic Message Channel (TMC), is suggested to the driver. Default travel time data along with the network data is accessed by the guided vehicle from a static database available on an on-board DVD-ROM. The entire route computation takes place in the vehicle unit itself. In contrast, SRDRG has a more centralised system architecture with two-way data exchange between the guided vehicle and a Traffic Information Centre (TIC), increasing the range and accuracy of information made use of in providing guidance. The entire route computation takes place at the TIC and routes are transmitted to the vehicle in parts, for example at decision points. Only the ARDRG system architecture is considered in the work presented here, as this corresponds to most systems installed in vehicles to date.

The aim of this work is to develop an efficient and robust RDRG algorithm, capable of modelling the reliability element in route guidance and of considering the fact that travel time is not
constant throughout the day, but is continuously changing. The outcome of the algorithm should be a set of good route recommendations, satisfying a number of constraints and user acceptability criteria. A solution strategy based on the A* path finding algorithm (1), on Chen’s link penalty method (2-5) and on Sung’s Flow Speed Model (6) is presented and is experimentally tested on a part of Munich’s road network.

This paper is structured as follows: Section 2 reviews relevant existing literature, while Section 3 presents Chen’s link penalty method, which forms the basis of the present study. Section 4 gives an account of the link-based structure adopted, in order to run route guidance algorithms on real road networks, while Section 5 presents the proposed RDRG strategy and the time-dependent reverse A* algorithm. Finally, Section 6 presents the experiments carried out and the results obtained, while Section 7 concludes this paper.

2. LITERATURE REVIEW

In this section, existing literature on a number of relevant fields to this research work is reviewed. These include the A* path finding algorithm, time-dependent path finding techniques and travel time variability and reliability.

2.1. The A* Static Shortest Path Algorithm

Finding the shortest path in a network is one of the most frequently encountered problems, not only in transportation engineering, but also in computer science and operations research. Although various algorithms exist for finding the shortest path, their performance tends to significantly deteriorate with increasing network size. In route guidance, finding the shortest path is a subroutine that needs to be called very often. Due to the fact that the size of transportation networks is usually large, it is of vital importance to have a shortest path algorithm, which is efficient enough to produce accurate results in little computation time.

It should be noted here, that the term shortest path does not necessarily refer to the distance, but to the variable to be optimised. In the case of route guidance, one is usually not interested in the least distance path, but is more concerned with the least travel time path. The link weights used for this computation are travel time values, rather than distance values. Therefore, in the problem formulation, the variable to optimise (minimise) is the total travel time; the path achieving this is referred to as the shortest path in the rest of the paper.

The leading algorithm for finding the shortest path from an origin to a destination is the A* algorithm (1). The advantage of A* compared with other shortest path algorithms, such as Dijkstra’s algorithm (7), is that A* is much more efficient, due to its ability to convert an uninformed search into an informed search. The A* algorithm uses a heuristic function to estimate the cost (travel time) from any point to the destination node of the network. This is often the airline distance to the destination. The shortest path is eventually found, under the condition that the heuristic does not overestimate the actual distance to the destination. The number of nodes expanded is generally much smaller than for other algorithms, making A* more efficient.

The concept of A* is summarised as follows; the algorithm holds two lists, the open list and the closed list. The closed list contains all the nodes of the network that have been expanded, whereas the open list contains all the nodes that may be expanded at the next step. At each step, one node is expanded and moved from the open list to the closed list, while its successors are placed into the open list. For every node \( n \), \( f(n) = g(n) + h(n) \) is calculated, where \( g(n) \) is the travel time from the origin to \( n \) and \( h(n) \) is the estimate of the travel time from \( n \) to the destination. The node to be expanded at each step is the node with the lowest \( f(n) \) value among the nodes in the open list. When \( h(n) = 0 \) for all nodes \( n \), A* reduces to Dijkstra’s algorithm. Moreover, the efficiency of the algorithm increases, the closer \( h(n) \) is to the actual value.


2.2. Time-Dependent Shortest Path Algorithms
When computing paths in a road network for DRG, traffic conditions are subject to continuous changes, such that the link weights are not constant anymore, but time-dependent. Therefore, the task to be carried out is finding the shortest path in a dynamic, time-dependent network. This has been extensively studied in the past, not only in the context of transportation, but also in the context of communication systems.

A theoretical study presenting algorithms for solving this problem was carried out by Orda and Rom (8), while a study by Ziliaskopoulos and Mahmassani (9) suggested the computation of shortest paths for all possible departure times whilst representing the label of a node by a vector of scalars instead of a single scalar, as is the case in static networks. Another approach adopted was to repeatedly apply a static shortest path algorithm over a certain number of time intervals, in order to account for changes in the link travel times, whilst attempting to reduce the computation time for subsequent searches by making use of the computed initial shortest path and only changing the elements of the path, whose weights have changed (10).

Nevertheless, these methods do not account for the main problem encountered when seeking the shortest path in a time-dependent network, which is the violation of the so-called first-in-first-out (FIFO) property. The FIFO property can be defined as follows: in a network, link travel times are usually such that vehicles arrive at the end of a link in the same order as they departed from the beginning of that link, or expressed otherwise, the traversal time of any link cannot decrease faster than real time. It has been proven that shortest path algorithms in a time-dependent network only remain optimal if the FIFO property holds (11). Based on that, Chabini and Lan (12) developed an efficient adaptation of the A* algorithm for finding the shortest path in a time-dependent FIFO network, i.e. a network consisting exclusively of links, on which the FIFO property holds.

In theory, the FIFO property always holds for transport networks, provided continuous travel time distributions exist for all links in the network. In practice however, travel time distributions are expressed in terms of fixed time intervals, which means that it is possible for the FIFO property not to hold. The most important contribution to the field of time-dependent shortest path algorithms was made by Sung et al (6), with the Flow Speed Model (FSM) being an efficient method of bypassing this problem and finding the shortest path in any time-dependent network, irrespective of the FIFO property.

The main idea behind Sung’s FSM is that, while travel time intervals may result in discontinuities in the link travel time distribution, causing the FIFO property to be violated, flow speed intervals do not affect the corresponding link flow speed distribution. Basically, an abrupt increase in link flow speed results in all vehicles on the link to accelerate, so that no overtaking can take place and thus no vehicle entering the link later than another vehicle can exit the link earlier. A change in the flow speed of a link results in different vehicles experiencing different travel times on the link, according to their location at the time of the change; this is not taken into consideration in any of the previous approaches and is the main advantage of the FSM compared to them.

2.3. Travel Time Variability and Reliability
It has been found, that although travel time is an important factor affecting the traveller’s route choice behaviour, travel time variability can be even more important (13-16). Travellers are interested in how long it will take them to reach their destination, but are even more concerned with the reliability of their prediction of total travel time. A wrong travel time prediction results in either an early arrival at the destination or in a delay. None of these situations is appreciated by the traveller, with delays having more severe consequences for him/her (e.g. late arrival at the workplace) not being tolerated. Consequently, it is an important requirement of a route guidance system to be able to accurately estimate travel time variability and to avoid potential sources of congestion (unreliable links), in order to avoid early arrivals and delays.

Some studies estimate travel time variance, and consequently reliability, through simulation (17). Others present analytical models for estimating the probability distribution of travel time in the
light of normal day to day variations in the travel demand matrix of a road network (18,19). Performing sensitivity analysis to determine reliability is another technique used in several studies (20-22).

However, reliability studies so far mainly focus on network reliability, with very few studies concentrating on the reliability of single links. The reliability of a link can be defined as the probability of encountering congestion on that link, in other words, the probability that the link’s state will be “abnormal”, as defined by Bell and Iida (23). The “normal” and “abnormal” states of a link are defined in terms of the traversal time of that link: namely, if the link’s traversal time exceeds some preset threshold, then the state of the link is set to “abnormal”. If there is a high probability that the state of the link will be “abnormal”, then the link has a low reliability value. As a consequence of this definition, reliability can only take values between 0 and 1. Extending the definition of the reliability of a link, the reliability of a path is simply the product of the reliabilities of the series of links constituting the path in the absence of “failure dependence” (inter-link abnormality correlations).

3. CHEN’S LINK PENALTY METHOD

Chen’s link penalty method, formulated by Chen et al (2-5) and further implemented by Kaparias et al (24,25), makes use of the A* algorithm, Sung’s FSM and the concept of reliability described in the previous section. A methodology for modelling congestion risk and computing reliable paths in a time-dependent network, subject to a number of constraints imposed to ensure acceptability of the resulting path by the driver is presented. The constraints applied are a maximum path duration and a maximum path length constraint.

The constraints introduced are enforced by the application of link weight (travel time) penalties. The main idea lies in performing an initial search in order to find the fastest path without considering reliability, penalising unreliable links by applying travel time penalties and running subsequent searches, each time reducing the penalties, until the computed path satisfies the constraints imposed. The duration and length constraints are expressed in proportion to the duration and length of the fastest path, i.e. for any computed path with duration $T$ and length $L$, it should be $T < \beta T_0$ and $L < \zeta L_0$, where $T_0$ and $L_0$ are the duration and length values of the fastest path and $\beta$ and $\zeta$ are the duration and length permission parameters respectively. More specifically, unreliable links are initially excluded from subsequent path computations, provided this is possible; however, if a path satisfying the acceptability constraints cannot be found, unreliable links are progressively re-included in the search. The sequence in which this occurs depends on their reliability.

The idea of link penalties is also introduced as an attempt to develop an efficient and acceptable method for finding alternate paths in a network, as it has been proven that routing strategies suggesting multiple alternative paths to the driver are superior to single path solutions, because they decrease the risk of the congestion feedback phenomenon. However, it has to be guaranteed that the paths computed will be maximally disjoint, in order to reduce the probability of joint path failure as much as possible. This is enforced by additionally applying penalties to links that are already included in a path that was previously computed and accepted.

A third constraint, associated with the maximally disjoint paths is introduced, and this is the maximum path overlapping ratio constraint, ensuring that a path can only be accepted if it does not overlap too much with any previously computed path. Finally, to ensure that the algorithm will terminate and will not carry on computing an infinite number of paths, a maximum number of paths to be computed is introduced as a constraint. Of course the algorithm terminates earlier if only a smaller number of acceptable paths are found.

The following travel time penalty is used in Chen’s link penalty method, for links having a reliability value lower than a preset threshold and for links that are already included in one of the computed paths:

$$\Delta t_i = \alpha m (1-r_i)^q W_0$$
with \(0 < \alpha < 1\), \(m =\) number of iterations, \(q = 0\) if \(m = 0\) otherwise \(q = 1\), and \(W_0 =\) a value large enough to bring about link exclusion.

An interesting feature of Chen’s link penalty method is the fact that for the first run of the A* algorithm, where the fastest path is computed, the algorithm runs in reverse order, that is from the destination to the origin. The advantage of running the A* from the destination to the origin is that after the first run, the computed cost from the destination to every visited node can be used as an estimate for subsequent forward A* runs. The number of nodes visited is thus significantly reduced and consequently the computation time is also significantly reduced.

In order to incorporate time-dependence, Sung’s FSM is used by Chen et al. (5). By slightly modifying the structure of the A* algorithm, the FSM can be implemented fairly easily for the case of the forward run of the algorithm. However, the implementation of the FSM to the reverse run of the A* algorithm is more complex, as the arrival time at the destination is not known at the start of the search, the arrival time at each link is also not known and hence it is not possible to calculate the experienced travel time by a vehicle on any link.

In order to avoid this problem, time-dependent link travel times have only been used for the forward A* runs in Chen’s link penalty method so far; when running the reverse A*, static travel times have been used. More specifically, the lowest travel time value from each link’s travel time distribution is used, so that the resulting node labels can be used as lower bounds of the remaining travel time to the destination in the subsequent forward A* runs. Nevertheless, besides the fact that these values can be rather conservative in the case where the actual link travel time values are much higher than the lowest ones, the guarantee of finding the fastest path in the initial A* run is lost, as it cannot be guaranteed anymore that the heuristic estimate of the travel time from any point to the origin underestimates the actual travel time.

In Section 5 a modified version of Chen’s link penalty method is presented, in order to account for time-dependence when calculating the initial fastest path. Prior to that however, the link-based algorithmic structure developed in order to run path finding algorithms on real road networks for route guidance is described.

### 4. LINK-BASED STRUCTURE FOR ROUTE GUIDANCE IN REAL ROAD NETWORKS

The traditional algorithmic structure used by label-setting and label-correcting path finding algorithms on artificial grid networks is the one of a directed graph. The network consists of nodes and links, an origin and a destination node are specified and the implemented algorithm proceeds by setting or altering labels, located on each node. Nevertheless, when implementing route guidance algorithms on real road networks, this structure creates problems, mainly with respect to two issues: representation of turn restrictions, and positioning of the vehicle in the network. Therefore, modifications to this structure are made in this study in order to convert it to a more link-based form. The approaches developed in order to account for these two issues are described in the next paragraphs.

#### 4.1. Turn Restrictions and Intersection Representation

Several attempts have been made in the past (26-28), each one suggesting different methods to represent turn prohibitions in a node-based structure. The approach adopted here however involves keeping a list of all allowed movements in the network database, where each movement is represented by two links, start-link and end-link. Then, a link-based structure is chosen, in which the labels are placed on the links themselves; each link is thus treated as two parts (start and end), each part holding its own label.

The A* algorithm is adapted accordingly: two open lists (open-start and open-end list) and two closed lists (closed-start and closed-end) are kept, containing links instead of nodes. Each link
part (start or end) is treated as a node in the conventional version of the A* algorithm. Thus, if the start part of a link has its label updated, it is placed in the open-start list and if its end part has its label updated, the link is placed in the open-end list. Similarly, if the start or the end part of the link is expanded, the link is removed from the open-start or open-end list and is placed in the closed-start or closed-end list respectively. This is a very efficient method of representing intersection movements, as it enables the application of label-correcting algorithms without introducing any extra elements to the network.

4.2. Positioning of the Vehicle in the Network

In real road networks, where the nodes correspond to junctions, this approach has a serious drawback, and that is the fact that not only the position of the vehicle is required, but also its direction. It is possible, that a vehicle is located on a road between two junctions, facing towards one of them and not being able to make a U-turn. However, if the position of the vehicle is expressed as the nearest node, it is very likely that a recommended route requires the vehicle to make illegal or impossible movements.

A solution to the problem presented here is to slightly modify the network structure and make it link-based rather than node-based. Namely, when specifying the origin and destination, an origin-link and a destination-link are specified, considering that the origin or the destination respectively are located somewhere on this link.

Using this technique, the setting of the origin link immediately limits the next allowed movements. Similarly, the setting of the destination link results in the direction of approach of the destination being fixed, which is very important in some cases. In any case, when the user is prompted to enter the destination of his/her trip, it is most likely that this will be a street name, therefore only referring to a link.

5. THE TIME-DEPENDENT RDRG ALGORITHM

The main problem when running the time-dependent A* algorithm backwards, as described in Section 3 of this paper, is the fact that the arrival time at the destination is not known and therefore the arrival time at every intermediate point is also not known. The only piece of data available at the start of the entire procedure of providing RDRG is the departure time from the origin. Thus, it is not possible to run the time-dependent A* algorithm backwards, unless there is at least some indication of the arrival time at the destination.

The method described in this paper aims to modify Chen’s link penalty method, so that, using Sung’s FSM, it will be possible to derive the time-dependent fastest path from the initial A* run and then compute further maximally disjoint time-dependent reliable acceptable paths using subsequent A* runs. For this purpose, the order in which the various A* runs are carried out is reversed here. The procedure is described in the next paragraphs.

5.1. Concept

Unlike the original Chen’s link penalty approach, where an initial reverse A* run takes place, in the procedure developed here an initial forward A* run is carried out, yielding the time-dependent fastest path, not making any reliability considerations. From this, taking into account the departure time from the origin, the arrival time (AT) at the destination is obtained. Then, applying the maximum path travel time acceptability criterion, i.e. that any acceptable path’s travel time may not be longer than the fastest path’s travel time multiplied by the duration permission parameter, and adding the maximum acceptable path travel time to the departure time (DT), the latest acceptable arrival time (AAT) at the destination is obtained.

Following that and applying penalties on all unreliable links, a time-dependent reverse A* algorithm is run starting from the AAT, in order to obtain a reliable path, along with an acceptable departure time (ADT), which is the time point at which one would need to depart from the origin so as
to arrive at the destination before the AAT, using the newly computed reliable path. Having obtained the path, its actual travel time is computed, i.e. the travel time when departing from the origin at time DT rather than ADT, along with its AT. The path is then checked against the constraints, in addition to the condition that the ADT must be later than the DT. If the constraints are met, the path is kept; otherwise, link penalties are reduced and a further reverse A* run is carried out to compute a new path.

The presentation of the time-dependent forward A* algorithm using Sung’s FSM is included in Chen et al (3,5) and is therefore omitted in this paper. In the next sub-section, the time-dependent reverse A* algorithm is presented.

5.2. The Time-Dependent Reverse A* Algorithm

5.2.1. Definitions and notation

Consider a network \( G \), consisting of a set of nodes \( N \), a set of directional links \( V \) and a set of movements \( M \), specifying the allowed turning movements between links. Movements are represented by their start and end links, such that movement \((a,b)\) connects links \( a \) and \( b \). If \( Z \) is a set of time intervals \([\tau_k, \tau_{k+1})\), \( k = 0, 1, \ldots, m-1 \) separated by the time points \( \tau_0 < \tau_1 < \tau_2 < \ldots < \tau_{m-1} < \tau_m \) and covering one day, then for every time interval \( \Delta \tau = [\tau_k, \tau_{k+1}) \), every link \( l \) has a flow speed value \( v_k(l) \) and every movement \((a,b)\) has a delay value of \( \delta_k(a,b) \).

- \( o \): The origin link
- \( d \): The destination link
- \( l_s \): Part of link \( l \), \( s \) for start, \( e \) for end
- \( t(l) \): The travel time of link \( l \)
- \( r(l) \): The reliability of link \( l \)
- \( r(a,b) \): The reliability of movement \((a,b)\)
- \( \lambda_d(l) \): The length of link \( l \)
- \( OP_s \subset V \): Open-start list
- \( OP_e \subset V \): Open-end list
- \( CL_s \subset V \): Closed-start list
- \( CL_e \subset V \): Closed-end list
- \( \Gamma^{-1}(l) \): The set of predecessor links of link \( l \)
- \( s(l) \): The successor link of \( l \) on the optimal path
- \( L \): The list of links in the optimal path
- \( D \): DT
- \( A_{acc} \): AAT
- \( D_{acc} \): ADT
- \( P_i(D_i, L_i, T_i, \Lambda_i, R_i, A_i) \): Path \( i \) containing the links in list \( L_i \) and having a total travel time \( T_i \), a total length \( \Lambda_i \), a total reliability \( R_i \), departure time \( D_i \) and arrival time \( A_i \)

5.2.2. Reverse A* procedure

**Step 0 (Initialisation):**

Set \( OP_s = \{d\}, \ OP_e = CL = L = \emptyset, \ g(d) = 0, \ T = 0, \ \Lambda = 0 \) and \( R = 0 \).

\[ \forall \ l \in V \setminus \{d\} \ set \ g(l_s) = g(l_e) = \infty \text{ and input } h(l_s) \text{ and } h(l_e). \]

**Step 1 (Select part for expansion):**

Set \( L_s^{exp} = Argmin_{l \in (OP_s \cup OP_e)} \{ [(l_s = g(l_s) + h(l_s)] \}

\[ CL_s = CL_s + \{l_s^{exp}\}, \ OP_s = OP_s - \{l_s^{exp}\}. \]

**Step 2 (Branch and update):**

- If \( x = e \)
  - If \( l_e^{exp} = o \) then go to Step 3.
  - \( OP_s = OP_s + \{l_e^{exp}\}, \ g(l_e^{exp}) = g(l_e^{exp}) + t^{(exp)}, \) and, if \( l_e^{exp} \in CL_s, \ CL_s = CL_s - \{l_e^{exp}\}. \)
- Else if \( x = s \)
5.2.3. Calculation of time-dependent link travel time and movement delay values

Using Sung’s FSM method (δ), time-dependent link travel time and movement delay values can be calculated, taking into account the arrival time at each point of the reverse A* search. Basically, a vehicle exiting link \( l \), of length \( \lambda(l) \), at time \( \tau_{in}(l) \), where \( \tau_{in}(l) \in Z \), will have entered link \( l \) at time \( \tau_{ex}(l) \in Z \), where \( \tau_{ex}(l) - \tau_{in}(l) = t(l) \), which is the travel time of link \( l \). The time of entry of the vehicle in link \( l \) is calculated as follows:

\[
\forall u \in \Gamma^{-1}(l) \text{; } \Omega_{e} = \Omega_{e} + \{u_{e}\}.
\]

If \( g(u_{e}) \geq g(l_{ex}^{op}) + \delta(u,l_{ex}^{op}) \),
then \( g(u_{e}) = g(l_{ex}^{op}) + \delta(u,l_{ex}^{op}) \), \( s(u) = f^{op} \) and,
if \( u_{e} \in CL_{e} \), \( CL_{e} = CL_{e} - \{u_{e}\} \).

Go to Step 1.

Step 3 (Trace path and terminate):

\[ D_{acc} = A_{acc} - g(o_{a}). \]

Set \( l' = o \).

Repeat until \( l' = d \):

\[ l' = s(l'), T = T + \delta(l',l'') + t(l''), A = A + \lambda(l''), \]
\[ R = R \cdot r(l'',l'''), \lambda(l') \text{ and } \lambda(l'') \text{ and } \lambda(l''''), \]
\[ A = D + T. \]

Output path \( P(D,L,T,A,R,A) \) and stop.

\[
\tau_{ex}(l) = \frac{\tau_{in}(l) - \lambda(l)}{\nu_{m1}(l)} \quad \text{if } \frac{\lambda(l)}{\nu_{m1}(l)} < \tau_{ex}(l) - \tau_{in}(l)
\]

else
\[
\tau_{ex}(l) = \frac{\tau_{in}-\lambda(l)-\lambda_{m1}}{\nu_{m1}(l)} \quad \text{if } \frac{\lambda(l)-\lambda_{m1}}{\nu_{m1}(l)} < \tau_{in} - \tau_{in}(l)
\]

else
\[
\tau_{ex}(l) = \frac{\tau_{in}-\lambda(l)-\lambda_{m2}}{\nu_{m2}(l)} \quad \text{if } \frac{\lambda(l)-\lambda_{m2}}{\nu_{m2}(l)} < \tau_{in} - \tau_{in}(l)
\]

else
\[
\tau_{ex}(l) = \frac{\tau_{in}-\lambda(l)-\lambda_{m3}}{\nu_{m3}(l)} \quad \text{if } \frac{\lambda(l)-\lambda_{m3}}{\nu_{m3}(l)} < \tau_{in} - \tau_{in}(l)
\]

\[
\tau_{ex}(l) = \frac{\tau_{in}-\lambda(l)-\lambda_{m4}}{\nu_{m4}(l)} \quad \text{if } \frac{\lambda(l)-\lambda_{m4}}{\nu_{m4}(l)} < \tau_{in} - \tau_{in}(l)
\]

where

\[
\lambda_{m1} = \nu_{m1}(l) \left( \tau_{ex}(l) - \tau_{in}(l) \right)
\]
\[
\lambda_{m2} = \lambda_{m1} + \nu_{m2}(l) \left( \tau_{in} - \tau_{in}(l) \right)
\]
\[
\lambda_{m3} = \lambda_{m2} + \nu_{m3}(l) \left( \tau_{in} - \tau_{in}(l) \right)
\]
\[
\lambda_{m4} = \lambda_{m3} + \nu_{m4}(l) \left( \tau_{in} - \tau_{in}(l) \right)
\]
\[
\lambda_{1} = \lambda_{3} + \nu_{l}(l) \left( \tau_{2} - \tau_{1} \right)
\]
\[
\lambda_{2} = \lambda_{1} + \nu_{l}(l) \left( \tau_{1} - \tau_{0} \right)
\]

Using this technique and taking into account the fact that the exit time from a link is known as it is shown on the \( g(l) \) label of the end part of link \( l \), it is possible to calculate the entry time of the vehicle in link \( l \) and thus obtain the time-dependent travel time of link \( l \).

When it comes to calculating the time-dependent delay \( \delta(a,b) \) of a movement \( (a,b) \), the above technique cannot explicitly be applied, because movements do not have length and flow speed values; instead, a delay value is given for each time interval. Therefore, in order to apply Sung’s FSM method, the delay value \( \delta_{k}(a,b) \) for each time interval \( \tau_{k} : \tau_{k-1} - \tau_{k} \) is converted to a fictional speed value \( v_{k}(a,b) \), such that \( v_{k}(a,b) = \lambda(a,b) / \delta_{k}(a,b) \), where \( \lambda(a,b) \) is a fictional movement length value.

Thus, a vehicle entering link \( b \) (exiting movement \( (a,b) \)) at time \( \tau_{ex}(b) \in Z \) will have exited link \( a \) at time \( \tau_{ex}(a) \in Z \), such that \( \tau_{ex}(b) = \tau_{ex}(a) = \delta(a,b) \), which is the delay of movement \( (a,b) \). The
procedure presented above is then applied, taking into account the fact that $\tau_{\text{end}}(b)$ is known from label $g(a)$.

5.3. Formulation of the RDRG Algorithm

The algorithm formulation of the concept described earlier in this section is presented here. Some additional notation is given first, followed by the presentation of the procedure. As the notation used in the previous sub-section also applies here, only newly introduced variables are defined next.

5.3.1. Definitions and notation

- $m$: Iterations counter
- $p$: Paths counter
- $LP$: Set of links to be penalised
- $PS$: List of $p$ computed paths
- $T_{\text{max}}$: Path travel time threshold ($T_{\text{max}} = \beta T_0$)
- $\Lambda_{\text{max}}$: Path length threshold ($\Lambda_{\text{max}} = \zeta \Lambda_0$)
- $r_{\text{min}}$: Link reliability threshold
- $\varepsilon$: Path overlapping ratio
- $\varepsilon_{\text{max}}$: Maximum path overlapping ratio threshold
- $N_{\text{max}}$: Maximum number of paths

5.3.2. Procedure

Step 0: Initialisation

Forward A* algorithm for $o$ and $d$ → Fastest path $P_0(D_0,L_0,T_0,A_0,R_0,A_0)$.

$A_{\text{acc}} = D + \beta T_0$. 

$\forall l \in CL_x$ set $h(l_x) = g(l_x)$.

Set $W_0 = \gamma T_0$, where $1.5 < \gamma < 3$.

Set $m = 0$, $p = 1$, $PS = \emptyset$.

Step 1: Link penalty application

$LP = \emptyset$.

$\forall l \in V$:

- If $r(l) < r_{\text{min}}$ or $l \in PS$:
  
  $LP = LP + \{l\}$.

- $\forall l \in LP$

  $t'(l) = t(l) + \alpha m(1-r(l))^q W_0$, $0 < \alpha < 1$, $q = 0$ for $m = 0$, $q = 1$ otherwise.

$\forall l \in V \setminus LP$

  $t'(l) = t(l)$

  $m = m + 1$.

Step 2: Reliable route computation

Reverse A* algorithm using $t'(l)$ for path finding but $t(l)$ for the computation of $T_p$. → Path $P_p(D_p,L_p,T_p,A_p,R_p,A_p)$.

Step 3: Check constraints

If $P_p \in PS$, go to Step 4.

Else

Set $max \varepsilon = 0$.

$\forall P_n \in PS$

$\varepsilon = \frac{A_{L_p \cap L_n}}{(A_{L_p \cap L_n} \cdot A_{L_p \cap L_n})^{1/2}}$

If $\varepsilon > max \varepsilon$, $max \varepsilon = \varepsilon$.

Set $\varepsilon = max \varepsilon$.

If $T_p < T_{\text{max}}$, $D_{\text{acc}} > D$, $A_p < A_{\text{max}}$ and $\varepsilon < \varepsilon_{\text{max}}$

$PS = PS + \{P_p\}$.

$p = p + 1$. 
If \( p < N_{\text{max}} \) go back to Step 1 otherwise go to Step 4.
Else go back to Step 1.

Step 4: Termination
Output PS

It should be noted that by carrying out a forward A* search in the initialisation step of the algorithm, optimality can be guaranteed for the resulting path; this means that the initial path obtained is actually the fastest available path. However, as optimality is not needed when subsequently computing maximally disjoint paths, the heuristic estimates used in the reverse A* algorithm runs do not necessarily need to underestimate the actual travel time from the origin to any point. The values on the \( g \)-labels, set by the initial forward A* search, may not underestimate the actual cost from any point to the origin, however they are very close approximations to it. Thus, it is acceptable to use them as heuristic estimates in the reverse A* runs, as this reduces computation time.

6. EXPERIMENTAL RESULTS

In order to implement the algorithm presented in the previous section, a simulation experiment using ICNavS, a software tool developed for this purpose, is carried out on part of the road network of Munich, Germany. The test network has 3506 nodes and 7130 links, spreads over the northern suburbs of the city and covers an area of about 10 km length and about 7.5 km width.

Flow speed, junction delay and reliability data is simulated for the test network, in order to carry out the experiment. Regarding flow speed data, the approach used is based on the five road types encountered in a road network (Motorway, Major A-Road, A-Road, B-Road and Minor Road) and on their speed limits. Assuming that vehicles travel at a constant speed for a given time interval and that the maximum speed they can be travelling at is the speed limit, occurring during off peak times, flow speed distributions are obtained for every link type. Speed values are simulated for 15-minute intervals, for weekdays and weekends.

Similarly to flow speed data, junction delay data is simulated based on the type of turn (right, left or straight-on). Right turns are assigned a delay value of 0, as vehicles turning right do not usually come into conflict with any other traffic streams. For left turns, delay values are assigned according to the type of the link from which the turn starts and the type of the link to which the movement is directed. For straight-on movements, delay values are set, depending on the road types of the links that are being crossed. The distribution of junction delays throughout the day is simulated for the same 15-minute intervals as for the flow speed values, taking into account peak and off-peak times. Delay values range from 0 to 45 seconds.

Figure 1 shows the distribution of flow speed values throughout the day for all link types, as well as the delay distributions of left and straight-on movements starting from links of type “Major A Road”. Regarding reliability data, a number of links and movements in the network are assigned reliability values, based on expert knowledge.

The parameters of the simulation experiment are given next. Parameter \( \alpha \), coming into the link penalty application function is set to 0.7, while the value of \( \gamma \), coming into the same function, is set to 1.9. The duration permission parameter \( \beta \) is set to 1.3, the length permission parameter \( \zeta \) is set to 2, while the link reliability threshold \( r_{\text{min}} \) is set to 0.9. Finally, the maximum path overlapping ratio \( \varepsilon_{\text{max}} \) has a value of 2 and the maximum number of paths \( N_{\text{max}} \) is 5.

The experiment is carried out as follows; the BMW headquarters are chosen as the origin of the trip, while the destination is set to be the northbound direction of the A92 motorway, connecting the city to the airport. The trip takes place during the afternoon peak on a weekday, knowing that the majority of the links on the main artery out of the city, the A9 motorway, are unreliable (have reliability values of 0.6-0.7), while, the links forming the B13 road (Ingolstädter Strasse), which is the main alternative to the A9 motorway, are even more unreliable, with reliability values of 0.3-0.4. The time-dependent RDRG algorithm is run, in order to compute a set of maximally disjoint reliable paths.
The fastest path and three alternative paths to it are computed and are shown on Figure 2. The fastest path (a) is computed first, not taking into account the links and movements with low reliability values. It has a travel time of 22 minutes, a length of 14.5 km and goes through the unreliable A9 motorway, then onto the A99 and finally reaching the A92. The fact that the A9 is used, results in the reliability value of the path being very low (0.003).

In the calculation of the first alternative path however (b), reliability is taken into account, and this is why the A9, as well as the next choice, the unreliable B13 are avoided. Instead, a route along the B304 is chosen, leading onto the A99 and approaching the A92 from a different direction. This route has a slightly higher travel time that the fastest route (24 minutes), a shorter length (11.4 km), but most importantly, a much higher reliability value (0.5).

For the calculation of the second alternative path (c), not only unreliable links and movements are penalised, but also links already included in the first alternative path. Hence, the B304, used by the first alternative path, is avoided. The unreliable A9 is also avoided, and the path goes along the B13, nevertheless still avoiding its unreliable parts, joining the A99 and leading onto the A92. The path has a travel time of 26 minutes, a length of 10.4 km and a reliability value of 0.25.

Finally, the third alternative path (d) avoids the links already included in the previous alternative paths as much as possible. This is why this path, despite sharing some parts of the B304 and the A99 with the first alternative path, approaches the B304 using a different road from the first alternative path and joins it at a different position. It has a travel time of 25 minutes, a length of 11.6 km and a reliability value of 0.31.

7. CONCLUSIONS

In this paper, an algorithm for computing maximally disjoint reliable paths in a network with time-dependent travel times in the context of route guidance was presented. The algorithm, which makes use of the A* path finding algorithm, Chen’s link penalty method and Sung’s Flow Speed Model method, was also tested on a part of Munich’s road network.

Future research will concentrate on extending the approach to networks with variable travel time and reliability values. An improved reliability measure is to be determined, expressing travel time uncertainty in terms of the potential total delay to be encountered. Also, “failure dependence” will be looked into, so as to determine inter-link abnormality conditions. Further experiments will be carried out on a number of different networks of various sizes, using travel time and junction delay values resulting from floating car data, in order to test the efficiency and effectiveness of the algorithm on large-scale networks under real congestion conditions. Finally, the results obtained will be complemented by a series of field trials, in order to compare the proposed algorithm with existing route guidance systems.
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