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ABSTRACT

This thesis reviews some fundamental risk measurement and management concepts that
insurance companies will face in the following years. The fitst chapter evaluates the
theoretical and practical framework of the different approaches with respect to the
determination of regulatory capital held by insurance companies. A critical assessment
and substantial interpretation of these approaches is performed. Morcover, a number of
new approaches is brought forward in order to add a more thorough and clear way of
evaluating the level of the regulatory capital.

Then, we provide evidence of the presence of the underwriting cycle 1n the UK. The
underwriting cycle has been 1dentified 1n a number of OECD and non-OECD countries
and highlights the different stages and maturity of the mnsurance market. A number of
rcasons for the presence of this cycle 1s presented and evaluated in contrast with the
reasons behind the underwriting cycle in other countries. The level of profitability of the
insurance companies is used to determine the presence of the cycle.

In the third chapter, profitability and cost of capital are connected with the credit rating
assigned by credit agencies to insurance companies. The credit risk that insurance
companies face is explained by the use of financial ratios that explicitly explain the
particular credit rating. The credit rating is implicitly connected with the cost of capital,
which in turn is explained by the level of the credit spread between the Treasury yield
and European bonds.

Finally, securitisation as an alternative method of minimizing credit and market risk 1s
analyzed. Different structures of securitised deals are presented and evaluated. The
benefits of securitisation are presented 1n a systematic way.
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INTRODUCTION

In the face of new century, firms in the global financial marketplace have been
scrambling once again, searching for appropriate tools and managerial approaches to
guide their organizations. Adequate risk management systems and expertise require
substantial firm-level commitment. Risk exposures must be identified, measured and
managed. To do so, financial institutions must have the ability to understand global
positions and the exposure inherent 1n 1them. Moreover, financial institutions need to
exploit new ways of gathering and redistributing capital and managing the cost that 1s
assoclated with it.

The research presented here provides a structure for better understanding the new
dimensions of risk measurement and management performed by insurance companies.
The ultimate strategic issue in insurance today 1s how to invest in unique talents and
capabilities to generate sustainable attmctiv_c returns in a rapidly evolving and therefore

challenging world.

The issues that we utilize here cover a wide range of the insurance companies’ activities:
regulation, risk measurement, and risk management. The regulatory framework that
European insurance companies currently operate is being evaluated and compared with

the approaches 1n different parts of the world (US, Canada, and Japan). This framework

has been criticized 1n the past years for a number of reasons. We 1dentify these reasons
and provide a new framework that can be employed in order insurance companties to
operate 1n a more cfficient way.

Furthermore, the underwriting cycle that pertains insurance companies’ activities 1s

identified for the UK market and proof for the existence of this cycle is provided. An



extenstive number of reasons with respect to the nature of the underwriting cycle is
validated and a by-linc analysis of the cycle is performed. The macroeconomic activity of
underwriting cycles can provide a specific linkage between undetlying macroeconomic
conditions and the credit risk assumed in different asset portfolios. -

These credit risk and credit rating issues are raised in chapter three. The state of the
market 1s one of the major drivers of systematic cfedjt risk, especially as lower credit
classes are much more sensitive to macro-economic factors. The cost of capital for
insurance compantes 1s explicitly associated with the credit rating that credit agencies
assign to 1nsurance companies by employing an analysis of the close relationship between
corporate bond credit spreads and credit rating classes. Since most business decisions
important enough to occupy the attention of senior dectsion-makers will involve sunk
costs and the danger of loss, credit risk represents one of the major threats for an
insurance company’s viability.

FFinally, the sccuritisation process employcd by insurance compantes is investigated as a
different approach in order to access the capital markets. Securitisation can provide extra
capital for the insurance companies allowing them to assume higher market and credit
risk levels. The whole process 1s analyzed and proof of its efficiency 1s provided. Capital
markets have shown themselves willing to provide capital when the price 1s right. The
breaking down of the barriers between banking and insurance will enable securitisation
to flourish. On the other hand, government solutions to the problems of the private

market do not really come to grips with the problem of capital adequacy. By and large,
these plans are not adequately capitalized to bear the losses that would be created by

major catastrophes. With the reforms suggested in our analysts, however, and a
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consequent increased level of support from capital markets, thete seems to be no reason
why a purely private insurance/capital industry cannot provide catastrophe insurance
products which provide full insurance to all policyholders and a reasonable level of profit

for all concerned. .
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CHAPTER1

RISK AND CAPITAL MANAGAMENT IN INSURANCE
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Over the past several years, there have been rapid advances in the risk measurement and
management capabilitics of financial institutions. Increasingly sophisticated tools have
evolved to measure matket risk (value at risk measurement tools), credit risk (expected
and unexpected loss measurement tools) and insurance risk (dynamic financial analysis
tools). There have been also advances in using these evolving risk metrics to help guide
executive management in their strategic deciston-making. The framework through which
this 1s accomplished typically has two parts.

Firstly, risk 1s related to the amount of capital the firm requires to achieve a sufficient
level of protection against adverse circumstances. Secondly, risk 1s used to adjust the
returns from business activities to determine whether activities are value-adding or value-
destroying. The first part should reflect a debtholder’s perspective on risk (i.e., is there
sufficient capital to cover “worst case” risks?). The second part should reflect a
sharcholder’s perspective on risk (L.e., are we getting a sutficient return for the systematic
risk being taken?).

The purpose of this thesis 1s to analyze the role of capital in the modern insurance
markets. It 1s crystal-clear that the optimum level of capital held by a financial institution
1s subjective, hence difficult to replicate and validate. Moreover, the fiduciary nature of
Insurance companies imposes an extra burden 1n the calculation of the appropriate level
that has to be held. As a result, there 1s a number of different approaches in the
calculation of regulatory capital tﬁat essentially try to measure the riskiness of the
insurance company. Furthermore, the level of regulatory capital can be employed as an
carly insolvency flag for the public. The public may be aware of the estimated levels of

regulatory and economic capital only to the extent that the firm 1s able to attain these
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levels on an ongoing basis, 1n which case 1t would be reflected in the publicly reported
actual capital level. A close examination of the current approaches is, therefore, of
interest in order to establish a clear picture of the ways that insurance companies
calculate their regulatory capital and possible implications that might be caused.

The level of regulatory capital 1s also closely related to the stage of the insurance business
and underwriting cycles. Numerous studies have identified the cause and nature of the
underwriting cycle across different markets. It 1s self-evident that regulation will be
tightening up 1n a falling market 1n order to protect policyholders and sharcholders from
possible 1nsolvencies. Thus, 1t 1s of interest to 1dentity and measure the current state of
the insurance underwriting cycle since it 1s closely related to the level of regulatory capital
held by insurance compantes. By determining the nature and the causes of the
underwriting cycle 1n the UK, we can provide a solid framework of analysis with respect
to the appropriate level of capital that must be held 1n order for the insurance companies
to operate 1n an ctficient way.

Moreover, the first step 1n attributing capital 1s developing a theoretical framework for
relating risk to the amount of capitai the insurance company nceds to hold. Many
insurance compantes have developed a framework based on their financial statements. In
our analysis, we employ financial ratios that are observed from the financial statements
of insurance companites with the cost of capital related to the credit rating of them. Since
the credit rating of an insurance company implicitly represents the cost associated with
the capital of this company and the credit risk inherited in 1ts financial statements, we can
identify a number of key financial ratios that provide further insight to the cost of capital

and credit risk of insurance comparies.
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Financial regulation has made increasing use of external credit ratings in recent years.
One of the key examples of such applications 1s the package of rules for determining the
required capital with respect to market risk issued by the BIS in 1996. Moreover, the new
gutdelines with respect to the calculation of regulatory capital will force financial
institutions to form their own modeling approaches with respect to credit risk and
internal credit ratings. A byproduct of this approach will be the increased neced for a
more thorough and in-depth checking of financial ratios and their relation to the credit
rating and the level of capital held by ﬁnﬁncial instituttons. Thus, the insurance regulatory
approach will need to determine a new framework for the calculation of regulatory
capital by taking into account how these ratios determine the financial health of the
insurance company. Statistical scoring credit scoring methods have been shown to
perform quite well. In particular, linear discriminant analysis scems robust even when the
underlying statistical hypotheses do not exactly hold, especially when used with large
samples. Logit analysis has produced similar results. Moreover, measures of credit quality
based on equity price data have been used 1n analyzing credit risk.

[f regulators apply a process for certifying rating agencies’ ratings for regulatory use that
employs similar criterta to what investors use when determining which rating agencies
provide them with credible signals about credit quality, there will be an explicit
recognition of the credit rating as a measute of the financial health of a company and its
relation to the level of capital held. In an international context, ratings-based capital
requirements that rely on this sort of synthetic market discipline would be most effective
if regulators cooperate closely, so that the certification criteria are harmonized across

borders. Absent such coordination, internattonal financial mstitutions would have an
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incentive to book a rated asset in the county that certifies the rating agency with the most
benign view of the underlying credit risk.

An important issue 1n analyzing ratings of insurance companies and their impact on the
level of capital 1s how to best incorporate underwriting cycles. Cycles are forces
exogenous to the imnsurance companies and companies cannot control them. The timing,
length and severity of underwriting cycles are at best difficult to predict, which
complicates further their incorporation into credit ratings. However, given the current
state of the market, rating agencies are supposed to separate out equilibrium and cyclical
components of companies when assigning a credit rating. Thus, it 1s self-evident that an
analysis of the underwriting cycle will be of help when assigning credit rating to
insurance companies.

Finally, innovative insurance companites will engage themselves to a number of financial
engineering activitics in order to mitigate credit risk and employ their capital 1n a more
efficient way. By doing this, insurance companies can lower the levels of capital that they
need to hold as a buffer against “worst-case” scenarios and utilize it 1n order to get
excess returns to their investments. Today, many large insurance compantes use modern
risk financing methods to reflect a total financial risk management approach whereas
traditional insurance/reinsurance places emphasis on risk transfer. However, lack of
insurance capacity and price volatility frustrate insurance compantes seeking stability in
risk financing. Scarcity of capacity may also generate concern about the availability of

reinsurance security. The result is a notable increase in self-insurance. Within an
alternative risk transfer segment, this capacity can be accessed via securitisation. It makes

sense to unite reinsurance and finance skills 1n order to address these concerns with a
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number of initiatives that can be used in combination. Traditionally, the nced for
liquidity in the event of a major claims expertence and the need for financing to smooth
the impact of reserve strengthening or claims payout over time to mitigate volatility in
reported earnings, have been met through reinsurance or finite risk arrangements. It is
easy to imagine insurance companics underwriting insurance policies, effectively acting as
originators, sourcing and selling those risks to the capital markets much as interest rate
and credit risk are traded today. Insurance risk has always been traded, but the trading
activity has been confined to the insurance capital market. The use of financial products
can expand trading to broader capital markets. These would include structured financings

and 1nsurance derivatives to transfer insurance risks to the capital markets.
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CHAPTER 2
RETHINKING THE SOLVENCY MARGIN SYSTEM

IN EUROPE
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2.1 Introduction

The regulation of insurance compantes has evolved over the years both in the United
States, the European Union, Canada, and Japan. The current regulatory framework is
wide, covering both prudential and market regulation. Prudential regulation secks to
ensure the financial soundness of insurance companies and to protect consumers from
insurance company fatlures.

As insolvencies are a normal side effect of competitive markets, the justification for

prudential regulation and regulatory control rests on consumer protection issues (e.g.

Berger ct al., 199)5):

1. To limit the real-costs associated with insurance companies’ failures, while at the
same time permitting insurance companies to carry out their socially critical
functions, including the insuring of risky counter-partics;

2. To it the losses to the government associated with providing a safety net to
regulated entities;

3. To prevent resource misallocation that might result from moral hazard (i.e., to
eliminate the chance that insurance companies might engage in riskier investments
than those chosen in an unregulated system with no safety net); and

4. To promote macro-economic stability, in particular by limiting the chance of a
“systemic” event that, for example, might cause a general collapse of confidence in
the financial system (i.e., a severe weather event on the part of a number of general

insurers, who might withdraw coverage from a particular geographic area or type of

r1sk).
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It is for these reasons that prudential regulation 1s implemented through the requirement

that insurance compantes maintain a minimum level of capital. The appropriate

minimum level of regulatory capital for any financial institution should be consistent

with the objectives of regulation. In an unregulated market there 1s no requirement for a

minimum level of capital. The other extreme case is when prudential regulation requires

that the probability of insolvency is zero. However, if the maximum insolvency
probability is set to zero it 1s very doubtful that insurance companies could continue to

petrform their social function of insuring risky countc;—pardcs (Klein, 1995).

If the maximum insolvency probability cannot be set to zero, what should then be the

level regulatory capital? Arguably, it should satisty the following criteria:

1. It should be sufficiently high to provide effective protection and ensure that
insurance companies operate at an “investment grade” level of financial soundness;

2. It should not be higher than the “cconomic” level of capital. Requiring firms to
increase their regulatory capital 1s not costless where it leads to an increase in actual
capital. In economic terms, regulatory capital should not be increased beyond the
point where the marginal cost of further increases outweighs the marginal benefit
from holding capital. The costs of excessive capital requirements may include a
perverse incentive cffect, since requiring more capital might induce firms to seck
higher returns in areas that are high risk or outside their core business.

3. It should be at a level that will generate the approprate intervention by the

authorities.
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The US liability crisis of the eighties and Hurricane Andrew in 1992 caused the number
of insolvencies in the US to spiral upwards over a ten-year period. In the UK, a string of
natural catastrophes at the end of the eighties and a contracting market at the beginning
of the ninecties caused major losses, resulting in a wave of insolvencies. However, even in
years 1n which market results are satisfactory, the wide spread of results and capital bases
can also lead to mnsolvencies. In contrast to the US and the UK, the German market —
which has been heavily regulated since the 1930s — has not suffered a single insolvency.

France has experienced 1nsolvenctes, particularly at the beginning of the nineties (Figure

2.1).

FIGURE 2.1 Frequency of insolvency amongst
non-life insurers
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Either side of the balance sheet can trigger insolvency:
1. Loss of value of the assets/investments, e.g. due to a stock market crash, interest rate
changes or defaults by the 1ssuers of bonds.

2. Underwriting risk (increase 1n liabilities) .

e Risk of random fluctuation (random increase 1n claims, although the loss

distribution was estimated correctly)

e Risk of error (calculation of the premium on the basis of an incorrect estimate of
loss distributton)
» Risk of change (the loss distribution changes during the treaty term or run-off

period).

Table 2.1 provides data from A.M. Best on the causes of 683 insolvencies in the US
between 1969 and 1998. The most common triggers were insufficient premiums or
reserves, rapid growth, and catastrophic events. At least 41% of all insolvencies are
attributable to underwriting risks.

Regulators have adopted different ways of determining the amount of regulatory capital.
The US and Japanese approaches are relatively new measures and they apply various
weights to the different aspects of the risks associated with the insurance business.
Essentially, they comprise asset risk, credit risk, underwriting loss and loss adjustment
expense reserve risk, underwriting premium risk and off balance sheet risk. On the other
hand, the European approach 1s employed within the context of the premium income

and the realised losses by the insurance companies.
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Table 2.1 Main causes of insolvency in the US from 1969 to 1989

Main causes OW Insolvencies In %

Insufficient reserves/ brcmiums 143 22%

Too rapid growth 86 13%  Underwriting risks 41%

Catastrophe losses 36 6%

Overvalued assets 0 %

Failure of ceded reinsurance 22 3% Asset risks 13%
~ Subsidiaries - 26 4%

Significant change of core business 28 4%

Fraud 44 1%

Miscellaneous 44 1%

Non-identifiable 169 26%0

Total 038 100%

Source: A.M. Best (1991)

Browne and Hoyt (1995) have also confirmed that underwriting risk 1s the major factor
influencing the frequency of insolvencies. They also find that the number of property-
liability insurers is highly and positively correlated with the insolvency rate. Morcover,
they identify that the failure rate 1s higher 1n the first quarter of the year, suggesting that
regulatory oversight with respect to insurer insolvency i1s not being applied evenly
throughout the year.

In a subsequent study on the factors that cause the insolvency of life-health insurance
companies, Browne and Hoyt (1999) report that life-health insurer insolvencies are

positively related to increases in the average yield on long-term interest rates, personal
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income per capita, unemployment, the stock market, and to the number of insurers, and
negatively related to real estate returns. Whereas 1n their 1995 study they find evidence of
increased failures 1n the first quarter of the year for property-liability insurers, 1n the 1999
study they identify a seasonal pattern of insolvencies among life-health 1nsurers, which is

highest 1n the second quarter of the year.

In September 2000, the European Commission put forward a proposal for a directive on
changes to the solvency margin system for insurance companies. These changes, which
are discussed below, arc expected to be approved as a Directive by the European
Parliament iater this year or early 2001. It will then be incorporated into national
insurance legislation within the countries across the EU, and the wider European
Economic Area (EEA), in 2001. The need for change was clear when redrafting the
Third Insurance Directives in 1992 for life and for non-life insurance (92/49/EEC and
92/96/EEC): the solvency margin requirements for life and non-life insurance
companies had not been changed since the 1st Insurance Directives (the Establishment
Directives): 1973 for non-life insurance and 1979 for life insurance. Hence, a reappraisal
after a 20-year interval was long overdue, in part because of the cumulative effect of
inflation, and in part because of new approaches for setting capital adequacy which more
accurately reflects the risks facing an insurance enterprise. Some changes were made to
solvency margins for credit insurances in the Credit Insurance Directive of 1988, and
there were also a few minor indirect changes 1n the Third Insurance Directives, such as

the use of subordinated debt as admissible capital. But there were no fundamental
changes. The Third Directives, however, obligated the European Commission under

Article 25 of the Third Non-Life Insurance Directive and under Article 26 of the Third
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Life Insurance Directive to review and report on possible changes to the solvency
margin system. In Apnl 1994, the EU Insurance Committee requested the Conference
of the Insurance Supervisory Authorities of the European Union countries to set up a
working party to look into how the solvency margin system might be updated. This
working party, consisting of representatives of 1nsurance supervisory authorities from
across the EEA countries, was formally set up in May 1994, under the chairmanship of
Dr. Helmut Muller.

The conference reported back to the Insurance Committee of the European
Commuission 1n April 1997, putting forward an analysis of the current system, detailing its
strengths and weaknesses, and suggested areas for reform (Conference of the Insurance
Supervisory Services (1997)). Reflecting a wider concern with the need to look at capital
adequacy across the financial services sector as a whole, the 1ssue of capital standards for
insurance compantes was endorsed 1n the Financial Services Action Plan at the Cologne
Summit of heads of government in 1996, which committed the European Commission
to introduce a directive by mid-2000. Subsequently, the EU Insurance Committee
decided to pursuc a two-stage approach to the problem. The first stage was to restrict
itself to mntroducing some improvements to the existing solvency margin system; this 1s
the proposal for a Directive announced 1n September 2000. A second stage of the
review was to explore alternatives to the current solvency margin system in the context
of the wider solvency assessment of insurance companies. This second stage report 1s

expected to take three to four years to complete.
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2.2 Reasons behind the two-stage approach

There were several reasons why a two-stage approach was adopted, apart from the time
exigencies to mid-2000 deadline under the Financial Services Action plan. First, capital
adequacy standards for insurance companites have been undergoing major change outside
of BEurope. In the United States, risk-based capital systems had been introduced 1n 1992
for life insurance and 1n 1994 for non-life insurance, and similar risk-based capital
systems have subsequently been mntroduced in Canada, Australia and Japan. These risk-
based capital systems for insurance have modeled themselves on existing banking
standards which were risk-capital based. Hence, one future option for Europe 1s to
consider adopting some form of risk-based capital system. Second, Basel Committee on
Banking Supervision at the Bank of International Settlement which had established the
widespread use of risk-based capital standards for the banking sector has begun to review
its own capital standards, which had been in place since 1988. A new capital adequacy
framework was introduced by the Basel Committee 1n June 1999 (Bank of International
Settlements, 1999). It has initiated a discussion process between regulators, banks and
other specialists 1n order to come up with a more robust system which can more
accurately reflect the underlying risks faced by banks and to take mto account the
improvements of new risk management techniques and computer-based modelling
approaches. In its terms of reference, it has explicitly recognised the limitations of an
over-reliance on the present risk-based capital system.

Third, under the umbrella of the Financial Stability Forum, set up by the G7 Finance
Ministers in February 1999, there is renewed pressure to ensure that any capital standards

for imsurance, banking and securities sectors should have a common underlying
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structure, even though financial services enterprises face different types of risk and have
different demands for capital. While the main reason for the Forum 1s to underpin the
stability of the global financial system by having sound and transparent regulation, there
is a subsidiary concern with ensuring level competitive playing ficlds between financial
institutions internationally, with the growing overlapping of financial services. Examples
arc: the Alternative Risk Transfer (ART) products, which combine investment banking
and insurance products; and bank guarantees, credit insurance and credit derivatives have
common features. There 1s also a wish to minimise potential regulatory arbitrage,
whereby corporate customers can exploit anomalies in capital requirements between
financial services providers. In addition, with the emergence of financial conglomerates,
double gearing concerns have been brought more 1nto focus. Double gearing can occur
in a financial group, whereby it can count capital twice, both 1n a holding company and
in one of its subsidiaries, thus reducing its overall capital requirements compared to a
single financial services provider.

Finally, a capital adequacy system has to be underpinned by consistent accounting and
actuarial valuation procedures, since the measurement of capital depends critically on
how one measures assets and labilities, since capital 1s, by definition, the difference
between assets and liabilities (to policyholders and other non-capital providers). The
International Accounting Standards Committee (IASC) 1s currently engaged 1n a process
of trying to establish greater harmonisation 1n the published accounts of listed financial
services firms. There are specific proposals for insurance companies, as there are for

banks and securities firms. So far the proposals by the IASC for insurance have not

found a general consensus, 1n particular there are ditferences on the degree to which fair
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value accounting should be used, in contrast to the more traditional deferral and
matching approach (EU Insurance Committee, 2000). Moreover, there are also
differences between the IASC and the FASB, the US accounting standards body, on
what an international insurance accounting standard should be. .

It was because of the uncertainty created by these various background developments that
the decision to move cautiously on a new capital adequacy standards for EEA insurers

was seen to be, and indeed 1s, a sensible way forward.

2.3 The current European solvency margin

The European solvency margin system was set up under the Ist Insurance Directives 1n
the 1970’s as a first step 1n seeking to create a common market 1n 1nsurance. The move
towards a solvency margin system was seen in general as an improvement over deposit-
based systems, which still existed in a number of European countries, whereby insurance
companies set aside funds 1n trust and were only recoverable 1n the event of financial
distress. Solvency margins were more flexible and allowed 1nsurance companies to invest
their funds more effictently, as well as not having these funds tied-up. It was clear at the
outset that the solvency margin system did not capture all the risks that an insurance
company would face. The overriding concern was to have a system, which could be
easily implemented and monitored by the regulatory authorities. The fact that there were
significant accounting and actuarial differences between countries in how assets,
particularly investments, were valued and how labilities, particularly technical provisions,

were valued encouraged the adoption of a simple standard.
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The overall structure of solvency margin systems for life and non-life insurance in the
EEA arce broadly similar. There 1s an absolute minimum level of capital, the minimum
guarantce fund, which 1s the legal minimum which an insurance company must hold at

all tiumes, including at its inception. This minimum guarantee fund for life ansurance was

set at (.8 millilon ecu (now the euro), with some possible reductions for mutuals. FFor
non-life insurance companies there are four categories of minimum guarantee fund,
reflecting different types of business and their inherent niskiness. The minimum
guarantec funds range from 0.2 million euro to up to 1.4 million curo. Although these
are minimum requirements, in practice national supervisors have normally required much
higher levels when new compantes have been established. When a new insurance
company is set up, there needs to be sufficient funds not just to absorb the risks of the
business but to also fund anticipated business growth.

The required solvency margin 1s the higher threshold and hence 1s more binding. The
required solvency margin retlects the sczﬂc of business: larger insurance companies
requirtng more capital than smaller ones. For non-life insurance, the required margin of
solvency 1s expressed as the higher of two results: 2) 16% of the gross written premiums
up to a level of 10 million ecu (euros) plus 16% of the gross premiums 1n excess of 10
million ecus, during the last year; b) 26% of the gross average of claims up to 7 million
ecu plus 23% of the gross claims 1n excess of 7 million ecu. The inclgsion of the claims
basis was in part to loosely capture the riskiness of claims over time and in part to
penalise compantes with consistently poor underwriting performance. The averaging of
claims for most classes of business for the last three years, while for natural hazards

insurances, there is an averaging over seven years.
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Although the premium and claims systems were both on a gross of reinsurance basis,
some reduction for reinsurance was allowed. Non-life insurance companies are able to
reduce the required margin of solvency by the ratio of net claims incurred to gross claims
incurred, but with a lower limit of 50%. The 50% limit was set to captute some of the
credit risks which mnsurance companies face when buying reinsurance, but also 1t was to
discourage insurance companies from fronting activities.

The solvency margins for life mnsurance are lower than for non-life insurance, reflecting
the fact that life insurance 1s, in general, a less risky business. For life insurance business
which contains investment risk, the minimum required margin of solvency 1s 4% of the
oross technical provisions (L.e. the actuarial or mathematical reserves) plus 0.3% of the
capital at risk, where capital at risk 1s an amount eqﬁal to the difference between the
maximum payments under the policies underwritten and the actuarial (mathematical)
provisions. The 4% figure sought to capture the investment risks and the expense risks
faced by a life insurance company, while the capital risk percentage captures mortality
risks. [For term insurances under five years, there were some reductions to the 0.3%.
For life insurance contracts where there 1s no investment risk carried by the insurance
company, which related mainly to equity-linked life contracts, the solvency margin
requirement is 1% of the gross technical provisions and the 0.3% capital at risk, again
some reduction to 0.3% for term insurances under 5 yeats.

Hence, there 1s an explicit recognition within the life insurance solvency margin

standards for investment risks and these were captured, if in an approximate way, by the
3% of the gross technical provisions requirement. On the other hand, there 1s no

explicit recognition at all of investment risk in the solvency margins for non-life insurers.
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As with non-life insurance, there 1s scaling down adjustment for life insurance, based on
the ratio of net technical provision to gross technical provisions, with a maximum
reduction of 85%. The higher value of 85% for life insurance companies reflects their
lower need for reinsurance compared to non-life insurance companies, and because the
consequences of the fronting of business are much less.

In addition to the required solvency margin, there 1s a guarantee fund, which 1s one third
of the required solvency margin. The guarantee fund was set up as a specific threshold
that would automatically trigger regulators to intervene, 1f the capital of an insurer fell
below this level. Hence, the required solvency margin, the guarantee fund and the
minimum guarantee fund are a set of technical thresholds. Regulators within Europe
have always had the powers to intervene well before the capital level fell below the
required solvency margin, and this has occurred on a number of occasions. There has
always been flexibility in European system, since it 1s well recognised that the solvency of
an insurance company depends on a wider set of factors, other than capital adequacy
alone.

The second important issue in the European system was that the insurance company
must at all times hold capital in excess of the required margins of solvency. Only certain
types of capital are admissible 1n determining the level of capital that 1s deemed to be
held for this purpose. In addition, the valuation of assets and habilities have to be
carried out on a conservative basis. Hence, the ‘true and fair’ valuation of capital held by
insurance companies 1s well above the admissible level that regulators recognise as capital
to meet these regulatory threshold levels. Insurance supervisors take a worst scenario, a

liquidation scenario, when measuring the capital available to meet policyholder demands
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above the levels set aside in the technical provisions, and equalisation provisions.
Indeed, the solvency margin 1s the word used to describe the level of capital held by an
insurer when valued under the conservative criteria required by regulation.

Figure 2.2 illustrates how the structure of the European solvency margins operates. The
solvency margin, which is the qualifying capital of the insurance company, must be in
excess of the required solvency margin, the highest of the three thresholds, at all times.
The value of the solvency margin will fluctuate from time to time, for example, as assets
values change, due to movements in the stock market prices and interest rates, and as
liability values change. In general, the required margin of solvency was set at a relatively
low level to provide for flexibility in the light of to changing economic and market
forces. But the quid pro quo has always been that supervisors have the discretion to

demand that an insurance company rectifies its capital positions before the required

solvency margin threshold 1s reached.
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Figure 2.2 Structure of the solvency margin system

>
Must Requirement
immediately of plan for -
rectify restoration of
situation (e.g. financial
raise new position
capital)
~ Minimum Guarantee Required margin Capital held by the
cuarantee fund fund of solvency insurer
(1/3 of required
margin of
solvency)

Source: Dickinson (1997)

Table 2.2 shows information collected by the Conference of Insurance Supervisory
Authorities in their report to the EC Insurance Committee. It details the solvency
margins of a large sample of European insurance compantes in 1995, and shows the

various types of admissible capital that was held.

Table 2.2 Solvency margins of European insurance companies

Life insurance Non-life insurance

my margin (brmnj ~ Limited Other Limited Other
companies (mutuals) companies (mutuals)

Paid-up capital -+ reserves 63,543 16,094 50,342 21,267

+ profits brought forward

Profit reserves (life insurance only) 18,563 5,908 None None
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Hidden reserves 19,534 9,049 7,478 4,939
Unpaid capital 347 59 243 15
Future profits (life insurance only) 4,791 1,015 None None
Supplementary contributions None None None 3,674
(mutual undertakings) )

Subordinated loans 801 150 640 2,956
and cumulative preferential shares

Other 568 20 1,231 193
Total solvency margins 149,198 67,665 70,297 34,669
Total required solvency margins 40,246 14,150 22,361 5,737
Number of enterprises 952 198 1,569 630

" Source: EU Insurance Committee (QOOO)

Apart from patd-up capital and reserves and profits brought forward, some of the hidden
reserves In the assets and habilities have been allowed by supervisors. These hidden
reserves 1n assets relate mainly to insurers 1n a number of continental European countries
were cutrent or market values of their investment holdings are not used. Similarly, for
life insurance, 1t can be seen that some of the future profits have also been allowed as
part of the solvency margin, reflecting the slow emergence of profits when conservative

actuarial valuation bases are required to be used.

2.4 Weaknesses of the solvency margin system

The solvency margin system has a number of weaknesses. The first of these 1s that there
1s inadequate recogmtion of mvestment risks. As noted above, the required solvency
margin for non-lifec insurance companies demands no extra capital to be held to cover

these risks. This assumption has never been accurate, and this weakness has increased
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over time as non-life insurance companies have held riskier investment, viz. longer dated
bonds, loans and equities, 1n order to increase their overall profitability, in the face of
poorer underwriting results. Similarly, for life insurers, the recognition of an investment
risk is only an approximate one, with a value of 3% of technical provisions required as
capital to reflect these risks, irrespective of the characteristics of the investment portfolio
or any significant maturity or interest rate mismatching of asscts and liabilitics. To some
extent this weakness in the solvency margin was addressed by a reconsideration of the
investment regulations in the 3rd Directives, but this 1s only a crude recogntion.
Similarly, the currency matching requirements of assets and labilities also capture some
aspects of the investment risks. However, thesc are clear weaknesses in the current
system. Under risk-based capital systems in the United States and elsewhere, and indeed
in the banking sector, asset risk is a key component of capital adequacy requirements.

Another weakness of the solvency margin system is its inadequate treatment of
reinsurance. It 1s clear that ceding insurers carry credit risk and, if this credit risk 1s
significant, there should be extra capital to absorb this. The 50% reinsurance constraint
for non-life insurers and the 85% constraint for life insurers are ineffictent risk controls.
The current system tends to penalise smaller insurance companites rather than capture
the credit risks attendant on buying reinsurance. In addition, the quality of the
reinsurance supplier is not taken into account in the capital requirements, although 1t
must be said that the adequacy of reinsurance suppliers 1s separately checked by the
supervisory authorities, as part of the wider solvency assessment process. Similatly, non-

proportional reinsurances are penalised compared to proportional retnsurances, since
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there 1s a greater risk transfer per unit of premium paid under non-proportional
reinsurance contracts.

In addition, the risks associated with underwriting in non-life insurance are only
approximately recognised by the claims criterta. Riskier lines of insurance, including long
term lhability insurances, are inadequately captured in the capital requirements.
Paradoxically, insurers that set aside stronger technical provisions are penalised, since this
increases the values for claims incurred more than they would be 1if reserving had been
less conservative, thus penalising the more prudent insurers. Even so, regulatory
authorities separately look at the determination of technical provisions to ensurc their
adequacy. For life insurance, another weakness 1n the solvency margin system is a failure
to capture any mismatch 1n the duration and interest rate risks in the assets and habihities.
Sumilarly, a rapid growth of business has no direct impact 1n the solvency margin
calculation, since the solvency margin requirement 1s retrospective in nature; evidence
shows that rapid growth can overstretch resources of an insurer and a poorer quality of
business 1s likely to be underwritten.

The above outlines the main weaknesses of the current solvency margin system. There 1s
much less fine tuning than under a risk-based capital system. However, the European
solvency margin system is simple and flexible, and is not costly to administer. This 1s its
main strength. It also presupposes that other aspects of solvency assessment are

important other than capital.
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2.5 Risk-Based Capital Systems

Risk-based capital approach will be one alternative to the solvency matgin system, in the
deliberations of the second stage of the EU solvency review. Hence it would seem
appropriate to evaluate the US experience 1n using a risk-based capital system, since it
has becen now been in operation for several years. It 1s worth observing that the
motivation for the introduction of a risk-based capital system in the United States arose
from pressure in the federal government to have a more formalised system of capital
adequacy, following the failures of one or two major US insurance companies.
Previously, state insurance supervisors (commissioners), and the National Association of
Insurance Commussioners (NAIC), alrecady had for many years informal guidelines
relating to capital adequacy. They clearly realised the importance of capital but were
aware that there are a vartety of other factors that can contribute to the insolvency of an
Insurance company, apart from capital.

The NAIC had 1n place an early warning system (IRIS) based on a multi-factor model to
determine potential insurance insolvency, with capital being one of the factors. But it
was political pressure from the federal government that led to working parties being set
up (under the auspices of the NAIC) to propose with a more formal system, even
though regulation of insurance was the responsibility of state governments.

The key feature of a risk-based capital system 1s that the main types of risk that a
financial services company faces are separately identified and measured and a specified
minumum amount of capital 1s required to cover these risks. Providing the individual risk
exposures are measured accurately, and the capital requirements for each risk class are

allocated appropriately, a risk-based system tailors the capital requirement of a company
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to the risks that it takes. These minimum capital levels are then aggregated across the
company as a whole to obtain the overall minimum level of capital to be held. However,
because all risks will not occur at the same time (1.e. the principle of the law of large
numbers or portfolio diversification), some method of scaling down of the summation
of these individual capital requirements 1s necessary. This scaling-down process 1s critical
and depends on the knowledge of how all the individual risks are correlated between
themselves.

Risk-based capital is used to determine the acceptable mintmum level of capital that an
insurance company must hold as part of its solvency assessment. This minimum standard
should safeguard insurers from financial crises, allow them to fulfil their obligations at all
times and 1n the long term, and above all prevent them from ever going into liquidation
(Cummins ct al, 1993). Risk capital charges (1.e. the required margins for adverse
deviation) are calculated for the different aspects of risks faced by the insurance
company. It is not the purpose here to go into detail on the various risk factors which
make up the risk-based capital system 1n the United States. The main risk factors for

non-life insurance are: R,, asset risk (guarantees and contingent habilities from atfiliates);

R, , asset risk (fixed income bonds and short-term investments); R,, asset risk (stocks,

real estate and participations); R,, credit risk (50% of RBC of ceded reinsurance and
other recetvables); R, , loss reserves risk; and R, written premium risk (NAIC, 1993).

Off-balance sheet risks are split into various groups. Non-controlled assets, guarantees

for affiliates and contingent liabilities are included 1n R,. Risks from strong company
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growth are divided into requirements relating to loss reserve growth in R, and premium
growth in R;.
These charges are then summed to give the total RBC (before covartance adjustment).

The total RBC charge after the covariance adjustment is equal to the” result of the

following formula:

R, +JRf+R§_+R§ + R; + R:
where R, to R, arc RBC charges. The covariance adjustment i1s then simply the

difference between the straight sum of R, to R, and the result of the formula above.

The reason for incorporating a covartance adjustment in the RBC formula 1s that the
total RBC for an insurer should generally be less than the simple sum of the RBC
amounts for each risk element, because of the benefits of diversification and because the
separate risk elements are not perfectly correlated (Hooker et al; 1995).

Having a formula ip place to compute uniform minimum capital standards for insurers is
only part of the risk-based capital system. Regulators also need some legal basis to act. In
addition to defining a minimum threshold for each insurance company, the US system
has introduced a detailed set of regulatory responses that are triggered 1if the capital base
of an insurance company (measured by conservative valuation criterta under state

regulation) falls below these thresholds.

39



US regulatory action levels

(percentage of the total capital / RBC ratio)

Below 70% Regulators must setze the company. This is called the Mandatory Control Level.

70-100% Regulators may seize the company. This 1s called the Authorised Control Level.

100-200% The company must submit a plan of action to regulators. The Regulatory Action Level
1s set at 150%, below which the regulators will perform an examination of the
company and 1ssue a corrective order. Above 150%, but below 200%, 1s known as
the Company Acdion Level, where the company’s actions alone are deemed to be
sufficient, without the need for a regulator’s corrective order.

250%+ Typical value for the vast majority of companies.

Source: Hooker et al. (1995)

In the United States, a risk-based capital system for life insurance and health insurance
was introduced relatively quickly, since there were no major disagreements within the
insurance industry about the determination of the risk groupings and the details of
implementation. The fact that sufficient flexability existed in the actuarial valuation basis
for solvency assessment was a key factor in achieving this consensus between the
regulatory authorities and the insurance industry. rHowever, problems arosc 1n respect of
non-life business, not least 1n determining the risk factors for loss reserves (outstanding
claims provisions) and the underwriting risks attached to new business: the liabilities side
of the balance sheet. In addition, the correlations between assets and liabilities were also

more complex. For example, the system would have to cope with determining the
correlation between capital market movements and the underwriting cycle if 1t were to

provide a credible measure of capital adequacy.
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For most US non-life 1nsurers almost two-thirds of their aggregate risk, and hence their
minimum risk-based capital requirements, are considered to arise from their current and
past underwriting operations (underwriting risks on new business and risks associated
with claims provisions and their associated settlement expenses); investment risks are
significant but less important. In contrast, most of the risks for a typical life insurer, and
hence its capital requirements, are related to risks from its investments and to interest
rate risks from the maturity mismatching of assets and lhabilities.

Japan introduced a risk-based capital system for non-life insurers 10 1997. This system 1s
similar to the US system and i1s designed to act as an early warning system for the
regulatory authorities. The solvency margin is calculated as a ratio of the admatted capital
base and the total risk. The adjusted capital 1s compared to the insurer’s total risk. The

total risk is calculated using the following formula:

Total nsk = %(N/Rf + (Rb + Rﬂ)2 + Rd) + R,

where R, is the underwriting risk, R, 1s the intcrest rate risk, R_ 1s the asset-
management risk (ptice/downside risk, credit risk, derivatives), R, 1s the management
risk and R is the natural catastrophe risk.

Similar to EU Directive, underwriting risk 1s determined using the premium or loss
index, whichever is higher. The risk factors vary for six different lines of business.
Natural catastrophe risk is defined using the actual catastrophe exposure. As 1n the Us

system, there are different threshold levels giving the regulatory body the power to

intervene.
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2.6 Critique of US Risk-Based System

There are a number of criticisms that can be levelled at the US risk-based capital system.

Several types of risk are not incorporated 1nto the US system, for example:

® there could be a substantial adverse movement in the market value of the company’s

investments, as opposed to normal investment volatility;

e the nature, currency and term of the company’s assets could be nappropriate, given

the nature, currency and term of the ltabilities;

 the company could be exposed to an accumulation of risk, either from a natural

disaster or from a combination of economic conditions; and

‘e there could be a significant loss due to exposure to investment trading, c.g. in
derivative 1nstruments, for speculation rather than hedging.

In addition, the cross balance sheet correlations between assets and liabilities are not

captured in non-life insurance. One clear omission is the failure to explicitly recognize

any potential for currency mismatching. Morcover, the calculation of a number of the

risk factors appears to be arbitrary (Dickinson, 1997). For example:
e the charge against reinsurance ceded in the credit risk factor; and

¢ the allowance for excessive growth in the off balance sheet risk factor.

The risk framework 1s also essentially retrospective 1n nature, being based on statistical
data at both the industry and company level over a preceding time period. For example,
the factors for the 1994 year-end reflect the historical expertence of the U.S. msurance
industry 1n the pertod 1984-93, including the severe adverse development that occurred
in general hiability and the very severe loss ratios 1n medical malpractice and reinsurance.

Another limitation s that the risk-based capital system 1s based on a “snap-shot” of a
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company at a given point in time. It is a static rather than dynamic approach to solvency
testing (Cummins et al, 1993). A modern approach to solvency testing is dynamic
financial analysis, usually implemented by cash flow simulation (Cummins et al., 1999). A
cash flow model can take into account patterns of loss reserve runoffs and asset cash
flows and can incorporate external economic information such as yield curves and
inflation rates. Thus, 1t can provide information on a company’s ability to withstand
potentially adverse economic developments that cannot be captured by a static system.
Criticism of the static nature of the current solvency model and its focus on the past as
cvidenced by its use of annual report data has led to a discussion of futurc oriented
models. The cash flow models that are often used 1n this context are based on the
principle that the economic value of a company 1s determined by the discounted value of
all futurc cash flows. Cash flows are forecast over a certain planning horizon and the
cash values added. The cash tlow forecast 1s heavily dependent on the assumptions made
regarding the future development of the business.

Given the interaction of risks on the asset and liability sides, this model 1s also a regular
topic of discussion 1n the context of asset-liability management. FFor regulatory purposes
the focus 1s on honouring existing obligations, however. Cash flow models that are
drawn up at the request of regulators tend to simulate the liquidation of the insurer (run-
off) and not a continuation in the underwriting of new risks, as in the case of asset-
liability management.

Cash flow or dynamic financial analysis (DFA) models are currently being used by life

insurers 1n some of the states of the US and, since 1999, by Canadian non-life insurers as

well. The Canadian DCAT model (dynamic capital fund adequacy testing), which is
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based on the “going-concern” prnciple, carries out stress tests on non-life insurers

regarding their capital base.

These tests apply to:

e loss frequency and severity -
® pricing

e under-reserving

e nflation

e change in interest rates

¢ premium volume

¢ cxpense Increase

e rcinsutrance fatlure

e depreciation of mvestments

° government and political action

e off-balance sheet risks

In addition, to plausible base scenarios, the above-mentioned risks ate to be modeled
and the three scenarios involving the greatest risk published. The additional use of cash
flow models for non-life insurers 1s currently being discussed at an abstract level in the
US, although there are currently no concrete plaqs for.thc'u: introduction.

The experience during the development of the risk-based capital formula was also
dominated by scveral factors:

- The 1984-86 US liability ‘crisis’, particularly 1n relation to medical malpractice;

- The emergence of long-tail asbestos and environmental pollution claims;
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- An apparent increase 1n the frequency of natural catastrophes;

- High interest rates, creating pressures to engage in cash flow underwriting; and

- High inflation rates.

Management competence 1s also an important concept that 1s missing altogether as a risk
factor, although i1t would clearly have been difficult to measure it. The history of

individual managers may be relevant, but 1t will be almost 1mpossible to score this on a

numerical scale.

An 1naccurate risk-based capital formula will have quite obvious results both in terms of
the behavior of insurance companies and the costs that are associated with it. There will
be distortion of investment, underwriting, and reinsurance decisions of well-managed
insurers, leading to less effective diversiﬁcation,.reduction of safety levels for financially
sound insurers and higher premium rates for any given level of satety. A poorly designed
system could also lead to unjustified damage to the reputations of well-managed insurers,
raising the costs of capital for these firms and impending their ability to raise new equity
capital. The result could be a reduction i1n the efficiency of insurance markets and an
inefficient shift by buyers towards self-insurance and other risk management alternatives
(Cummuns et al., 1995). Furthermore, there 1s an 1mpact tilat regulatory capital has on
both insurance companies and policyholders, and 1t 1s associated with the way economic
resources will be absorbed in order to restore a certain level of capital. The value of the
extra resources that would be absorbed by the regulatory regime 1n this respect reflects a
direct cost imposed on both the regulator and the policyholders. Also, there are costs

that would not have been incurred 1n the absence of risk-based capital, for example the

costs of any additional systems, training, and management time that is required by the
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regulator. Finally, there are indirect costs that are least obvious from a cash perspective.
These include the costs of reduced competition, the costs of imposed uniformity and the
costs of moral hazard (Richardson and Stephenson, 2000). Cost-effective capital
standards will be met only when their economic benefits exceed its economic cost

The trigger points for regulatory intervention 1n the US system are also quite rigid, 1n that
they give a relatively small amount of discretion to the regulator. It can be argued that
policyholders are likely to be disadvantaged if insurance compantes are forced to hold
excessive levels of capital, since there 1s a cost in holding capital for an insurer, and in

competitive markets costs tend to get passed onto policyholders over time.

2.7 Empirical Tests on the Efficacy of the US Risk-based system

Since its introduction, there have been a number of empirical studies 1n the United States
which have sought to test the efficacy of the risk-based system in 1dentifying and
predicting the failure of insurérs: Grace, Harrington, and Klein (1993) calculated the ratio
of capital held to the risk-based minimum capital 1n 1990 and 1991 for those US non-life
insurers that failed between 1991 and 1993. They found that, while there was a
significant inverse relationship between the ratio of actual capital to their risk-based
capital minimum (the RBC ratio) and their insolvency risk, 1in both untvariate tests and
multiple logistic regressions, relatively few failled compantes had RBC ratios that would
have triggered regulatory action prior to their fatlure.

A subsequent study by Cummins, Harrington, and Klein (1995), employing a similar data
set and a multiple logistic regression model of insolvency risk, determined that the

accuracy of the RBC ratios in classifying failed and surviving insurers could be materially
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improved by adjusting the weights of the basic RBC components, and by including firm
size and organization form as additional variables in the risk-based system. They also
found that the NAIC risk-based capital formula classifies small firms more accurately
than large firms. _

Finally, Cummins, Grace, and Philips (1999) compared the risk-based capital system
with other models for predicting insurer failure. These models were the Financial
Analysts and Surveillance Tracking (FAST) audit ratio system and a cash flow simulation
model. The FAST system and the older Insurance Regulatory Information System (IRIS)
were designed to prioritise insurers for further regulatory action. The IRIS system
consists of twelve audit ratios with published ranges that are deemed acceptable by the
regulators. The FAST system consists of twenty-nine ratios and corresponding scores for
cach ratio (INAIC, 1995). The ultimate output from the FAST system was that the overall
FAST score equal to the sum of the individual insurer’s audit ratiog’ multiplied by the
corresponding scorces.

Logistic regression was used to test the models for a large sample of solvent and
insolvent property-liability insurers, using data from the years 1990-1992 to predict
insolvencies over three-year prediction horizons. They found that the FAST system was
superior to RBC as a static method for predicting insurer insolvencies. Furthermore, they
found that the cash flow simulation variables add significant explanatory power to the
regressions and lead to more accurate solvency prediction than the ratio-based models

taken alone.

47



The general concluston of these studies 1s that capital levels of 1nsurers, even when
measured under a complex risk-based system, are not suffictent alone to predict or
prevent the failure of insurance companies.

A.ML Best, the rating agency, undertook a study of the causes of all non.life insurance
company failures over the period 1969 to 1998 (A.M. Best, 1991). The main causes are
listed in Table 1.1. As can be seen there were a wide vartety of underlying causes. These
findings do not weaken the case for a reliance on capital standards. Capital still acts as a
line of last defense to absorb all risks, and even if an adequate level of capital does not
prevent failure of an insurer, it can reduce its likelihood, or delay its occurrence so that

supervisors have time to find an ordetly wind-up.

2.8 The capital base in selected markets

The average values and distribution curves of the solvency ratio (capital funds expressed
as a percentage of net premiums) show that insurers in the US, UK, Germany and
France currently hold far more capital funds than required by the regulators (see Figure
2.3). A comparison can be drawn between the solvency ratios for the US and the UK as
both countries use similar accounting principles when calculating capital funds and
consequently have similar average solvency ratios. A comparison of the frequency
distribution shows, however, that US insurers are more heavily capitalised than their
European counterparts. This can be traced back to the large number of small but well

capitﬂliscd US insurers which even togcthcr represent only a small market share.
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FIGURE 2.3 Frequency distribution of solvency ratios in 1997
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Table 2.3 shows the median ratio of the effective solvency margin to the target for the
US and UK. It reveals that the average insurer holds around four times more capital
funds than the amount required by the regulators. This shows clearly that the minimum

statutory standards in force constitute no effective restriction to the activities of the

average insuretr.

Table 2.3 Comparison of average current and target solvency ratios

1990 1994 - 1997
" US NL.A. 345%, 389%,
UK 400% 278% 469%

Source: A.M. Best (1999)
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From the beginning of the ninettes onwards the solvency ratio increased dramatically in
all the markets. In the UK and US, where capital funds are calculated largely at market
value, the increase was the most striking. In the 1990-1997 period it soared.by 168% and
199% respectively (see Figure 2.4).

The rallying capital markets in combination with relatively good insurance results
boosted market capitalisation in relation to premium volume. However, only part of the

~

rise in the solvency ratio translates into improved risk security, since premium volume
alone does not give a sufficiently accurate picture of an insurer’s overall risk. Falling
premium rates reduce premium income in relation to risk exposure. Furthetmore, the
trend towards higher cover limits and rising retentions by commercial policyholders
increases the volatility of the portfolio. A further rise 1n risk exposure 1s the outcome of
the growing significance of asset risk. In summary, all these effects serve to increase the

capital funds requirement in relation to premiums. In the US this can be seen cleatly in

the rise 1n the amount of the risk-based capital required per dollar of premiums earned

(Table 2.4).
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FIGURE 2.4 Rise in the average solvency ratio
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Table 2.4 Rise in the capital requirements

Solvency ratio

RBC/net premiums (average)
Proportion of shares in total assets invested

Shares as a percentage of net premiums

Source: A.N. Best (1999)

1983

1992

1990

1994

1996

1998

2000

US — — — Germany — - - —UK France
1994 1995 1996 1997 1998
% 76% 82% 92%  103%
21% 26%% 26% 28%  29%
17% 18% 19% 21%  23%
40% 46%o 46% 57%  62%

Insurers’ capital bases have increased at a faster pace than risk exposure, however, with

the result that substantially more capital funds are available to cover technical and

investment risks. Consequently, the European and North American insurance markets

find themselves with excess capacity today.
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2.9 Stress tests on the capital base

The main reasons behind the accumulation of capital funds were the rallies on the US
and European equity markets. On the other hand, this has also significantly increased
investment risk over the past few years. Figure 2.5 shows the rise in the value of equity
investments expressed as a percentage of net premiums 1n the UK and US. Today
insurers are exposed to investment risk on equity investments amounting to more than

-55% of their net premium volume.

FIGURE 2.5 Growing volume of equity investments
relative to insurance volume
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An interesting question arises here on how would the capitalisation of the various
markets will react to a stock market crash. Table 2.5 shows the simulated effects on the

solvency ratio of a 35% downward correction of equity markets.
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Table 2.5 Consequences for the solvency ratio of a 35% fall in stock

market prices

" Average market data Germany UK  US
Equitics/Capital funds 1998 59.2% 68.3%  462%
Solvency ratio 1998 -~ 159.8% 114.7% 103.3%
Change in solvency ratio (%o points) - -31.2% -25.9% -15.7%

Source: A.M. Best (1999)

Capital funds react immediately to a change in the market value of assets without losses
having to be realised in the profit and loss account. A 35% market correction would
substantially reduce capital funds (at market value) and in turn the solvency ratio.
Average solvency, however, would not fall to a critical level in any of the markets
examined — although this would not necessarily be the case for ecvery individual

company. To take UK as an cxample, the share of insurers failing to meet solvency

FIGURE 1.6 Frequency distribution of the solvency ratio for
UK insurers
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requirements would increase from 3.6% to 4.7%. Figure 2.6 illustrates the impact of
market crash simulation on the frequency distribution of the solvency ratio for the UK.
The curve shifts to the left whenever capital funds are reduced, 1.e. the solvency ratio of
most companies and therefore of the market average 1s reduced; however, 1t would still
be higher than five years ago.

The consequences of a latge loss event are more difficult to simulate. The influence loss
events can have on the solvency margin is in the form of a negative annual result,
although the company has a range of financial instruments at its disposal that can be
used to try to bring losses under control. While reinsurance covers some of the gross
losses, a company can avoid a balance sheet loss and thus a reduction 1n capital funds by
releasing reserves and selling some investments. This was the reason why, despite
Hurricane Andrew in 1992 (§17 billion in gross losses), capital funds in the US market
erew by 2.6%. Extreme loss scenarios involving hurricanes 1n Florida or earthquakes 1n
California of a magnitude that takes place bnly once every hundred years are based on
insured gross losses of $60-$70 billions. After reinsurance net losses are likely to still be
between $40-$45 billions for direct insurers. However, with the introduction of new
financing techniques, like catastrophe bonds and catastrophe options, the insurers are
able to mitigate their exposures by reinforcing their capital base with these new tools.
The high average capitalisation of the markets examined does not mean that catastrophes
cannot result in individual insolvencies: in 1992 Hurricane Andrew triggered the greatest
number of insolvencies ever in the US (63). In weakly capitalised markets natural

catastrophes can have far-reaching consequences for the capital basc.
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2.10 The trade-off between security and capital costs

Generally insurers hold substantially more capital than the amount required by
regulators. The main advantage of this buffer 1s that policyholders can feel secure in the
knowledge that their claims will be paid and shareholders can be comfortable that the
ability of the company to continue making profits 1s protected. However, holding capital
funds 1s costly. Incurring unnecessary capital costs lowets shareholder investment returns
and ratses policyholder premtum rate.

A number of stakecholders have perhaps diverging interests regarding the equity base
required of an insurer. Policyholders benefit from the knowledge that the insurer can
meet claims-paying commitments — yet policyholders do not want capital requirements
to become so burdensome that premium rates become excessive. Regulators, on the
other hand, aim at protecting the consumer while maintaining the long-run viability of
insurance markets. A company’s owners, in contrast, are interested 1n generating a high
risk-adjusted return on thetr investments and so must make a trade-off between
protecting the franchise value of their company on the one hand and incurring capital
costs on the other. Both statf and management have a vested interest in keeping their
company in business and 1n having leeway for action, while also keeping shareholders
happy. Rating agencites, too, are interested in the fulfilment of all obligations, which
includes all the claims of investors. Each of these stakeholders has a different view
regarding the trade-offs involved in holding capital, and conflicting views about the
optimal amount of capital funds can result.

Only a relatively small number of physical assets, such as an office building and

computer hardware, are needed for a company to offer insurance protection. Risk capital
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1s not tied to normal business activities and can thus be invested profitably. The net costs
of reserves are thus the costs of capital funds minus the investment returns. From the
investors’ standpoint, the fact that an insurer has capital funds available which 1t can
reinvest in the capital market gives it the traits of an investment fund..The insurer’s
indirect investment risk in the capital market 1s leveraged by the underwriting risk.
However, an insurance company’s investment of capital involves substantial tax
disadvantages and agency costs when compared to a direct investment by an investor.

An insuret’s cost of capital depends to a certain extent on the company’s legal form.
Mutual insurance companies generally hold more capital 1n relation to business volume
than stock companies (Table 2.6). In the case of mutual insurance companies the owners
and policyholders are one and the same. They are theretore under less capital cost
pressure than stock companies, which constantly have to balance the imnterests of the

policyholders and shareholders.

Table 2.6 Solvency and ROE by legal form

Mutual companies StoT-companies
ROLE Solvency ratio ROE Solvency ratio
France 5.9% - 123% 9.1% 2%
Germany 8.0% 64% 5.4% 59%
US 8.7% 94% 14.2% 82%

Source: AN Best (1999)
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‘Table 2.6 shows the average solvency ratio of the markets for the 1995-1997 period in
which mutual 1nsurance companies play the most important role. A wider survey of 2424
European non-life insurers confirm these results and show that the average
current/ target solvency of mutual insurers 1s 5.4:1, in contrast to 3.7:1 for public limited
companies (European Commission, 1999).

On the basis of the above-mentioned effect, the direct consequence of a wider capital
base i1s a lower return on equity. This 1s confirmed for the US and France in a
comparison of the legal forms of companies shown 1n Table 2.6. The contlicting aims of
solvency and return on equity have not been so obvious over the past few years as

insurers have been generating above-average returns on the back of the rallying stock

matkets.

2.11 Capital requirements of the rating agencies

The capital requirements imposed by the rating agencies are becoming increasingly
important to the success of insurance companies. In a market characterised by growing
international competition, a top rating is a must. The capital requirements needed 1n
order to be assigned a top rating are normally higher than those laid down by state
regulators. Figures 2.7 and 2.8 show the distribution of ratings assigned by Standard &
Poor’s (global) and A.M. Best (US) for 1998. Despite their basically generous capital
base, most companies are assigned ratings in the middle categories. In this way the rating
agencies make an important contribution to the establishment of a high standard by

which to measure a company’s capital base.
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Rating agencies aim at encouraging security in the fulfilment of payment obligations to

policyholders and investors. In addition to solvency, criteria such as liquidity, financial

FIGURE 2.7 Frequency distribution of ratings in 1998
(Global)
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strength and management quality are factored into complex models. Given the different
models, 1t 1s difficult to find an empirical agreement between the solvency ratio or risk-
based capital ratio and the ratings. An analysis of 878 US companies revealed only a very
minor correlation between the risk-based capital ratto and the ratings assigned by A.M.

Best, which are based on publicly accessible information.
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FIGURE 2.8 Frequency distribution of ratings in 1998
(Europe)
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Over the past few years the rating agencies have contributed to the increase in the
solvency standard. In their models the rating agencies use among other factors the
relative assessments to the market average. Since the market average has risen, so too
have the demands for each rating category. However, critics of the ratings base their
arguments on the inherent conflicts of interests between the rating agencies and the
insurers who sometimes request the rating to be drawn up. On the other hand, various

surveys have shown that even private ratings do not sufficiently forecast insolvencies

(Cummuns et al., 1999).

2.12 Hybrid capital and the cost of capital

Hybrid capital ranks somewhere between cquityﬂ and debt. This form of capital usually
guarantees a constant return if the insurer generates a positive annual surplus, and serves
as risk capital 1n the event of an insolvency. By i1ssuing hybrid capital the msurer can
target a reduction in 1ts insolvency risk without having to expand its equity base by

issuing shares with voting rights. In addition, the interest payments are tax deductible.
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The cost of raising this capital thus lies between that for equity and debt. Hybrid capital
represents an interesting investment instrument for institutional investors as it cnables
them to generate higher returns on a form of fixed-income sccurity. However, non-life
insurers have as yet made little use of this financing possibility. .

In the event of bankruptcy, subordinated debt ranks for repayment behind all the other
borrowings. The issuc of subordinated debt does not reduce the right for “normal”
creditors. Subordinated debt carries a higher default risk than a “normal” loan or bond
and thus increases the security of higher ranked liabilities. The advantage this form of
funding has over the issuance of shares s that it avoids diluting the voting rights and
dividends paid out. The ratios used in financial analysis, such as carnings per share or
ROE, are affected by changing the numerator, as additional interest payments reduce the
amount of profits earned. There is no dilutive etfect on the denominator.

Participation rights bear more similarity to capital funds, although have limited terms to
maturity and no voting rights. Participation i:ights come 111 various forms but the interest
they generate 1s usually dependent on corporate earnings. They also have no right to any
residual claims in the event of an insolvency. Interest income 1s normally tax deductible.
This form of security does not diute capital funds, for example, in the ROE calculaton.
In the case of surplus notes (US), regulators have to give step-by-step approval, not only
of their issue but also of their interest payments and redemption. In this way a reduction
in the assets can be prevented if the risk-based capital requirements have not been

fulfilled. As surplus notes are classified as capital funds, 1n contrast to subordinated loans

or participation rights, there 1s a dilution of capital funds, e.g. 1n the calculation of the

ROL.
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Provided certain regulations are complied with, hybrid capital can be combined with the
available capital funds 1n the calculation of a company’s solvency both 1n the EU and 1n
the US. The rating agencies also include a certain share of hybrid capital 1n their
calculation of the capital funds. The term to maturity plays an important role in this
respect. The general rule 1s that the more of an equity character the hybrid capital takes,
the more of it can be classified as capital funds. In Tables 2.7 and 2.8, there 1s a
breakdown of the amount of the hybrid capital that can be included in the calculation of
the solvency margin in the EU and in the calculation of the risk-based capital in the

United States.

Table 2.7 Amount of hybrid capital in the EU calculation

Fixed term (up to 25%) Undefined term (up to 50%)
° SubotrEi—natc to other liabilities e Subordinate to other liabilities
e [ully paid 1n ¢ Fully paid 1n

e Original term at least five years; ® May not be redeemed without the

amortised over the last five years or, approval of the regulators

with the approval of the regulators, e The issuer must have the option of

one year before maturity postponing the payment of interest

e DPrematurec redemption only in the e Both the nominal value and unpaid

event of liquidation or with the interest must be able to absorb losses

approval of the regulators

Source: European Commission (1999)
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Table 2.8 Amount of hybrid capital in the US calculation

Surplus notes Capital notes

e (apital funds 1n accordance with e Debt capital in accordance with SAP

SAP’ e Capital funds in accordance with

e Capital funds in accordance with GAAP

GAADPY ¢ Inclusion of up to 25% of capital in
e Full inclusion in the RBC ratio the RBC ratio

e Subordinate to other habilities e Subordinate to other liabilities

o Interest rate and redemption only e The regulators can cancel interest rate

with the approval of the regulators payments 1f the RBC ratio falls under

100%

* Statutory Accounting Principles *¥ Generally Accepted Accounting Principles

Source: NAIC (1995)

Hybrid capital 1s still more the exception than the rule. Participation rights equalled 0.6%
of equity at market value 1n Germany 1n 1997. Subordinated debt amounted to even less.
In the US, surplus notes have become slightly more important 1n the financing of mutual
insurers (around 3% of capital funds), as this represents their only external access to risk
capital. The attraction of hybrid capital can increase very rapidly if, for example,
following a stock market crash, an 1nsurer’s capital base 1s reduced and the cost of capital

rises.
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2.13 Supervision of insurance groups and financial conglomerates

Currently only individual companies are subject to solvency regulation in the EU. This
enables insurance groups to use the same capital funds several times at different levels;
this 1s termed double gearing. If a parent company increases the capital funds of a
subsidiary, for example, the underwriting capacity of the subsidiary increases, although
the consolidated funds of the group have not changed. The directive on the supervision
of insurance groups that came into effect at the end of 1993 1s meant to address this
problem (Directive 97/78/EC). Supervision will remain at the individual company level,
but regulators will require intra-group relationships to be monitored as well. The EU
Directive has to be transformed into the national law of the EU member states by June
2000 and to come into cffect by the 2001 business year at the latest.

The additional superviston mainly involves the insurer having to provide 1ts adjusted
solvency ratio. In additton, regulators should check whether intra-group business (e.g.
loans, guarantees) poses a risk to the insurer’s solvency. If the adjusted solvency margin
1s negative, the regulators must intervene. Since a number of European states had already
introduced provisions relating to the supervision of insurance groups before this
directive was brought into effect, three different options of calculating adjusted solvency
have been specified 1n the EU directive. Each individual member state has to decide
which of the three methods it wants to employ. In the case of the requirement deduction
method, the sum of the elements eligible for the solvency margin are subtracted from the
parent company’s capital funds. The disadvantage of this method is that any surplus
funds of a subsidiary or participation are not taken into account. The deduction and

agoregation method 1s aimed at correcting this disadvantage. A third method 1s the
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calculation of adjusted solvency using the consolidation-based accounting method. If the
company in question 1s a wholly owned subsidiary, this third variation gives the same
result as the deduction and aggregation method.

Moreover, the advancing convergence of banking and insurance through mergers and
acquisitions represents a great challenge to regulators in the US and Europe regarding
the capital requirements of conglomerates. The European Commuission plans of drafting
a directive relating to the supervision of financial conglomerates by the end of 2000. One
core theme is likely to be the problem of double gearing. However, 1t 1s ditficult to
abolish double gearing since different regulators are responsible for insurers, banks and
securities firms, all of whom, given the different risks involved in the individual
businesses, have different solvency requirements.

In drawing up a draft directive, the FEuropean Commission will take the
recommendations of the Joint Forum into account. The Joint Forum was established in
carly 1996 under the aegis of the Basle Committee on Banking Supervision (Basle
Committee), IOSCO (International Organisation of Securittes Commuisston) and [AIS
(International Association of Insurance Supervisors). During the course of 1999 the Joint
Forum published a number of papers on the supervision of financial conglomerates. The
recommendations put forward by the Joint Forum include wvartous measurement
techniques for determining the amount of capital funds financial conglomerates should
hold and suggestions on how to approach the problem of double gearing. The paper
does not recommend replacing the system for the supervision of individual compantes
for the supervision of individual companies, but rather the introduction of an additional

Supcrvisory element.
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In the US, discussions revolving around the supervision of financial conglomerates apply
mote to the jurtsdiction of the authorities that they do to the substance of the
recommendations. These discussions are closely linked to the revision of the Glass-
Steagall Act according to which the strict division between banking and insurance
services are being relaxed. As insurance 1s supervised by the individual states and the
banks by a federal authority, there are basic conflicts regarding jurisdiction that will have
to be overcome before joint supervision can be introduced. A model 1s currently being
discussed which leaves the supervision of insurance compantes to the individual states,
while making conglomerates subject to additional supervision by the FFederal Reserve
system. The development of integrated modecls to measure all the risks to which a
conglomerate is exposed is also at its early stages. As it will most likely be difficult to
develop a universally valid model, one possible solution would be for compantes to take
on the responsibility for their own risk management and seek regulatory approval for

their risk management models.

Closely connected with the introduction of an international supervisory standard 1s the
discussion of a unitversal accounting standard. In addition to the proposals made by the
European Commisston, the IASC (International Accounting Standards Committee) is
endeavouring to introduce one universal accounting standard. However, the IAS would
be in competition with US GAAP. The mtroduction of an international accounting

standard would influence the amount of capital reported by a financial conglomerate.
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2.14 Conclusions

In comparing the current European solvency margin system with the US risk-based
system, one must conclude that the European model 1s inadequate. How should one
proceed to draw the best from the risk-based models which are conceptually supetior,
without having the complexities, rigidities and costs of these systems? There is no
simple answer to this questton. One solution that suggests 1tself 1s a more collaborative
approach between regulators and company management. Under such a system the
regulatory authority would define risk models that would be acceptable, but would leave
the detailed modelling to the companites themselves, with the oversight of an approved
internal audit function within the company. Hence 1t would be possible to combine
sufficient rigour without undue cost and inflexibility. An internal audit team combining
actuarial, accounting, underwriting and economic expertise would scem appropriate for
non-life insurance; perhaps an actuary alone would be sufficient for life insurance, since
the task 1s less complex. The role of the regulatory authority would be to approve the
models and to monitor the output of the models against benchmark standards.

Although the current European solvency margin system may appear crude compared to
the US risk-based system, with weak theoretical foundations, its application 1s very
straightforward. The dilemma between objective correctness and functionality 1s resolved
in favor of the latter (Farny, 1997). The US risk-based capital model 1s significantly more
tatlor-made to an individual 1nsurer risk profile, although its theoretical foundations are
far from strong. It 1s also harder to apply 1n practice and imposes high internal
compliance costs on insurers. There 1s a general skepticism as to whether the US-style

risk-based model could be transferred to Europe. And this skepticism can be found
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among European supervisors in the Muller Report. Moreover, the US system is not only
complex but 1s also vety prescriptive even for insurance supervisors, since it has a
detailed set of regulatory responses that are triggered if the capital base of an insurance
company falls below the minimum risk-based capital level. One can argue that this
degree of prescription builds undue rigidities 1nto the regulatory process.

Regulatory capital 1s of course just one of a number of regulatory tools, alongside other
supervision techniques and regulations covering conduct of business rules and client
money. Ideally, the marginal costs and marginal benefits of all these tools applied 1n
combination need to be judged, to try to decide on the most efficient mix.

Additionally, the imposition of capital rules in isolation 1s of little value 1f the regulator
cannot be sure that the insurer has adequate systems to monitor and measure the risks
that the capital standards are intended to limit, and that the firm’s management are
honest and competent. As well as choosing the right balance of regulatory tools,
regulators need to take account of other mechanisms which are not part of the regulatory
armoury, but which can also help them achieve their objectives. Market discipline 1s one
important example: if the market 1s 1n a position to judge that a firm 1s weakly capitalised
or poorly run, it may penalise the firm in various ways, such as discounting the firm’s
share price. And less tangibly, evidence of weak management can damage a company’s
reputation, which may make it harder for i1t to write new business. All these factors
impose incentives, in different degrees on different companies, to operate 1n a sound and
efficient manner, and to hold capital as a cushion against future losses.

These are some of the lessons that the Stage 2 of the EU solvency exercise. But it 1s clear

that insurance supervisors and the insurance industry will also nced to work together to
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construct a workable and cost-effective system for solvency of assessment, including
capital adequacy, 1f the new computer-based risk modelling techniques are to be used.
The fruitful interaction of regulators and the insurance industry has a good precedent in
Europe: the development of the 3 Insurance Directives. But what is also clear is that
the current rethinking of capital adequacy and solvency within the banking sector by the
Basel Committee on Banking Supervision will also have a key influence, as banking
regulation itself moves away from its own static risk-based capital rules. A new solvency
framework, including capital standards, is likely to emerge which has common features
across the financial services sector, not least because of the need for level competitive
playing-fields, as product and corporate convergence within the sector continues.
However, the framework must be able to take into account the particular characteristics

of the risks facing non-life insurers and those facing life insuters, 1f 1t 1s be effective.
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CHAPTER 3

UNDERWRITING CYCLES IN THE UK
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3.1 Introduction

It 1s the prevailing wisdom of the insurance industry the world over that the industry is
subject to an underwriting cycle. The study of cycles 1n general insurance is of major
importance. In the last ten years, the study of cycles has progressed significantly. The
industry results tend to follow a cycle c'onsisting of alternating uniform periods of rising
and then falling underwriting profits.

A study of insurance price cycles 1s of interest for a number of reasons. Firstly, since
insurance profit i1s a component of total earnings of insurers (along with investment
income), a study of temporal behavior 1s of interest to those seeking to value insurance
stocks.

Secondly, cyclical behavior of insurance earnings might, under some circumstances, be
transmitted into temporal movements in insurance stock prices. If confirmed, such
movements would carry challenging implications for the weak form of the efficient
markets hypothests.

Morecover, if temporal price movements represent adjustments to changing market
equilibria, they may present valuable insights 1nto the competitive processes at play 1n the
insurance market. Furthermore, 1t provides a case study of the price linkages between
two markets; the insurance product market and the capital market.

The underwriting cycle 1s characterized by periods of intensely competitive insurance
pricing that result 1n low premiums and sizeable insurer underwriting losses, followed by
periods of much higher insurance prices (see Venezian, 1985; Cummins and Outreville,

1987; and Winter, 1994). Although variations in profits suggest that a market mechanism
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may be operating, industry observers usually interpret the cycle as a supply-side
phenomenon.

The typical explanation 1s that the insurance industry causes the cycle more or less on its
own, through pertods of destructive competition followed by cutbacks 1n supply. More
sophisticated versions relate the recurring phases of the cycle to key operating ratios such
as the premiums-to-surplus ratio, which 1s satd to represent capacity.

An underwriting cycle can be viewed as a repeated sequence of “hard” and “soft”
markets in the industry (Harrington and Danzon, 1994; Nichaus and Terry, 1993). The
sequence may be observed in the prices, profitability, and supply data. In a “hard”
market, the supply of insurance coverage shrinks amid high and rising insurance prices
and profitability. In a “soft” market, the availability of insurance coverage expands as
prices and profits tumble. The underwriting cycle does not necessarily synchronise with
the general business cycle. In fact it 1s much more regular than the general business cycle
(Webb, 1992).

The existence of an underwriting cycle has been recognised by researchers. In addition,
they have been numerous studies and debates on the causes of the underwriting cycle.
Nevertheless, there 1s no generally accepted view of what the causes are. One school of
thought suggests that the causes are irrational behaviour like competitor-driven pricing,
naive rate-making processes, and capacity constraints. Another school of thought, which
is related to the rational expectations/institutional intervention hypothesis, however,
does not agree that insurance markets and 1nsurers are 1rrational. Instead, 1t suggests that

the underwriting cycle 1s created by external factors and market characteristics that are
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outstde the control of insurers. These factors include data collection, regulatory, policy

renewal and accounting lags, interest rates, stock markets, and the general business cycle.

3.2 Market imperfections theory -

The first school of thought 1s based on the premise that insurance markets operate
irrationally. Venezian (1985) attributes the cycle to the imperfection of extrapolative
methods used in the naive rate-making process. He finds that the United States
underwriting profit data follow a second order autoregressive process with a cycle period
of about six years.

The argument of irrational behavior suggests that insurance markets are destabilised by
phenomena such as extrapolative forecasting and so-called “cash flow underwriting”,
which can result in prices considerably higher or lower than competitive levels due to
erroneous estimates of losses or investment income.

Venezian (1985) describes a ratemaking model 1n which past loss levels are used (via time
trending) to extrapolate estimates of losses in future periods. These forecasted losses, in
turn, are used to sct premiums. By incorporating reasonable estimates of experience and
policy projection periods used 1n the United States, Venezian predicts that a cycle with
average periods ranging from four to nine years should exist.

Venezian’s model 1s substantiated by empirical tests. Parameters needed to measure the

cycle period are obtained by estimating the following autoregressive model with ordinary

least squares:

12



I, =a, +all_, +a,JI , + o

t

(3.1)

where [T : the underwriting profit in pertod t, and

W : a random error term

The profit margins for each line of insurance, adjusted for linear trend, were used as
dependent variables 1n regresstons that included up to four lagged values as independent
variables. In the majorty of the cases the first two terms give the highest adjusted r-

squared, and generally these two terms do as well as four terms in predicting

underwriting profit margins.

A cycle will be present if a, > 0, a, < 0, and a; + 4a, < 0. In this case, the

characteristic of the second order difference equation in underwriting profits will have
complex roots, implying that profits follow a cyclical pattern. The period of the cycle 1s

obtained from the following formula:

(3.2)

T — 2n
- cos'lial/Z\/— ng)

The cycle will be damped (1.e., have a tendency to die down over time) if \/— a, < 1.If

\/— a, > 1, the cycle will be explosive. Even a dumped cycle will be maintained over

time if random shocks occur.
Cummins and Outreville (1987) show that simple lags in data collection or price

regulation may be sufficient to produce cyclical performance even 1n rational
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expectations setting. That 1s, insurance prices typically are based on annual data which
are not available for use until several months after the close of the “experience” period.
Certainly, as technological advances in data base management occur, this delay is
shortened. Nevertheless, delays are currently experienced 1n tabulating and analyzing
data, and the slow emergence of information on losses 1n long-tail lines dictate that
projections are made based on lagged loss observations.

The authors developed an alternative model that 1s consistent with observed profit cycles
in insurance. Specifically, they showed that cycles in reported underwriting profits are
consistent with a simple rational expectations model of insurance price determination,
provided that mnstitutional lags and reporting practices are taken into account. The
rational expectations hypothesis implies that economic agents forecast economic
variables without systematic error, 1.e., that their subjective expected values of these
variables are the same as the actual of objective expected wvalues, conditional on all
information available at the time the forecasts are made.

A second-order process can be created by combining informational and regulatory lags
with renewal lags and calendar-year reporting practices. Recall that rates are assumed to
change at the beginning of each year and to remain 1n effect for one year. Also assume
that policy terms are one year in length and that policies are renewed evenly throughout
the year. The cycle 1s apparent 1n the sense that it has nothing to do with the underlying
economic and statistical characteristics of insurance profits but rather reflects the
institutional factors and accounting practices.

While the empirical findings of Cummins and Outreville are consistent with the rational

expectations/institutional intervention hypothesis, they also may be consistent with other
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hypotheses such as Venezian’s extrapolative expectations hypothesis. Information on
ratemaking procedures, regulatory constraints, lengths of policy terms, and accounting
procedures would be helpful for further development of the model. More precise and
detailed information on actual rather than reported profits also would be useful.
Regulatory lags arise in countries in which insurers are required to submit rates for
approval prior to use. This requirement further extends the delay between the experience
period and the effective use of revised rates. This delay can be shortened by simplifying
the regulatory process; nevertheless, regulatory rate approval i1s required in varying
degrees across countries and across lines of business.

Policy renewal lags exist because the insurance price cannot be adjusted simultaneously
to reflect information as 1t becomes available. Most property-liability insurance policies
have a set premium for the entire policy period (e.g., for an entire yeat). Furthermore,
when new rates are approved, typically a lag in changing to the new rate level occurs.
Moreover, financial reporting practices may -give rise to apparent underwriting cycles in a
rational marketplace. Loss estimates for each year would reflect all information available
at the end of that year. Nevertheless, calendar-year data are used typically in financial
statement reporting of losses, and financial statement data are used in cycle studies.
These data are reported on an incurred basis, meaning that losses are matched to the
coverage period during the calendar year. Likewise, premiums are based on accrual
accounting; earned premiums include premiums attributed to policies 1ssued within the
first day of the preceding year to the last day of the reported year. A mismatch exists

between the informational content of the reported premjums and reported losses.
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Cummins and Outreville (1987) also claim that Venezian’s (1985) hypothesis implies a
certain degree of irrattonality on the part of insurers and 1s inconsistent wit the rational
expectation hypothesis advocated by modern economic theory developed for other types
of financial markets. Furthermore, Venezian’s (1985) hypothesis may not be able to
explain the presence of underwriting cycles in countries where extrapolative trending
procedures are not used.

Lamm-Tennant and Weiss (1997) also find results that support the rational
expectations/institutional intervention hypothesis. They utilise a generalised least squares
regression model to analyse the changes of premiums with respect to changes in lagged
losses, interest rates, average stock price, real gross domestic product (GDP),
concentration ratio, regulations, policy periods, and catastrophic losses of nine developed
countries. Specifically, their results indicate that data collection, regulatory, policy renewal
and accounting lags, interest rates, real GDP, and stock markets are closely related to the
underwriting cycle. They find that the length of the cycle period 1s largely determined by
interest rates, rate regulations, and catastrophic loss growth.

In determining the presence of the underwriting cycle Lamm-Tennant and Weiss (1997)
estimate equation (3.1) individually for twelve countries using the average loss ratio, the
overall combined ratio, and by-line loss ratios for six lines of business as the dependent
variables. A linear time trend 1s added to cach cquation to control for declining expense
ratios over time. The equations are estimated using ordinary least squares. The pertod of
the cycle, if a cycle is observed, is estimated from equation (3.2).

After establishing the presence of underwriting cycles 1 the twelve countries, the

rational expectations/institutional intervention hypothesis 1s tested empirically by
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utilising a generalised least squares (GLS) model which controls for autocorrelation
within countries and heteroscedasticity across countries. The specification of the GLS

model 1s;

. (3.3)

) n—1
AP, = o + Z B.Ax, + z c.D. + ¢,
1=1 1=1

AP, are the changes 1n aggregate premiums for country 1 and time period t,

€5t = Q8 -1 T My
2
ti  ~ N0, 62)
n The number of countries, and

D. a dummy vartable equal to one for country 1 and zero otherwise

The independent variables (Ax; ) arc lagged losses, interest rates, average stock price, real

gross domestic product (GDP), concentration ratio, regulations, policy periods, and
catastrophic losses of the sample counttries.

[Ffurthermore, they regress the underwriting cycle period on the regulatory and market
characteristics of the sample countries to identify the direct impact of the independent
variables on the length of the underwriting cycle. The regression model is stated as

follows:

CycPer; = «, + Dis; + fB,Per; + B;iCat; + B Reg; + BsRes; (5.4)

K
+ B,CVLoss; -+ Z BD + &
k=1

77



where the dependent variable i1s the cycle period i1n country 1 and line j, and the
independent variables are averages for the interest rate, policy period, catastrophe loss
growth, premium regulation, reserve discount, coefficient of variatton of the loss ratio,
and dummy variables for line (ocean and inland marine). A dummy variable 1s included
for ocean and inland marine 1nsurance, because these lines are less regulated and more
international in scope than lines where the bulk of business 1s written on domestic risk.
In their final analysis, Lamm-Tennant and Weiss (1997) attempt to predict the presence
of cycles using market characteristics and institutional/regulatory features for the sample
countries using a logit model.

In general, their results suggest that underwriting cycles are present in all countrtes and 1n
at least onc line. Differences in the presence and length of the underwriting cycle are
evident across countries and across hines of business. I'or example, when comparing a
long-tail business such as liability insurance to a short-tail line of business such as fire
and allied lines, the cycle 1s considerable ldnger for liability insurance. (8 years versus 5
years).

The changes in current aggregate premium levels are significantly related to changes 1n
past loss levels. These results are consistent with Venezian (1985). Also, overall premium
changes are related to the concentration measure, change in stock index, premium
regulation, and policy as hypothesised, and are statistically significant. Finally, on the
predictability of the cycle, the results of the logit regression model conform to the
expectations. Liability lines are more likely than property lines to exhibit an underwriting

cycle.
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Nichaus and Terry (1993) used time series causality tests to examine hypotheses about

the determinants of insurance premiums and causes of the underwriting cycle. Their
results suggested that market imperfections play an important role 1n insurance pricing.
Consistent with the capital market imperfection hypothesis, the evidence suggested that
past values of surplus atfect premtums.

Niehaus and Terry consider a time series regression where the dependent variable 1s
premiums written 1n year t, and the independent variables are current and future loss
payments on policies written in year t, past loss payments, past values of surplus, and
other control variables:

Premiums, = f (loss payments on policies written in year t, (3.5)

past losses, past surplus, control variables) + ¢

t

According to the perfect markets hypothesis, premiums on a pool of policies should be
explained by the loss payments on those policies, but not by past losses or past surplus.
The capital market imperfection hypothesis tmplies that past values of surplus help
explain premiums, and Venezian’s (1985) hypothesis suggests that past values of losses
may help explain premiums.

However, n order to measure loss payments on policies written 1n year t, we need a loss
variable that associates losses paid to the year 1n which the policy was written. Such loss
data are not publicly available. Therefore, the losses patd by insurers 1n a calendar year is
used as a proxy. The losses paid in a calendar year are not all from policies written 1n the
same year. For lines with a short claim tail) the losses paid 1n a calendar year are likely to

be from policies written 1n the reporting year or the year before. For lines with a long
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claim tail, losses paid could reflect losses written many years carlier. Thus, the losses paid
variable includes measurement error, especially in lines with a long claim tatl.

Linear equations of the following form were estimated:

A N M M (36)

where P - Premiums written in calendar year t,
D, Aggregate policyholder surplus at ime ¢,
L, : Losses patd 1n year t,
R,:  Annual return on treasury bills in year t,
€ The error term

Although most studies usc aggregate data, Venezian (1985) and Fields and Venezian
(1989) argue that individual lines should be examined separately. Two problems prevent
examination of individual lines. First, losses paid can be calculated only for aggregate
series because the change in the loss reserve is not reported by line. Second, sutplus,
which is central to the capital market imperfection hypothesis, i1s not allocated by line.
Consequently, aggregate data are examined which tend to reflect the experience of the
largest lines: auto and workers’ compensation.

Consistent with time series evidence, lagged values of premimums are included in the
model as control variables. Including lagged values of the dependent variable on the right
hand side of the equation is also consistent with the usual implementation of causality
tests. To conserve degrees of freedom, a lead and lag structure of two years 1s assumed

for all variables; that1s, M = 2 in equation (3.0).
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Equation (2.6) 1s estimated using both first differences and percentage changes. The
results suggested that the greatest weight should be placed on the percentage changes
rather than the first differences of the series. Under the perfect market hypothesis,
premiums would be positively related to current and future loss payments. Both
approaches (first differences and percentage changes) provide little support for this
prediction. The coctficients of future losses are insignificantly different from zero, and

the coefficient on contemporancous losses (L) 1s significant at the ten percent level

only when percentage changes are used. In these equations, the coefficients on lagged
premiums are highly significant and have opposite signs, suggesting cyclical behavior.

When lagged premiums are not included in the equations, the statistical significance of
future losses increases. In addition, the coefficients of the future loss variables alternate
in sign, suggesting that the future loss variables 1n these cquations are capturing the
cyclical effect that the lagged premium variables capture in the first equations. The

negative coctficient on the one year lead loss varable (L ,,), however, i1s inconsistent

with the perfect market hypothesis. The lack of support for the perfect markets
hypothesis may be due to the measurement error 1n losses.

The perfect markets hypothesis also predicts that past information, such as past loss
payments and past surplus, would not help predict premiums, but evidence to the
contrary was presented by the authors. The coetfictent on lagged losses 1s positive and
statistically significant using first differences, suggesting that high losses are followed by
higher premiums. This finding 1s consistent with imperfections 1n the rate setting process
(Venezian, 1985). It 1s also conststent with the hypothesis that the future loss variables

measure expected future losses with error and that this error is correlated with past
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losses. When percentage changes are used, however, lagged losses are not statistically

signiﬁcant.

3.3 Rational expectations theory _

A second explanation of the underwriting cycle builds on the fact that the “underwriting
profit” represents a measure of the average price of the contracts traded. Insurance
pricing models based on financial theory are unanimous 1n showing that competitively
determined insurance prices are inversely related to interest rates and will therefore
change as interest rates change. Using this model, together with the rational expectations
and lag features of the Cummins and Outreville model, Doherty and Kang (1988) show
that the intertemporal behavior of underwriting returns in insurance markets 1s quite we‘ll
explained as a market clearing process 1n which equilibrium prices change in lagged
response to changing interest rates. Their model constders both supply and demand, and
the resulting prices and profits arise from the interaction of these two market forces.
Relying on capital-asset pricing theory, supply 1s considered to be a function of interest
rates and expected profits. The sign of the interest rates term 1s expected to be positive,
1.c., Insurers 1ncrease supply when interest rates rise 1n order to obtain funds to invest
(known as cash-tflow underwriting). The demand for insurance in the Doherty-Kang
modecl 1s hypothesised to be a function of price (the inverse of the loss ratio) and
aggregate cconomic activity (income), with the latter representing an index of the amount
of insurable goods and services. The equilibrium price 1s determined in the model by

equating the quantity demanded with the quantity supplied.
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In estimating the structural system described by the supply and demand functions,
Doherty and Kang use a three stage least squares (3LS) model. Due to secular trends in
some of the series, the model was run on first differences. The structural equations were
estimated for aggregate property lhiability insurance, automobile physical damage and
automobile liability. The results that Doherty and Kang report are supportive. The
supply function results indicate a positive partial adjustment from previous output level
that 1s determined by the degree of excess return. It shows the expected significant
positive response to expected excess returns in the total industry result and for both auto
lines. Evidence of price elasticity of demand was weak or absent.

From their analysis Doherty and Kang showed that the cycle appears to have resulted
from the market’s continuing attempts to clear. This supports the view that the cycle 1s
evidence of a rational economic response to prevailing economic circumstances.
However, this explanation stands 1n contrast to the traditional professional explanation

that the cycle 1s a disequilibrium phcnomenon which reveals the mnability of the market

to converge on its clearing prices.
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3.4 Capacity constrained theory

A third explanation focuses on external shocks to the value of the 1nsurer’s equity and
therefore to its underwriting capacity. These models sometimes are called “capacity
constrained” models. | -

Berger (1988) develops a model 1n which 1nsurance capacity depends on the current level
of cquity that, through retained earnings, 1s determined largely by pricing decisions made
in the previous pertod. The model developed excludes any constderation of expenses,
taxes, Investment income, Interaction with the capital market, or ratemaking
methodology; rather, the hypothesis 1s that the dynamics of the cycle derive from the fact
that profits feed back into surplus with a lag. In order to derive Venezian’s second order
autoregressive cquation in profits, Berger assumed two one-year lags in the structure of
the 1nsurance business. First, the firm 1s assumed to set its underwriting policy for the
upcoming year on the basis of end-of-year surplus. The more financially secure the firm
is, the more willing it will be to underwrite what would otherwise be considered marginal
risks. Secondly, the profit and loss results of the firm’s underwriting policy will also be
assumed to follow with a one-year lag. The unearned premium reserve was considered to
be a component of the firm’s initial capitalization.

The market for insurance was modeled by way of standard supply and demand analysis,
in which equilibrium price and quantity result from the intersection of market supply and
demand schedules. It was assumed that market supply 1s a function of prior period
surplus, since at any given price firms will be more willing to underwrite marginal risks

when surplus 1s high.
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Given this assumption, the resultant market price and quantity will also depend on prior
pertod surplus, since the position of the supply function will determine the intersection

S, and w, respectively represent market

t 7t

of the supply and demand functions. If P, ,Q

price, quantity, surplus and cconomic profits in period t, then: -
(Pt 1Qt) = f‘(St---l) (37)
[t 1s also assumed that profitability 1s a function of price and quantity 1n the prior pertod:

n, = 8Py, Q) = glfS..,)) = h(S.,) (3.8)

Since S, = w, + S, _,, cquation (2.8) implies

T, = h(h_l(nt_l) + ﬂ:-z) (3-9)

t

when h is invertible. This is a second order difference equation 1n profits.

When h is linear (h = aS + b), equation (3.9) becomes

~ (3.10)

This equation will generate a cycle when a < - 1/4, with a period of

211'/ cos” (1/ 2+/— a ) The value a = —1 yields a period of six years.
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The individual firm’s problem 1s to maximize the following objective function:

Max J(r, @) = PQ — C(Q) - ¢(Q, 8) (3.11)

where costs C(Q) satisfy C', C" > 0, and p(Q, S) is an increasing function of the

probability of ruin. This objective function simply embodies the trade-off which the firm
faces between the expected profits which may result from increased volume, versus the

increased probability of ruin which may also result. The function p(Q, S) is not the

probability of ruin, but 1s only the “dollar equivalent” of it.
The specification 1s essentially behavioral 1n nature; i.c., showing just how much the firm

values expected profits relattive to the possibility of bankruptcy. It 1s assumed that
oP/0Q > 0, 9p/8S < 0,and 8°p/0QOS < 0. This means that the probability of ruin

increases with volume, declines with surplus, and that the marginal increase in the

probability of ruin due to an increase in volume declines as surplus increases.

Differentiating the objective function with respect to Q, the first order condition is

(assuming price-taking firms):

P = C'(Q) + a@(Q: S) (3'12)

0Q

The marginal profit is P — C'(Q), which is positive since oP/0Q > 0. The term

0P/dQ is scen to represent the risk premium, and the condition 0°0/8Q8S < 0 means

that the nisk premium declines as surplus increases. The second order condition
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C"(Q) + Eizg/(:?Q2 > 0 1s always satisfied when ff??'P/@Q2 > 0, which is also be

assumed to be true. This assumption of a convex ruin function is justified by the
presence of selective underwriting 1n these markets, 1n that an increase in the quantity of
insurance sold requires a loosening of underwriting standards, and theréfore raises the
marginal increase in the probability of ruin due to an additional unit of business.
Equation (3.12) 1s the supply function of the firm, which aggregates to form the market
supply function. Equation (3.7) 1s the intersection of market supply with demand.

Recall agaig the usual “story” told about the cycle, that when profits are high firms
loosen underwriting standards and take on less desirable risks. However, whereas it 1s
often asserted that firms’ expectations (apparently incorrect) regarding the profitability of
the business leads to the cycle, in the model developed, it 1s the improved financial
position of firms, coinciding with increased profitability, which leads to the cycle. Since
profits over the cycle are zero, the market 1s 1n long run equilibrium, so that capital
movements which normally are of a long-term nature will not serve to mitigate the cycle.
Although historically short-term capital movements have not been a factor, future

institutional changes could allow this to become prevalent, resulting 1n the eventual

climination of the cycle.
Winter (1994), Gron (1992, 1994), and Cummins and Danzon (1992) show that, given

limited hability and costs to raising external capital, sudden shocks to 1nsurers’ habilities

can generate price and quantity effects such as those observed over the insurance cycle.
The “capacity constraint” theory posits that cycles are caused by impediments to capital
flows that result in alternating periods of excessive and imadequate capacity in the

industry.
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According to this scenarto, the underwriting cycle 1s most prominent on long-tail lines
(usually Liability lines) because forecasting horizons are longer and anticipated investment
income is more substantial for these lines.

By joining the interest rate and capacity constrained models, Doherty and Garven (1995)
provide a different empirical approach. Absent capacity cffects, interest rate changes
should produce changes 1n underwriting returns of the opposite sign. However, the
capacity effects of the same interest rate changes will affect insurers differently according
to the interest sensttivity of their asset and liability porttolios and according to
differences 1n their respective costs of raising new capital.

The first cross-scectional difference can be measured by asset and hability durations and
the second difference by organizational factors such as ownership structure, size,
whether public or privately traded, and so on.

Since evidence for the insurance cycle 1s usually presented as a time scries for
underwriting returns, Doherty and Garven .use the expected underwriting return in order
to check the sensitivity of underwriting returns to interest rate changes.

They show that the time series of underwriting returns could be explained simply from
the spot equilibrium prices required to deliver to the insurer a fair rate of return on
equity. By showing this, the notion that the cycle 1s a purely monetary phenomenon
would be evident. In order to test this hypothesis, Doherty and Garven estimate

cquation (3.13) by using generalized least squares (GLS).
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They use as an independent variable the average scttlement delay, k, times the weighted

average of monthly spot Treasury-bill rates (rather than daily rates that were unavailable

over the entire period of their analysis, 1939-1988).

r = o +a1(kr&)+e

ut {)

(3.13)

t

The estimated slope coetficient exceeds negative unity and that 1s consistent with the

presence of capacity constraints. However, the interpretation requires some caution since
the data available for estimating the average settlement delay, k, were not 1deal.

In order to establish further evidence of the capacity constraints, the authors include a

squared term, (krf )2. The incluston of the squared term was made in order to predict the

different (asymmetric) responses to rising and falling interest rates. Responses to rising
and falling interest rates are unlikely to be symmetric. As interest rates rise and bond
prices fall, insurers are faced with the question of whether to float new equity. Ratsing
new equity involves explicit transaction costs (e.g., underwriting fees) as well as the
adverse selection costs arising from information asymmetry between insurance
management and external investors. Similar transaction costs arise if the insurer responds
not by raising equity but by increasing its ceded reinsurance.

[f the insurer finds itself under-leveraged due to a fall in interest rates, 1t 1s less costly to
adjust to its desired capital structure. The distribution of equity through dividends is less
costly than the raising of new issues. Similarly, the reduction in the net value of
reinsurance ceded is likely to be less costly than an increase. The extreme case of

asymmetry 1s the case of mutuals where the cost of raising capital 1n the short run (Le. |
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above immediate earnings) 1s, theoretically, infinite. However, the mutual 1s perfectly free
to distribute equity to its policyholders whenever it sees fit to do so.

Thus, this asymmetry can be detected by including the aforementioned squared term as
follows: -

2

L, = O, * f3‘1(1{1':’:) + 0‘z(krﬁ) T E (3-14)

ut t

where o, < Oanda, > 0. The results show evidence of this predicted asymmetry,

with underwriting profit being significantly more responsive to falling rates than to rising

rates.

To provide a more rigorous test the authors turn to individual firm data 1n order to sece
whether cross-sectional differences in the responses of different firms to changing
interest rates correlate with differences in equity duration and access to external capital.
A two-pass regression procedure was adopted. In the first pass, the GLS regression

described by the following equatton was estimated for each of the firms in the sample:

r. = o, + ocli(kr&) + €, (3.15)

ujt )

where r 1s the period t underwriting return for firm j, and the term kr, corresponds to

the period t product of the average settlement delay and the annualized weighted average
of monthly returns on 1-year Treasury bills 1n the year surrounding time t.

In the absence of capacity constraints, the o, coefficients in the first pass should not

differ significantly from negative unity.
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With differences in duration and differences in access to capital and reinsurance matkets,

however, there should be cross-sectional variation in the o, coeffictents. Accordingly,
the parameter estimates o;; were then used in a second-pass OLS regression in order to
test for cross-sectional differences in the responsiveness of o, to a number of firm-

spcciﬁc variables.

The second-pass equation was specified in the following manner:

ay = By T Zﬁiixii T o0
where

X, = SIZE, natural logarithm of firm j’s size, measured in terms of
admitted assets:

X, = QDUR, mean value of equity duration for firm ; during the period
1980-86;

X, = REINS, the slope cocfﬁcienf determined from the OLS regression of
the reinsurance vartable against returns on 1-year Treasury
bills;

X, = PUBLIC 1 1f firm j or its parent 1s a publicly traded stock corporation,
or 0 otherwise;

XN, = PRIVATE. 11t firm j or its parent is a privately held stock corporation, 0
otherwise;

X, = GROUP 1 1f firm j is an insurance group, 0 otherwisc;

X, = GROUPRE, the product of GROUP. and REINS..
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The results of the cross-sectional tests support the model. The model predicts that those
firms for which changes in capital structure are most costly will exhibit greatest difficulty
in adjusting to equilibrium prices following changes 1n interest rates. Firms with high
cquity duration and more costly access to reinsurance and capital markets will show the
greatest fricttonal disturbances in their insurance prices following a change in interest
rates.

Overall, the time-series analysts that the authors employ confirms that cycles do seem to
be dampened from the equilibrium path, which points to the presence of capacity
constraints. Asymmetric responses to rising and falling interest rates provide further
support for the presence of capacity constraints. The cross-sectional analysis revealed
that price disturbances are more pronounced in those firms for which leverage
adjustments are most costly. Spectfically, firms with more costly access to new equity, ot
with less flexible access to reinsurance markets, show more evidence of frictions in
responding to changing capital market chaﬁgcs. These results support the general class of
capacity constrained models of insurance cycles.

Grace and Hotchkiss (1995) provide evidence of a long-run link between the general
economy and the insurance underwriting cycle as measured by the combined ratio. Time
series methods are employed to examine the property-liability insurance industry to
determine effects on the insurance cycle of external factors such as shocks to real
income, mnflation, and the short-term 1nterest rate.

By using cointegration techniques, they estimate the long-run relationship between the
general economy as measured by real gross domestic product, the short-term interest

rate, and inflation on the underwriting cycle. To test the theory that the combined ratio
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(the sum of the ratio of expenses before taxes to premiums written and the ratio of
losses and loss adjustment expenses to premiums earned) 1s tied to the general business
cycle in the long run, they test whether the combined ratio and real gross domestic
product are cointegrated. Finding that the real gross domestic period and the combined
ratio are cointegrated would suggest that (economic) factors are at work tying the
movement of the combined ratio cycle to a more wide-ranging national business cycle.

Cointegration as an indicator of long-run relationships was introduced by Granger and
Weiss (1983) and has been used extensively to examine a vartety of relationships. In
otder to determine whether cconomic series are cointegrated, each series must be

stationary. A sertes X 1s said to be integrated of order one, I(1), if 1t 1s stationary in 1ts

first difference. By using the Augmented Dickey-Fuller (ADF) test, Grace and Hotchkiss
determine whether the sertes are cointegrated. The results from cointegrating regressions
between the combined ratio and each of the other three series (real GDP, short-term
interest rate, and Consumer Price Index) indicate that the combined ratio 1s cointegrated
with each of the other series as well as all four series being cointegrated. Consequently, in
the long run, the real gross domestic product, the combined r:;tio, the short-term interest
rate, and the consumer price index to be tied together as there exist forces that tic the
movement of the combined ratio with the movement of the nattonal business cycle, the
movement of short-term 1nterest rates, and the movement of prices. This determination
of cointegration indicates that an equilibrium relationship exists between the four series
and that a more structured model should take the form of an error-correction model to

account for this equilibrium relationship.
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Grace and Hotchkiss use vector autoregression to allow the data to determine the
dynamic structurc of the relationship. The resulting vector autoregression specification

took the form of an error-correction model:

Y, = FY_ + Om_, + Gt . (3.17)

t t—

where m, 1s the cointegrating regression residual, which controls for the pertinent

information regarding the ability of the series to achieve long-run equilibrium.
The estimated parameters showed a number of important relationships. The majority of
the non-lagged regression parameters were not significant since most of the behavior

secmed to be explained by past behavior. The coefficient of the error-correction term

(m_ ) represents the short-run dynamic behavior of the dependant variable. Taken

together, the error-correction term’s coefficients imply that the combined ratio, the
short-term interest rate, and the consumet price index all respond in the short run to
changes in the long-run relationship described 1n the cointegration regression, while real
oross domestic product does not. However, due to the fact that the vector
autorcgression estimates are often difficult to interpret, the authors turned to impulse
response functions to describe the behavior of the system.

The impulse response function is used to simulate the impact of a shock to one of the
series on the outcome of the other sertes included in the vector autoregresston. The
response was measured in terms of combined ratio standard deviations. Grace and

Hotchkiss find that a shock to the real gross domestic product of one standard deviation

initially causes the combined ratio to decline and then to increase before eventually dying
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out. Shocks to the short-term interest rate and the consumer price index increase the
combined ratio, whose response remained positive before dying out.

These responses of the combined ratio to shocks 1n external factors have a number of
interpretations. First, there 1s a pure income effect when real gross domestic product
experiences a shock. A positive shock to real gross domestic product 1s interpreted as an
increase 1n total income, leading to increased demand for all normal goods, thus
increasing the revenue and profits 1n the property-liability industry. Second, since 1n a
competitive market insurance premiums will reflect discounted expected losses, there 1s a
direct and positive relationship between the competitively determined combined ratio
and the interest rate. This 1s consistent with theory and empiricism (Cummins,
Harrington and Klein, 1992).

Finally, the response of the combined ratio to a shock in the consumer price index
illustrates a number of possible effects. First, there 1s the direct effect of an increase on
claim costs once policies are sold. Second, an increase in prices of other goods competes
with 1nsurance for expenditures. It 1s likely that the inflationary impact on claims
cxpenses dominates the etfect of increasing prices of other goods as the short-run
demand for insurance is relatively price inelastic. The negative impact of a positive shock
implies that the income effect dominates the substitution effect when the price of other

goods increases.
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3.5 Methodology and econometric considerations

The time sertes of the economic data will recetve a great deal of attention, particularly in
regard to the stationarity of the data. A varable 1s said to be stationary 1f its mean and

variance are constant over time and its covariance are functions only of-the lag length

and not of time alone. More mathematically, the sequence Y, t = 1,2,... is stationary if
E(Yt) = W, var(Yt), and cov(Yt, Yt—s) = o, fors = 1.

We say that a series 1s integrated of order k if it needs to be differenced k times to

become stationary. Thus, if a variable Y, requires differencing once in order to achieve

stationarity, then Y, is intergrated of order one, which is denoted Y, ~ I(1). The first

t

difference of Y,, denoted AY

|

Y - Y

t—12?2

1s therefore stationary and we may write

AY ~ I(0). The process Y, is then said to contain a unit root.

The most popular empirical test to detect the presence of non-stationarity i a time series

is the Dickey-Fuller (DF) test. This 1s a test of the hypothesis § = 0 against the

alternative B < 0 1n the equation

+ u (3.18)

t—1 t

where u_ is a stationary random disturbance. Clearly, 1f B = 0, then AY, = u,, which

1s stationary, and hence Y,  ~ I(1). If B > 0, the process Y, is explosive, but B < 0

(

ensures that Y, ~ 1(0), since Y, = (1 + [S)Yt_1 + u, and (1 + 8) < 1 in this case.

The statistic used for testing the null hypothesis H, : § = 0 against the alternative
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H, : § < 0 1n equation (3.18) 1s the ratio t = B/G(ﬁ), where U(B) denotes the

standard error of . Because Y, 1s non-stationary under the null hypothesis, this statistic

no longer has the conventional t-distribution, and so the critical values derived by IFuller
(1976) must be used. The DF test can also be conducted with a constant term and a time
trend 1n equatton (3.18), which in turn constitutes a different set of critical values. The
augmented Dickey-Fuller (ADF) test includes lagged dependent variables 1in equation
(3.18) 1n order to “whiten” the residuals and 1s also based on the usual t-statistic using
the appropgiatc critical values in Fuller (1976).

An important concept that arises from the modeling of integrated time sertes 1s that of

co-integration. Consider a vector X of n random variables, each of which has been
found to be I{k). These variables are said to be cointegrated if a lincar combination of
these variables is integrated of a lower order than k, that is, if «'X; ~ I(k — b), where

b = 1. The n-vector o i1s known as the cointegrating vector and provides information

about the stable (long-term) relationship between the non-stationaty elements of X . In

empirical investigations many economic time series have been found to be 1(1), and so
tests for co-integration focus on whether there exists a linear combination of the
variables which is I(0) (stationary).

The results of the unit root testing for each coverage line are presented in Table 3.1. The

Bayesian information criterta were used to determine the order of each equation. The
results of the unit root tests partitton the general insurance industry into two

components - stationary and non-stationary.
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Table 3.1
Augmented Dickey-Fuller Unit Root Tests

for 8 lines of General Insurance

Stationary variables t-value N Lags
" Accident 3.2235 17 Level )

Marine -60.0415 17 Level
Miscellaneous -17.9140 17 Level
Third party -3.9273 17 Level
Transport -10.2794 17 Level
Sector -4.1563 17 Level
Non-stationary variables t-value N Lags
Aviation -4.3995 17 1
Motor -3.6298 17 ]
Property -4.6360 17 1

The test and analysis of UK underwriting cycle 1s performed 1n two stages. First, tests are
performed to determine whether the underwriting cycle exists in UK and in different
lines of business. In the second stage, we analyze the relationship between premium
changes and market/institutional features of the country and the relationship between
cycle period lengths and these same features.

The first stage consists of estimating equation (3.1) using the annual aggregate and by-
line underwriting profit margins as the dependent variables. The equations are estimated
using ordinaty least squares. The fitted line measures the long-term equilibrium path that

exists between the variables. The deviations from the line (error terms) represent the

short-term movements about equilibrium. Further, a linear trend variable t will be added
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to equation (3.1) to control for the downward trend 1n expenses over time. However, as
in Cummins and Outreville (1987), the resulting coefficient of this trend variable will not
be discussed because 1t 1s just a control variable. The time frame of the test will be from
1980 to 1998, as permitted by data availability.
The strength of this model 1s that 1t can provide a simple yet formal way to identify the
underwriting cycle. A caveat to this model is that it can also be applied under the
assumptions of the Venezian-type hypothesis. Therefore, significant results obtained
from this model can only prove the existence of a cyclical behaviour. The causes of the
behaviour cannot be distinguished. The period of the cycle, if a cycle 1s observed, 1s
estimated from equation (3.2). Independent regressions are run for each line of business
for which data are available.

After establishing the presence of underwriting cycles in the market, we investigate the
causes of the underwriting cycle under the rational cxpectations/institutional
intervention hypothesis. We examine the relationship between premium changes and the
variables associated with this hypothests (Lamm-Tennant and Weiss, 1997).
Underwriting cycles in the United States have been associated with wide swings in
insurance prices or premiums from year to year. If losses really are exogeneous, then the
manifestation of the underwriting cycle would be linked directly to premiums such that
the vartables hypothesized to determine underwriting cycles will act directly through
premium changes. In fact, previous research on underwriting cycles attempts to
determine whether cost-related factors can explain premium changes (e.g. Cummins,
Harrington, and Klein, 1992). For example, premiums are affected by discount rates

since discounted expected losses are incorporated in the premium. Premiums will be
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directly affected also by the cost (and supply) of capital, while data used to determine
premiums (specifically expected losses) incorporate directly any lags attributable to
regulation, data collection, and accrual accounting (1.e., the smoothing of ecarned
premiums and incurred losses over adjacent years). As such, a pooled crosg-section time

series will be estimated.

The specification of the generalized least squares (GLS) equation 1s as follows:

AP, = o + B,ALoss,, + p,Aloss,, + P;ALoss,, + ¢

t

(3.19)

where

AP : In(Premiums written) — In(Premiums written), _.

ALoss, : In(Claims paid),, — In(Claims paid), ,
ALoss, ,: ln(Claims paid)t_2 - ln(Claims pajd)t_3
ALoss, : In(Claims paid), , — In(Claims paid), _,

e : a1 random error term

All 1n all; equations (3.17), (3.18), and (3.19) will be estimated for the general mnsurance
industry as a whole. The by-line results of each sector will also be estimated as they are

essentially more meaningtul and desirable (Lamm-Tennant and Wetss, 1997).
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3.6 Empirical results

Table 3.2 summarises the cycle periods for UK general insurance business and five major
lines. The cycle periods estimated from the underwriting profits ranges from 4.1082 years
for the third party hability lines to 5.1295 years for the accident & health lines. In general,

the results suggest that the underwrniting cycles are present in all lines.

Table 3.2
Cycle periods by line of insurance, 1980 through 1998

Line 4 2,  al + 4a,  Period R-Bar-squared

Sector 11770  -0.7414 -1.5803 48694  0.69371
(5.5819)  (-3.3864)

Accident & Health 0.8741 -0.5051 -1.2563 5.1295 0.41718
(3.3623) (-1.9664)

Marine 1.4447 -0.7470 -0.9007 4.2113 0.83802
(7.1634)  (-3.6742)

Miscellancous 1.1791 -0.6318 -1.1370 4.6304 0.62393
(4.7256)  (-2.4065)

Third party 1.1274 04319  -0.4567 4.1082 0.61406
(4.0864)  (-1.5369)

Transport 1.3247 -0.7093 -1.0822 4.4359 0.73540

(5.6586)  (-2.6935)

To examine the causes of the underwrting cycle under the rational
expectations/institutional intervention hypothesis, we petformed the tests for the sector
and tor all lines separately. Table 3.3 presents the results of the generalized least squares
regression analysis of equation (3.19) for years 1980 through 1998. The results are based
on overall premium changes for the UK market and for the five lines of business. These
lines were included in the analysis so that we can investigate whether the independent

variables affect the premium changes of different lines differently.
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Table 3.3

Results of the Generalized Least Squares Regression Analysis

Variable Expected Sector Accident  Marine Misc Third Transport
sign party
Intercept N.A. -0.1447 -0.2102 -0.1653  -0.19613 -0.0306 -0.077972
(-7.7579) (-7.0337) (-4.5461)  (-3.2135)  (-0.44083) (-3.2782)
AL oss . + 0.4048 0.3575 0.1121 -0.02006 0.1588 0.15849
(2.290-4) (2.2969) (0.70233)  (-0.1024)  (0.62685) (1.1120)
ALOSSlt + -0.2118 0.0529 0.0341 -0.00215 -0.2688 0.086289
(-0.93153) (0.29964) (0.16211)  (-0.0108)  (-0.86270) (0.42497)
Al oss . + 0.2349 -0.0216 0.6959 0.07920 -0.4802 0.27102
(1.4332) (-0.11855) (3.6712)  (0.440616)  (-1.5610) (1.4137)
R-bar 0.3557 0.4669 0.6007 0.28547 0.3063 0.23196
squared

The results reported 1n Table 3.3 show that changes 1n the overall premium level are
significantly related to the changes in one-year lagged losses. Stmilatly, the changes in the
premiums of the Accident & Health business are significantly related to the changes of
one-year lagged losses, while changes 1in the Marine premiums arc only significantly
related to the three-year lagged losses. The explanatory power of the model for the
agoregate premiums 1s about thirty five percent and for the by-line premiums ranges
from twenty five percent to sixty percent.

Generally, the results of our study are rather different from the results of Lamm-Tennant

and Weiss (1997). For example, varables like changes in the one- and two-year lagged
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losses are significant 1n their study but are generally less so in our study. We use the

undenwriting profits from the UK general business to verify the correctness of the length
of the cycle period calculated. Figure 3.1 plots the trend of the undenwriting profits of
the UK general insurance mndustry from 1980 to 1998. The cycles are 1980._to 1985, 1986
to 1991, and 1992 to 1996 respectively, which gives a cycle length of 5 years. This is very
consistent with the cycle period of 4.8694 calculated for the market using equations (3.1)
and (3.2). This proves that the methodology proposed by Cummins and Outreville

(1987) to determine the existence of the cycle and cycle period 1s fairly accurate and

acceptable.
Figure 2.1
Underwnting Profits of General Insurance Industry
1980 through 1998
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Among the five major lines tested 1n UK, all of them exhibit a cycle (Table 3.3). The

cycle length 1s very similar to that of the overall insurance business and ranges between
4.1082 years (for Third Party Liability line) and 5.1295 years (for Accident & Health line).

The explanatory power of the model based on the aggregate sector data and the

103



individual lines 1s good. The R-squared ranges from 0.417 for Accident & Health to

0.735 for Transpott.

3.7 Conclusions ]

The main objective of this study is to investigate the presence and causes of the
underwriting cycle in the United Kingdom and reveals several interesting tindings.

First, the results of the second-order autoregressive model largely support the existence
of the underwriting cycle in the UK because underwriting cycles are found in the
agorepate sector and all the lines that were tested.

Second, the analysis of premium changes provides some support for the rational
expectations/institutional intervention hypothesis although 1t 1s not able to gather
enough cvidence for the hypothesis that composite data collection, regulatory, policy
renewal and accounting lags (Cummins and Outreville, 1987) have caused the
underwriting cycle.

Third, the results generally differ from those found for the developed countries by
Lamm-Tennant and Weiss (1997). This could be due partly to the fact that economic
developments in these countries are different from the UK. It could also be due partly to
the different level of regulatory control prevailing in these countries.

As UK is deemed to continue as the largest insurance and reinsurance financial centre,
our findings pertaining to the underwriting cycle in UK would be usetful to the extsting
insurers as well as those seeking to invest in the UK insurance market. One of the

important findings from this study for the existing insurers and prospective entrants is

that although the underwriting cycle does exist 1n the UK, the causes of it are different
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from those found in other countries. Therefore, they should take into account the
differences when they enact measures to circumvent the detrimental effects of the
underwriting cycle 1n the UK.

One of the shortcomings of this study is that, due to the lack of data and information,
the analysis of premmum changes i1s not able to provide support for the hypothesis that
the underwriting cycle 1s caused by the institutional lags as advocated by Cummins and
Outreville (1987). Further, since only five lines of the 1nsurance industry are included 1n
this study, future research can extend the underwriting cycle test and analysis of premium
changes to more lines when data are available. The cycle length of each line could be
further analysed by using the cycle period analysis model proposed by Lamm-Tennant
and Weiss (1997). Future research 1n this area could be particularly interesting 1f there are

differences 1n the institutional structure and regulatory oversight of the industry in the

UK.
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CHAPTER 4

COST OF CAPITAL AND CREDIT RISK

IN THE INSURANCE INDUSTRY
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4.1 Introduction

Over the past decade, financial institutions have developed and tmplemented a vartety of
sophisticated models 1n order to capture the market risk in thetr transactions. Much more
recently, important steps were taken towards the modelling of credit risk faced by these
institutions. Many Institutions have applied the tools of financial engincering to the
problems of credit risk management. New and powerful techniques have been developed
to estimate the credit exposures of individual financial transactions and of entire
portfolios, to incorporate credit risk into the pricing of different mstruments, and to
manage credit risk efficiently by separating it from other risks and selectively transferring
it to other 1nstitutions.

Historically, credit risk analysis 1s an expert system that relies, above all, on the subjective
judgement of trained professionals. However, the detection of company operating and
financial difficulties 1s a subject which has been particularly susceptible to financial ratio
analysis. Traditional credit scoring systems can be found in virtually all types of credit
analysis. The idea is essentially the same: pre-tdentify certain key factors that determine
the probability of default and combine or weight them into a quantitative score. In some
cases, the score can be used as a classification system: 1t places a potential borrower into
cither a good or a bad group, based on a score and a cut-oft point.

Tools from statistics and operattons research, such as survival analysis, neural networks,

mathematical programming, deterministic and probabilistic simulation, and game theory,
have all contributed to the progress in credit risk measurement. Financial and option

pricing theories have been extensively used 1n the construction of appropriate models.
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The ability to classify and identify financial distress 1s important to regulators, legislators,
sharcholders, auditors, and even the general public. Morcover, insolvency prediction and
credit risk models can help in 1dentifying whether a company 1s 1n danger of failing and
can also help auditors and regulators decide whether the company 1s a “going concern”.
Classic credit analysis, a system carefully nurtured by banks over many years and at great
expense, provides a model that non-bank financial institutions continue to emulate. To
that extent, fund managers and insurance companies that lack core credit skills turn to
bankers to supply the missing expertise. Moreover, insurance regulators, following the
path of bank"ng regulation, have established certain risk-based capital (RBC) standards in
order to provide a cushion against unexpected increases in liabilities and decreases in the
value of assets.

Credit risk models are important today because they provide the deciston maker with
insight or knowledge that would not otherwise be readily apparent or that could be
marshaled only at prohibitive cost. In a marketplace where margins are fast disappearing
and the pressure to lower costs 1s unrelenting, models give their users a competitive edge.
In any large financial institution that has a wide variety of exposures, operates in many
geographic reglons, and has a large and varied workforce, quantitative models can 1nject a
useful degree of objectivity. Moreover, credit risk models are also used to assist in
releasing the value of financial assets that would otherwise be hidden from equity
investors. Since structured finance products reallocate credit risk in such a way that the

subordinated pieces offer a combination of equity risk and equity return, credit risk

models may be used 1n the stratification or construction of such portfolios.
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4,2 Early credit risk research

In recent decades, a number of objective, quantitative systems for scoring credits have
been developed. In univariate accounting-based credit-scoring systems, the credit analyst
compares various key accounting ratios. The univariate approach enables an analyst
starting an inquiry to determine whether a particular ratio differs markedly from the
norm for its industry. In reality, however, the unsatisfactory level of one ratio 1s
frequently mitigated by the strength of some other measure. A firm, for example, may
have a poor profitability ratio but an above-average liquidity ratio. Another limitation of
the univariate approach 1s the difficulty of making trade-otffs between such weak and
strong ratlos.

Although univariate models are still in use today in many institutions, most academics
and an increasing number of practitioners seem to disapprove of ratio analysis as a
means of assessing the performance of a business enterprise. Many respected theorists

downgrade the arbitrary rules of thumb (such as company ratio comparisons) that are
widely used by practitioners and favour instead the application of more rigorous
statistical techniques. In some respects, however, these latter techniques should be
viewed as a refinement of traditional ratio analysis rather than as a radical departure from
it.

One of the classic studies of ratio analysts and bankruptcy was performed by Beaver
(1967). Beaver found that a number of indicators could disctiminate between matched
samples of failed and non-failed firms for as long as five years prior to failure. In a

subsequent study, Deakin (1972) utilised the same 14 variables that Beaver analysed but

applied them within a sertes of multivariate discriminant models. Although Deakin
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achieved a high classification accuracy 1n the development sample (more than 95 percent
for the first three years prior to failure) there was substantial deterioration in the
classification accuracy 1n the hold-out sa'mplc onc year prior. The significance of this
finding 1s that 1t 15 premature to conclude from test results from a development sample
that a valid empirical relationship has been detected.

In general) ratios measuring profitability, liquidity, and solvency appeared to be the most
significant indicators 1n univariate studies. The order of their importance was unclear,
however, because almost every study cited a different ratio as the most effective indicator
of impending problems. An appropriate extension of the univariate studtes, was to build
upon the findings by combining several measures into a meaningful predictive model.
Altman’s Z-score model was a multivariate approach built on the values of both ratio-
level and categorical univariate measures (Altman, 1968). These values are combined and
welghted to produce a measure (a credit risk score) that best discriminates between firms
that fail and those that do not. Such a measure 1s possible because failing firms exhibit
rattos and financial trends that are very different from those of companies that are

financially sound.

The Z-score model was constructed using multiple discriminant analysis (MDA), a
multivariate technique that analyses a set of variables to maximise the between-group
variance while minimising the within-group vartance. This 1s typically a sequential
process 1n which the analyst includes or excludes variables based on various statistical
criteria. It should be noted that if the groups are not very ditferent at the univanate level,

a multivariate model will not be able to add much discriminatory power.
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Discriminant analysis provides a procedure for assigning sample cases to predetermined
populations and then determining the accuracy of the classification procedure. Assuming
that the status of a firm 1s a function of multivariate normal variables allows tests for
significance between group mean-profiles. Additionally, if the variances of the financial
variables of the distressed firms equal the variances of the financial variables of the
solvent firms, and 1if the covariances between the financial variables of both groups are
also equal, a linear classification model 1s optimal.

When discriminant analysis 1s used to classify companies into groups, correct
classification may be due to three different factors:

1. Real differences between groups;

2. Sampling errors; and

3. Intensive search for the variables that give the best results for the sample used.

The objective of validating the discriminant model 1s to determine that the results are
duec to real differences between group means. Initially a discriminant function is
constructed which combines a set of variables 1n such a manner as to maximise the

differences between two group means, and that minimises the likelthood of

misclassification. The original discriminant functton 1s:

Z = VX, + V,X, + ..+ VX (4.1)

n N

where V., V,,..., V. are the discriminant coefficients and X,, X,,.., X, are the

n n
independent variables.

To arrive at a final profile of variables, the following procedures are utilised:
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(a) Observation of the statistical significance of various alternative functions, including
determination of the relative contributions of each independent variable;

(b) Evaluation of inter-correlations among the relevant variables;

(c) Observation of the predictive accuracy of the various profiles; and -

(d) Judgement of the analyst.

From the original list of 22 variables, the final Z-score model chosen was the following

5-variable model:

Z = 12X, + 14X, + 3.3X, + 0.0X, + 0.999X, (4.2)

where
< = Working Capital
o Total Assets
v - Retained Earnings
e Total Assets
< = Earnings before interest and Taxes
o Total Assets ’
X, = - 1\_-'Iarket value of e‘qui-t?f‘ and

Book value of total liabilities

Total Assets

The Z-score model’s overall classification accuracy was 95 percent one year before
bankruptcy on the development sample, and 82 percent two years before. Classification
accuracy 1s one of the outputs examined in ascertaining whether a model will perform
well 1n practice. This accuracy 1s expressed as Type I error (the accuracy with which the

model identified failed firms as weak) and Type II error (the accuracy with which the
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model 1dentified healthy firms as such). Overall accuracy 1s a combination of Type I and
Type II errors. Generally, Type I error 1s viewed as more important than Type II error,
because the mability to identify a failing company will cost far more than the opportunity
cost of rejecting a healthy company as a potential failure. .

Because the results based on the development sample suffer from sample bias, secondary
sample testing is extremely important. One type of testing 1s to estimate parameters for
the model using only a subset of the original sample and then classify the remainder of
the sample based on the parameters established. A simple t-test 1s then applied to test the
significance of the results. Five different replications of the suggested method of
choosing subsets (16 firms) of the original sample were tested. The five replications
include:

(2) Random sampling;

(b) Choosing every other firm, starting with the first firm;

(c) The same test, but starting with the second firm;

(d) Choosing firms 1 through 16; and

(e) Choosing firms 17 through 32.

All the results showed that the discrimination function was statistically significant.
Additional tests using secondary samples (completely independent of the development
sample) were performed. Type II errors ranged from 15 to 20 percent 1n the secondary
samples.

In order to‘scorc privately held companies, Altman (1993) revised the original Z-score

model by substituting book value for market value when calculating the ratio X,. He

arrived at the following Z'-score model:
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7' = 0.717X, + 0.847X, + 3.107X, + 0.420X, + 0.998X, (4.3)

The univariate F-test for the book value of X, 1s lower than the level of the market

value, but the scaled vector results show that the revised book value measure was still the

third most important contributor. Indeed, the order of importance (r.e., X,,X,,X,,X

5 4

and X.) was retained 1n the private firm model.

In 1977, Altman, Haldeman, and Narayanan (1977) presented a second-generation model
with several enhancements to the original Z-score approach. Their purpose was to
construct a measurce that explicitly reflected recent developments involving business
fatlure. Because the average size of bankrupt firms has increased dramatically, the new
study focused on larger firms, with an average of $100 million 1n assets two years prior to
farllure. In addition, the new study reflected the most recent changes in financial
reporting standards and accepted accounting practices. It also incorporated refinements
in discriminant statistical techniques.

The new model, which was named ZETA, was effective 1n classifying bankrupt
companies up to five years prior to failure, with over 90 percent accuracy one year prior
and over 70 percent accuracy up to five years prior to failure. The inclusion of retailing
firms 1n the same model as manufacturers did not appear to affect the results negatively.
Twenty seven variables were sclected for inclusion 1n the analysis, based on their
widespread use 1in credit analysis. The variables were classified as measures of
profitability, coverage and other earnings relative to leverage, hiquidity, capitalisation

ratios, earnings variability, and miscellaneous.

114



The model not only classified the test sample well but also proved the most reliable in

vartous validation procedures. These are its seven variables:

3

>

Y

A4

A\

Return on assets, measured by earnings before interest and taxes / total assets.
Stability of earnings, indicated by a normalised measure of the standard error of

estimate around a 5- to 10-year trend 1n X,.

Debt scrvice, measured by the familiar interest coverage ratio, that is, earnings before
interest and taxes / total interest payments.

Cumulative profitability, measured by the firm’s retained earnings (balance sheet /
total assets).

Liquidity, measured by the familiar current ratio.
Capitalisation, measured by common equity / total capital.

Size, measured by the logarithm of the firm’s total assets.

When ZETA was developed, the ratios that were included 1n the model were carefully

chosen as ones that would not be expected to change over time. With respect to their

ability to identify distressed companies, table 4.1 shows the means and IF ratios of the

model variables 1n the development sample, and the same ratios for 480 bankruptcies

over the pertod 1981-1993 compared with randomly paired companies that did not fail.
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Table 4.1
ZETA Ratio Statistics

Development Sample (1977) and 1981-1993 Sample

1977 data ~ 1981-1993 data
Non- Non-
Bankrupt bankrupt Bankrupt  bankrupt
oroup group group group
Variable mean mean  F ratio mean mean I ratio
Returnonassets  -0.0055  0.1117 543  -0.08223  0.09253  316.36
Stability of earnings 1.6870 5.7840 33.8 0.88471 3.83302  247.28
Debt service 0.9625 1.1620 26.1 0.872061 1.09928 156.72
Cumulative
profitability -0.0006 0.2935 114.6  -0.21484 0.21139  559.55
Liquidity 1.5757 2.6040 38.2 1.13783 2.20532  190.48
Capitalisation 0.4003 0.6210 31.0 0.47803 0.58502 44.69

Size 1.9854 2.2220 5.5 1.63024 2.01598 40.07

" Source: ZETA Services, Inc.

It 1s seen that the rattos continue to demonstrate consistency and contrast between failed
firms and non-failed firms. The ratio means are of the same order of magnitude, and the
IF ratio continues to be statistically significant at the 0.001 level for all of the variables. F

rattos 1n the latter period are much higher, which reflects the much greater sample size

(480 vs. 53 1n 1977).
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4.3 Credit risk research in the insurance area

Early studies on financial distress in the property-hability industry lacked methodological
and statistical verification and were mostly descriptive (Denenberg, 1967; Evans, 19068;
Nelson, 1971). Also, Kenny’s (1967) tests, such as the surplus ratio (2 for41” rule) and
other measures of performance, were criticised as “rules of thumb”.

Following the path of studies in the other types of corporations, a number of empirical
studies have compared statistical models that use insurers’ financial data to predict
insolvencies in the property-hability insurance industry.

Trieschmann and Pinches (1973), using MDA, performed the first study on predicting
financially distressed property-liability insurers. In the case of property-liability msurance
firms, the objective is to classify them by using a set of reasonably independent financial
variables into groups called distressed and solvent. In their study, discriminant analysis
was employed to classify property-liability insurance firms into one of two groups —
distress or solvent — based on their financial characteristics. In this study, the
discriminant model identified that the variables which discriminate and identify the

insurance firms with a high potential for financial distress were:

» The Agents Balances / Total Assets ratio

> The Stocks-Cost (preferred and common) / Stocks-Market (preferred and common)

ratio

The Bonds-Cost / Bonds-Matket ratio

\ 74

> The Loss Adjustment Expenses Paid + Underwriting Expenses Paid / Net

Premiums Written ratio

The Combined ratio

N/
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> The Premiums Written Direct / Surplus ratio

In order to determine the relative contribution of each variable to the final multivariate
model, they adjusted the discrminant coefficients for differences in the units of measure
of the original variables. This analysis showed that the Agents Balances / Total Assets
ratio was the most mmportant variable followed by the Premiums Written Direct /
Surplus ratio.

Pinches and Trieschmann (1974) used the same sample to examine the efficiency of
univariate versus multivariate financial ratio models for solvency surveillance. The MDA
outperformed the univariate models 1n 1dentifying financially distressed insurers. Cooley
(1975), using prior probabilities for populations of solvent and insolvent firms, as well as
the relattive muisclassification costs in prediction, found the mmpact of both to be
substantial.

In a subsequent study, Pinches and Trieschmann (1977) examined the impact of three
separate factors influencing classificatton results obtained from disctiminant analysts —
multivariate normality, equality of the variance/covariance matrices and misclassification
error rates — by using data from their previous study (1973). They also illustrated that
many different results are possible from the same MDA model. They examined the six
variables that found they discriminate and identify the insurance firms with a high
potential for financial distress for both univariate and multivariate normality. They found
that the distributions for five of the six variables employed were skewed to the right, and
all six of the variable distributions are leptokurtic (more peaked with higher tails than a
normal distribution). Since the data were not univariate normal, they obviously could not

be considered to be multivariate normal.
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Furthermore, in order to test for the equality of the variance/covariance matrices, a

y* statistic was employed. The conclusion was that the two dispersion matrices were not

cqual. The next step was to employ a quadratic classification procedure instead of the
linear rule. The result was that the linear rule did slightly better overall. The result was
that linear and quadratic rules could produce significantly different classification results
that are directly related to the differences in the dispersion matrices, the number of
predictor vari;tblcs, and the separation between the two groups.

Finally, 1n order to test for any classification error rates, they employed the jack-knife
procedure. The essence of this procedure 1s to omit cach observation sequentially,
calculate a classification function based on the remaining N — 1 observations, and then
classify the omitted observation. They found that the percentages for both the lincar and
the quadratic rule dropped, but the results from their previous analysis were also upward
biased, so the actual probability of misclassification should have been between
reclassification results and jack-knife results.

The Best’s ratings were also viewed as surrogates for degrees of insolvency. Harmelink
(1974) used MDA to predict the degree of insolvency among property-liability firms as
measured by a decline in Best’s policyholder’s ratings. After eliminating the highly
correlated variables and classifying the financial ratios 1into groups such as performance
ratios, debt-related ratios, asset-liquidity ratios and turnover ratios, he found that a
combination of seven variables was discriminating better than any larger set of variables.
The seven variables were:

1. Netincome to total assets

2. Combined loss and expense ratio
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3. Cash and investment assets to total liabilities

4. Net worth to net premtums earned

5. Total assets to net premiums earned

0. Investment income to total assets .

7. Organtzation type (stock or mutual)

The reported results indicated that multiple discriminant analysis was an effective
technique in predicting the event of interest, at least up to 4 years 1n advance of the event
(by the fifth year prior to the decline 1n rating, the results were no longer significant).
Ambrose and Seward (1988) incorporated Best’s general policyholder rating and financial
size rating with variables created from a firm’s readily available financial information. The
rating variables were then used to alter the prior probabilities of classification under
multivariate linear discriminant analysis. They found that the insolvency prediction
abilities of Best’s ratings and sets of financial ratios were statistically equivalent. Their
results validated the practice of evaluating insurer health using Best’s ratings. They also
found that the predictive ability could be improved by using a two-stage prior probability
approach. In the first stage, MDA analysis based on Best’s ratings 1s used in order to
determine the levels of Type I and II errors. In the second stage, these levels are used as
the prior probabilities of solvency when classifying the same sample on the basis of the
set of financial ratios.

However, a2 number of 1ssues need to be ratsed here. Most studies 1n the property-liability
industry have used MDA while 1gnoring its potential problems, which include violation

of the normal distribution assumptions on the variables, unequal covariance matrices,
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and the lack of a screening-out procedure for insignificant variables through significant
tests on the single-univariate coefficients (thus, standard t-tests of significance are not
applicable).

Moreover, the model 1s linear whereas the path to bankruptcy may be highly non-linear

(the relationship between the X.’s 1s likely to be non-linear as well). Second, the model is

essentially based on accounting ratios. In most countries, accounting data appear only at
discrete intervals (e.g., quarterly) and are generally based on historic or book wvalue
accounting principles. It 1s also questionable whether such models can pick up a firm
whose condiﬁon 1s rapidly detertorating (e.g., in the recent Asian crisis). Indeed, as the
world becomes more complex and competitive, the predictability of simple Z-score
models may worsen. A good example 1s Brazil. When fitted in the mid-1970’s the Z-
scorc model did a quite good job of predicting default even two or three years prior to
bankruptcy (Altman, Baidya, and Dias, 1977). However, more recently, even with low
inflation and greater economic stability, this type of model has performed less well as the
Brazilian economy has become more and mote open (Sanvicente and Bader, 19906).

The 1insurance regulatory information system (IRIS), developed by the National
Association of Insurance Commissioners (NAIC) during the 1970s, classifies insurers
with four or more of eleven financial ratios outside of spectfied ranges as priority firms
for immediate regulatory scrutiny. Thornton and Meador (1977) concluded that the IRIS
tests were not rcliable indicators for insolvency prediction. Hershbarger and Miller
(1986) used MDA to examune the ability of the IRIS ratios to discriminate between

sound, priority, and insolvent insurers. They concluded that the IRIS test includes a
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number of ratios that have very little ability to distinguish between solvent and insolvent
companices.

The NAIC also calculates a broader set of ratios known as the Financial Analysis and
Tracking System (IFAST) and recently adopted risk-based capital standards for both
property-liability and life insurers. This system consists of a series of ratios that are
multiplied by various balance sheet and income statement variables to compute risk-
based capital “charges” for the principal risks facing insurers. The sum of the charges,
reduced by a covarlance adjustment, equals the insurer’s risk-based capital. Grace,
Harrington, z;nd Klein (1993) find that, although the ratio of actual capital to RBC is
negatively and significantly related to the probability of subsequent failure, relatively few
companies that later fatled had ratios of actual capital to RBC within the NAIC’s ranges
for regulatory action. Cummins, Harrington, and Klein (1995) confirm that the predictive
accuracy of the RBC ratio 1s very low, even when the components of the ratio, rather
than the overall ratio, are used as prcdictoj:s. They have also reported that predictive
power can be significantly improved by adding controls for insurer size and
organizational form.

Eck (1982) employed a regression model in order to detect the financial distress of
insurance firms. The regression results pointed out that the fatled firm was characterised
by high commissions, salaries, and dividends, low underwriting expenditures, poor
receivables management, and underwriting losses. The test for the

relative importance of the variables that were used i1n the analysis, showed that the

combined ratio was the most important variable and the written premiums / net worth

ratio was the least important. This reinforces the idea that loss reserve should not be
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disregarded but that other financial factors (such as underwriting expenses and agents’
balances) should also be considered.

Harrington and Nelson (1986) employed another regression-based methodology to
detect firms 1n financial distress. The procedure was based on the notion that equilibrium
in the property-liability insurance market 1s likely to involve a tradeoff between the
amount of insurance written relative to surplus and the risk of insurer investment and
underwriting activities. If so, a systematic relationship 1s likely between premium-to-
surplus ratios and insurer asset mix, product mix, and other characteristics. If a
systematic relationship exists between premium-to-surplus ratios

and insurer operating and financial characteristics, insurers that deviate from the
estimated relationship may have higher or lower default probabilities than the average
firm with similar characteristics. The regression results showed a significant positive
relationship between premium volume and premium-to-surplus ratios and a strong
negative relationship between premium-to-surplus ratios and the proportion of admitted
assets represented by common stocks. However, the small number of insolvent insuters
analysed obviously prevents firm conclusions concerning the potential value of the
method as a solvency surveillance tool.

Powers (1995) employed a diffusion process to model 1nsurer net worth and replaced the
traditional emphasis on the probability of ruin with the use of a more general concept,
the expected discounted cost of msolvency (EDCI). The EDCI 1s applied to the problem
of constructing the regulator’s objective function, where 1t represents a component of

the expected present value of all future flows of funds for the equity owners and policy
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owners of the insurer. This objective function is then used to solve for the optimal rate
of return and the optimal loss-to-net worth ratio.

Kim, Anderson, Amburgey, and Hickman (1995) used event history analysis to examine
insurer insolvencies. The rate of insolvency of property-liability insurers specified by
using an cxponential model. For property-liability insurers, statistically significant factors
with consistent signs in various versions of the exponential model included
organizational age, premium growth, investment yields, underwriting results, expense

ratios, loss reserve exposure, and realized and unrealized capital gains.

4.4 Recent developments in credit risk research

Arguably, the recent application of non-linear methods such as neural networks to credit
risk analysts shows promise of improving on the older vintage credit-scoring models.

Rather than assuming there 1s only a linear and direct effect from the X. variables on Z

(the credit score), or, in the language of neural networks, from the input layer to the
output layer, neural netwotks allow for additional explanatory power via complex

correlations or mteractions among the X, variables (many of which are non-linear).

Yet, neural networks pose many problems to financial economists. How many additional

hidden correlattons should be included? It 1s entirely possible that a large neural network,
including large N non-linear transformations of sums of the X. variables, can reduce
Type I and II errors of a historic loan database close to zero. However, as 1s well known,
this creates the problem of “over-fitting”: a model that explains well in-sample may
perform quite pootly 1n predicting out-of-sample. Finally, the 1ssue of economic meaning

1s probably what troubles financial economists the most. For example, there is a problem
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raised when trying to explain the economic meaning of an exponentially transformed
sum of the leverage ratio and the sales-to-total-assets ratio.

The option pricing work of Black, Scholes, and Merton neatly has also been extensively
used in the credit risk modelling area. Junior and senior capital structure. claims can be
understood as options. Thus, one can determine the value of a firm’s equity by reference
to the underlying market value of the firm.

KMV Corporation (1995) has created an approach for estimating the default probability
of a firm that 1s based conceptually on Merton’s (1974) approach. In three steps, i1t
determines the expected default frequency (EDF) measure for a company. In the first
step, the market value and volatility of the firm are estimated from the market value of its
stock, the volatility of its stock, and the book value of its habilities. In the second step,
the firm’s default point is calculated from the firm’s liabilittes. Also, an expected firm
value is determined from the current firm value. Using these two values plus the firm’s
volatility, a measure 1s constructed that represents the number of standard deviations
from the expected firm value to the default point (the distance to default). Finally, a
mapping 1s determined between the distance to default rate, based on the historical
default experience of companies with different distance-to-default values. In the case of
private companies, for which stock price and default data are generally unavailable, KMV
uses essentially the same approach by estimating the value and volaulity of the private
firm directly from its observed characteristics and accounting data. These estimates,
however, are based on public company data.

Because an EDF score reflects information signals transmitted from equity markets, it

might be argued that the model is likely to work best in highly cfficient equity markets
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conditions and might not work well in many emerging markets. This argument ignores
the fact that many thinly traded stocks are those of relatively closely held companies.
Thus, major trades by “instders”, such as sales of large blocks of shares (and thus, major
movements in a firm’s stock price), may catry powerful informational signals about the
future prospects of the firm.

In sum, the option pricing approach to bankruptcy prediction has a number of strengths.
First, it can be applied to any public company. Second, by being based on stock market
data rather than “historic” book value accounting data, 1t 1s forward-looking. Third, 1t has
strong theoretical underpinnings; because it 1s a “structural model” based on the modern
theory of corporate finance and options, where equity 1s viewed as a call option on the

assets of a firm.

Against these strengths are some weaknesses. First, 1t 1s ditficult to construct theoretical
EDFs without the assumption of normality of asset returns. Second, private firms’ EDFs
can be calculated only by using some comparabaility analysis based on accounting data
and other observable characteristics of the firm. Finally, 1t 1s “static” in that the Merton
model assumes that once management puts a debt structure in place, 1t leaves it
unchanged — even if the value of a firm’s assets has doubled. As a result, the Merton
model cannot capture the behaviour of those firms that seek to maintain a constant or
target leverage ratio across time.

Another approach in identifying and quantifying the credit risk that 1s faced by a firm 1s
J.P. Morgan’s CreditMetrics (1997). CreditMetrics was introduced in 1997 as a value at

risk (VAR) framework to apply to the valuation and risk of non-tradable assets such as

loans and privately placed bonds. While RiskMetrics, which was developed by the same
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company, secks to answer the question: ”If tomorrow 1s a bad day, how much will I lose
on tradable assets such as stocks, bonds, and equities?”, CreditMetrics asks: “If next year
1s a bad year, how much will I lose on my loans and loan portfolio?”. This methodology
can be extended to any type of financial claims as receivables, loan commitments,
financtal letters of credit for which we can derive easily the forward value of the risk
horizon, for all credit ratings.

However, because loans are not publicly traded, we observe neither the loan’s market
value nor the volatility of the loan value over the horizon of interest. By using available
data on a borrower’s credit rating, the probability that the rating will change over the
next year (the rating transition matrix), recovery rates on defaulted loans, and credit
spreads and yields 1n the bond (or loan) market, 1t 1s possible to calculate a hypothetical
loan’s market value and the volatility for any non-traded loan or bond, and, thus, a VAR
figure for individual loans and the loan portfolio.

CreditMetrics methodology applies to portfolios and the primary reason to have a
quantitative portfolio approach to credit risk management i1s that it addresses
concentration risk more systematically. Concentration risk refers to addittonal portfolio
risk that results increased exposure to one obligor or groups of correlated obligors. The
changes 1n the portiolio’s value are related to the eventual migrations 1n credit quality of
the obligor, both up and downgrades as well as default.

In compartson to RiskMetrics, CreditMetrics poses two challenging difficulties. First, the
portfolio distribution 1s far from being normal, and second measuring the portfolio
cffect due to credit diversification 1s much more complex than for market risk. While it 1s

legitimate to assume normality of the portfolio changes due to market risk, it is no longer
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the case for credit returns which are by nature highly skewed and fat-tailed as shown 1n

the FFigure 4.1

Figure 4.1 Credit vs. Market returns

— Typical Credit

Returns

Typical Market »

Returns

Losses Gains
Source: CreditMetrics (1997)

The long downside tail of the distribution of credit returns 1s caused by defaults. Credit
returns are characterised by a fairly large likelihood of earning a (relatively) small profit
net interest earnings (NIE), coupled with a (relatively) small chance of losing a fairly large
amount of investment. Across a large portfolio, there 1s likely to be a blend of these two
forces creating the smooth but skewed distribution shape above.

Another problem is the difficulty of modelling correlations. For equities, the correlations
can be directly estimated by observing high-frequency liquid market prices. For credit
quality, the lack of data makes it difficult to estimate any type of credit correlation
directly from history. CreditMetrics bases its evaluation on the joint probability of asset
returns, which itself results from strong sumplifying assumptions on the capital structure

of the obligor, and on the generating process for equity returns.
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A number of 1ssues arise when we use the rating transitions assumed in the transition
matrices in order to calculate the probabilities of moving to different rating categories (or
to default) over the one (or more than one) year hotizon.

The calculation of the transition numbers, which involves averaging one year transitions
over the past data pertod, 1.e. 20 years, 1s an important assumption about the way defaults
and transittons occur. Specifically, CreditMetrics assumes that the transition probabilities
follow a stable Markov process, which means that the probability that a bond or a loan
will move to any particular state during this period independent of (not correlated with)
any outcome in the past period. Howevert, there i1s evidence that rating transitions are
auto-correlated over time. For example, a bond or loan that was downgraded in the
previous period has a higher probability (compared to a loan that was not downgraded)
of being downgraded 1in the current period (Nickell, Perraudin, and Varotto, 1998). This
suggests that a non-Markov process may better describe the rating transitions over time.
Another issue involves the transition matrix stability. The use of a single transition matrix
assumes that transitions do not differ across borrower types (e.g., industrial firms versus
banks, or the United States versus Japan) or across time (e.g., peaks versus troughs in the
business cycle). Indeed, there 1s considerable evidence to suggest that important industry
factors, country factors, and business cycle factors have an impact on rating transitions
(Nickell et al., 1999). For example, when we examine a loan to a Japanese industrial
company, we may need to use a transition matrix built around data for that country and
industry.

A final issue relates to the portfolio of bonds used in calculating the transition matrix.

Altman and Kishore (1997) found a noticeable impact of bond “ageing” on the
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probabilities calculated 1n the transition matrix. A material difference 1s noted, depending
on whether the bond sample used to calculate transition 1s based on new bonds or on all
bonds outstanding 1n a rating class at a particular moment in time.

Finally, quite recently 1deas coming from insurance found their way into. the new tools
for credit risk measurement and management. Credit Sutsse FFinancial Products (CFSP)
has developed a model, called Credit Risk Plus (1997), similar to the one a property
insurer selling household fire insurance might use when assessing the risk of policy losses
in setting premiums. The idea is very simple, based on a portfolio of loans or bonds and
their historic default expertence, develop a table that can be used 1n a predictive sense for
one-year, or marginal, mortality rates and for multiycar, or cumulative, mortality rates.

Combining such calculations with loss given defaults can produce estimates of expected

losses.

The model developed by CFSP stands in direct contrast to CreditMetrics 1n 1ts objectives
and its theoretical foundations. CreditMetrics seeks to estimate the full VAR of a loan or
loan portfolio by viewing rating upgrades and downgrades and the associated etfects of
spread changes in the discount rate as part of the VAR exposure of a loan. Credit Risk
Plus views spread risks as part of market risk rather than credit risk. As a result, in any
petiod, only two states of the world are considered — default and non-default — and the
focus is on measuring expected and unexpected losses rather than expected value and
unexpected changes in value (or VAR) as under CreditMetrics. Thus, CreditMetrics 1s a
mark-to-market model; Credit Risk Plus 1s a default mode model.

The second major difference 1s that, in CreditMetrics, the default probability 1n any year

is discrete (as are the upgrade/downgrade probabilities). In Credit Risk Plus, default 1s
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modelled as a continuous vartable with a probability distribution. An analogy from house
fire 1msurance 1s relevant. When a whole portfolio of homes is insured, there is a small
probability that each house will burn down, and (in genecral) the probability that each
house will burn down can be viewed as an independent event. Similarly, many types of
loans, such as mortgages and small business loans can be thought of in the same way,
with respect to their default risk. Thus, under Credit Risk Plus, each individual loan is
regarded as having a small probability of default, and each loan’s probability of default 1s
independent of the default on other loans. This assumption makes the distribution of

default probabilities of a loan portfolio resemble a Potsson distribution.

4.5 Insurance ratings and the cost of capital

Insurance company ratings provided by private rating agencies ate vitally important to
investors, regulators, consumers, insurers, and insurance agents/brokers. Insurers use
ratings in their advertising to assure buyers of the firm’s strength. Insurance buyers use
them in choosing their insurance companies and/or deciding how much they are willing
to pay for insurance from particular firms. Brokers and agents often will not recommend
coverage with non-rated insurers or insurers with ratings below some threshold of
financial strehgth (Moody’s, 1998), and many corporate insurance buyers require that all
their insurers be highly rated. Strong financial ratings give insurers better access to capital
markets. Ratings also provide a valuable tool for regulators in assessing the financial
strength of insurers (Schwartz, 1994).

It should be noted that despite similarities, insurer ratings are quite different from

corporate bond ratings. First, financial strength ratings are entirely optional 1n that there
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are no regulatory requirements to obtain a rating and agencies will not issue a full rating
unless requested to do so by the insurer (with the exception of Standard & Poor’s which
does 1ssuc a type of purely quantitative rating even on insurers that do not apply for a
rating). In addition, a bond rating applies to a particular debt 1ssue, whetreas an insurer
rating applies to the entity itself and assesses the overall claims-paying ability of the
insurer, since policyholder obligations must be met before payments are made to any
other creditors or shareholders. Insurer ratings are particularly complex in that, unlike
bond 1ssues, which have fixed payments that are to be made at fixed times, claims
payments involve financial obligations that are uncertain 1in both timing and amount.

The purposes of insurer ratings are also very different. Corporate bond ratings are used
almost exclusively by investors and regulators, while the primary users of insurer
financial strength ratings are insurance companies and insurance consumers and the
agents/brokers who market insurance to consumers. This point is illustrated by the fact
that the majority of insurers rated by A.M. Best are either mutual companies or privately-
held stock firms. Additionally, the fact that many 1nsurers with rated debt still choose to
obtain one or more insurer financial strength ratings, and that these ratings often differ
from their debt ratings; again illustrates the fact that bond ratings and insurer financial
strength ratings do not serve the same purpose or measure p.recisely the same risk.

One interesting practical distinction between bond ratings and msurer ratings is that the
bond rating agencies that rate a smaller proportion of bonds tend to issuc higher ratings

than the agencies that rate almost all bonds (Cantor and Packer, 1997), whereas the

agencies (Moody’s, S&P) that rate a smaller proportion of insurers tend to issue lower

ratings than the agency (A.M. Best) that rates most insures. Another distinction is that
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there appears to be a greater divergence of opinion among rating agencies regarding
insurer financial strength ratings than bond ratings (Ederington, 1986). Almost 90
percent of eligible property-liability insurers in 1995 applied for a rating from A.M. Best,
while only about 18 percent applied for a rating from S&I and only 10 percent applied
for a rating from Moody’s. Given the overwhelming proportion of insurers that receive
Best’s Ratings, it appears that insurers consider obtaining at least one rating essential.
The literature on the determinants of insurer financial strength ratings 1s very limited.
Pottier (1997) examines the determinants of Best’s life insurer ratings and finds casual
evidence suggestive of selection bias, but does not perform any formal tests for it or
control for it econometrically. In addition, insurer ratings have been widely used as
measures of insolvency risk and financial quality (Adel, 1996; Anthony and Petroni,
1997; Cummins and Danzon, 1997; Pottier, 1998). These studies have only used Best’s
ratings.

Insurer ratings also have a direct impact on the cost of capital, since the primary source
of debt capital to insurers 1s policy liabilities, and lower rated firms will likely have to sell
their policies at lower prices compared to higher rated firms (Doherty and Tinic, 1981;
Berger, Cummins, and Tennyson, 1992).

Since the cost of capital 1s a long-term concept, the intention would be to produce a
fipurc that compensates equity investors over a long period of time. Although a
company’s cost of capital will change over time, the cost of capital for a company or an
industry should bcbrclativcly stable from period to period unless there has been some

dramatic structural reasons for the change.
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An indirect way to determine the cost of capital would be to link the credit spreads of
corporate bonds with the associated credit ratings for these bonds. As the credit spread
compensates the holder of the debt instrument for expected losses, there should be a
link between the credit spread and the credit rating class, given the fact that there exist
ample evidence that rating categories indeed entail an indication of relative credit risk.
Researchers have indeed shown that there exists a close relationship between credit
rating classes and subsequent default expertence. This 1s mirrored 1in empirical studies
where 1t 1s always found that the credit spread widens at an increasing rate as credit rating
worsens. This can for instance be scen in Duffee (1998) for US investment grade
corporate bonds. However, the standard deviation of individuals bonds’ credit spreads
within a given rating category increases as the credit rating worsens. This indicates that
not all bonds within the same rating class are assumed to bear the same credit risk.
Apparently, the higher cross-sectional standard deviation in the lower rating classes
indicates that rating agencies allow for more heterogeneity 1n these classes.

Theoretically, there 1s a relation between the term to maturity of the bond and its credit
spread, which 1s also known as the term structure of credit spreads or credit spread curve
(Merton, 1974; Jarrow, Lando, and Turnbull, 1997; Longstaff and Schwartz, 1995;
Tychon, 1998). This relationship 1s not necessarily upward sloping. It can also be
downward sloping or humped-shaped. The intuition behind the latter 1s that highly rated
companiecs can hardly become better rated, but can get down-rated. The longer the term
to maturity, the higher the probability that the credit rating of such a company increases.
This explains that the credit spread can be lower for longer maturity bonds. Empirical

evidence 1s available for this phenomenon (Sarig and Warga, 1989; Fons, 1994).
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However, Helwege and Turner (1997) indicate that the downward sloping credit spread
curve might be a consequence of using average credit spreads of bonds in a given credit
rating class. A bias would be introduced when using sets of bonds with the same credit
rating. .

Both the seniority of a bond or loan and the collateral attached as security to it, have an
impact on the credit spread because, arguably, both kinds of provisions will increase the
recovery rate 1n case of default. Indeed, Izvorski (1997) finds that for defaulted US
bonds debt seniority 1s one of the most important determinants of the recovery ratio,
thus implying a lower yield for senior issues.

In general, the credit spreads on coupon bonds are not equal to credit spreads on zero-
coupon bonds because of either a non-flat term structure or a non-flat credit spread
structure. To the extent that the credit spread curve 1s upward sloping, higher coupon
bonds will have lower credit spreads than lower coupon bonds with the same maturity
(Litterman and Iben, 1991). Likewise, 1f thé bond’s duration shortens, e.g. because of an
interest rate increase, the credit spread will decrease if the credit spread curve is upward
sloping.

Other factors like the callability or other option features may be important to take into
account. In efficient markets the value of these options is embedded in the bond’s price
and thus 1n the credit spread. The results 1n Duffee (1998) clearly indicate that the
callability feature can dramatically change spread behaviour. Duffee finds that spreads are

negatively related to changes in risk-free rates.
Also differences in liquidity may be important. To the extent that the riskless reference

bond 1s more liquid than the risky bond, the spread between the two will also include a
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liquidity premium. When liquidity 1s measured as the issue’s size, many authors find a
negative relation between spread and size: the larger the size, the larger the issuer’s
liquidity, the lower the required yield and therefore the spread. Boardman and McEnally
(1981) find a negative relation between size and yield for Baa or better-rated US
corporate bonds. Also for highly levered transaction loans do Angbazo, Mei and
Saunders (1998) find a negative relationship between size and their spread.

Finally, there are strong theoretical arguments to assume that there 1s a relation between
credit spreads and the risk-free interest rate level. Duffee (1998) studies the relation
between interest rate variables and credit spreads on non-callable corporate bonds. To
this end he regresses monthly changes of credit spreads on changes in the three-month
Treasury bill yield and changes in the slope of the term structure, as measured by the
diffcrence between the thirty-year constant-maturity Treasury yield and the three-month
bill rate. Duttee finds significantly negative slope coefficients for both variables. For long
maturities, the slopes of both variables are similar, thus canceling the influence of the
three-month bill rate, leaving a negative association with long-term interest rate changes.
Arak and Corcoran (19906) also find a negative <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>