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Mathematical notation when used in this thesis is explained in the text. Separate notations are used for the linear models discussed in Chapter 5 and for the exponential S-model discussed in Chapters 6-7. This was done for two reasons. First, parameters in the two systems are not always compatible so separate notation avoids a confusion of giving two somewhat different interpretations to the same symbol. Secondly, it was done to conform with the references. Most references on the linear models use notations comparable to the one I adopted, and the reference for the exponential S-model: Sir Robert Shone "Price and Investment Relationships" Elek., London 1975; gives the notation I adopted for the S-model.

I tried to avoid using esoteric terminology but I found it useful to adopt some of the terminology found in the main references. Whenever 'esoteric' terms are introduced they are either explained or made clear from the text.

The terms: equipment-replacement, asset-replacement, plant-replacement, machine-replacement are interchangeable in the text.

Somewhat interchangeable are Model, Method, System, in: S-model, S-method, S-system, or in: MAPI models, MAPI Methods, etc.
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SYNOPSIS

The thesis investigates dynamic modelling in the field of capital budgeting. The essence of the particular type of modelling concerned is to select for immediate investment projects that can either be carried out "now" or else postponed to a later date. If such projects are postponed then the costs associated with them are likely to be affected by various economic forces, notably technological change. An important investment problem that is characterised by such options is replacement investment. The importance is both empirical and methodological, accordingly much of the study is devoted to this problem.

Investigations of the scope for the dynamic modelling is done along the following lines: a survey of various facets of technological change that have a direct bearing on time movement of costs, an analysis of the micro-economic concepts that form the background to dynamic investment models (this background usually is overlooked by "straight" Operational Research modelling), and an investigation of the institutional setting of capital budgeting and investment decision making.

Two dynamic models are at the centre of the study: the underlying model of the MAPI method of G. Terborgh$^{1)}$ and the new S-model of Sir R. Shone$^{2)}$. They are investigated both separately and in comparison. First, the MAPI model, together with its various derivatives, is presented and is mathematically and methodologically analysed. Secondly, the S-model,


interpreted as a replacement model, is presented and accordingly analysed. In addition, its 'behaviour' is investigated numerically over a wide range of parameter values; some of the results are given in tables and in graphs. Thirdly, the S-method is methodologically compared with the MAPI method and its derivatives, the comparison showing some of the inherent merits of the new S-method.

The study is concluded with few general observations on the managerial value of dynamic modelling.
CHAPTER 1
INTRODUCTION.

This thesis is a study of a class of normative investment models that may be labelled 'dynamic'. A typical problem with which these dynamic models deal is the replacement of existing assets by newer ones.

A general appreciation of investment modelling is given in Section 1.1, the dynamic concepts used in this study are given in Section 1.2, and overall structure of the contents of the following Chapters is laid down in Section 1.3.

1.1 The Appreciation of Investment Models

Abstract decision models applied to real life problems are a means of reducing the information relevant in the making of decisions. Investment models as a particular case are a means of reducing and organising information relevant in deciding on accepting or rejecting investment proposals. Ideally perhaps the reduction of the relevant information is done down to a single value indication of action: 'accept' or 'reject'. Sometimes, though, the reduction is not so complete.

There are many aspects to the building of 'good' models. Perhaps the most important and most relevant aspects in this study are:

(1) Assumptions behind the model.
(2) Logic of development and inference.
(3) The ability to estimate the model's parameters.
(4) Robustness of the model.
The assumptions behind a normative investment model may be divided into categories. First there is the 'objective function' specifying what the model is trying to optimize or satisfice. As far as investment models go this usually is the maximization of some measure of profitability. Secondly there are the assumptions about what information is relevant and the way this information should be grouped into parameters. One may distinguish another category of assumption concerning the relations among the parameters in the model – the specification of the model (e.g. linear, exponential, etc.)

The development of models from assumptions and the inference of a 'solution' are a mathematical exercise. There is always an interaction between the assumptions chosen and the mathematical kit with which the model builder is equipped. Usually, and particularly as far as analysis is originated among academics, assumptions are clearly made to suit pre-existing tools of analysis so that a neat solution will emerge.

The third point mentioned above is the ability to estimate or measure a model's parameters. A model may have an operative value in addition to having a conceptual value only if its parameters can be estimated in a manner that is not 'too objectionable'. The term 'too objectionable' is a relative term and apparently there are no universal rules in deciding what can be estimated and what can not. So a model may have reasonably sound assumptions and may be logically developed and yet may not have any practical value because its parameters cannot conceivably be quantified. An example for such models are the Utility Theory models.
A fourth point is the robustness of models. A decision model is said to be robust if the decision it offers is reasonably good even if certain assumptions, specifications, and parameter estimates of the model do not exactly reflect the 'real life' situation which it describes. Thus a robust investment model may indicate 'invest' when the strictly correct answer is 'do not invest'. But it will do so only when the difference in profitability between 'invest' and 'do not invest' is very small.

One may talk about a robust assumption in a model if such an assumption leads to convenient and reasonably good solutions. One may say, e.g., that the constant time discount rate customarily used in investment models is a robust assumption.

Taking a more detached view we may add that the value of a decision model in Economics and Management Science should be judged also by other criteria, not only by those mentioned above. Some such criteria are given here:

(1) The 'addition' to existing models.
(2) Communicative values.
(3) Spin-off values.

It is always a fair question to ask: 'what does a new model 'X' do that existing models do not do'. New models like any other innovation must expect to meet the type of resistance expressed in such question.

Models have communicative values. Their basic task is in reducing information; their parameters are made up by aggregating and segregating original information. If a large number of people are familiar with a
model then the model as well as its components can be a basis for communication. An example is the simple structure of calculating a DCF rate of return of a project. One may like or dislike the DCFROR as an investment criterion, but the DCFROR has become so familiar that it is a convenient way of condensing some information about a project.

The value of some decision models is not in the actual solution they give but in changing people's attitude to a problem and in motivating them in a certain way and making them aware of difficulties or opportunities that they would otherwise ignore. Perhaps the most important value of introducing discounted cash flow analysis in business has been to teach management, engineers, and accountants to study in detail all the relevant components of the cash flow matrix of an investment proposal. Something which they would not otherwise do.

Throughout this thesis a very wide base is given for the appreciation of models criticized and promoted. Technological change phenomena and capital budgeting procedures that are the basis for key assumptions in this work are investigated in some detail. Various investment replacement models are examined with particular emphasis put on the S-model in Chapters 6–8.

1.2 The Dynamic Concepts Relevant in Investment Decision.

Dynamic models in economics are those models that explicitly include the impact of time on the relations among their variables. Thus a standard definition of a dynamic economic 'system' is:
"A system is dynamical if its behaviour over time is determined by functional equations in which variables at different points of time are involved in an 'essential' way.1)"

With this definition confined within the area of investment decision let us look at an example that is particularly relevant in this work. One possible dynamic system of investment decisions will be a system where the decision whether to invest today or not will be based on the comparison of the best outcome over time that will result from 'invest today' with the best outcome that will result from 'do not invest today'.

More loosely the 'dynamics' considered in this study includes

(1) The time value of money and the discounting of cash flows.
(2) The fact that the 'same' project can be undertaken at different points of time.
(3) The impact of time and time related factors on revenues and costs.
(4) The notion that a decision now ought to take view of future decisions to be made by the firm itself.

Discounting appears also in non-dynamic investment models; it is nonetheless clearly related to the movement of time. The second point, that the 'same' project can be carried out at different points of time, is of central importance in this study. I am in particular concerned with

projects that can be undertaken either 'now' or later.

The impact of time on revenue and cost plays an important part here. This includes the impact of operating deterioration which being a function of use and age is related to the passage of time. Also, and most importantly, it includes the impact of technological progress on costs and revenues.

Future decisions are decisions on future replacements of the new projects considered now or decisions to phase out or to stop altogether certain investment activity.

We can now deduce where a dynamic approach will make a useful contribution to the analysis of investment proposals. This may be summarized as follows.

A dynamic approach to investment decision will be appropriate either in expansion investment problems or in replacement problems where among the operative alternatives to the project(s) examined there are obvious alternatives at different points of time. Such problems are particularly interesting when costs and revenues are affected by change over time of technology and of the level of wages. The use of dynamic models is further enhanced if the current decision depends on (presupposed) future decisions like the dates of replacement of future generations of equipment.

Though dynamic approach as such is suitable for both expansion and replacement problems, the more interesting and to a certain extent the more general case in this context is that of replacement projects (expansion projects can be regarded as replacement of nil capacity).
1.3 The Structure of this Study.

Chapters 2-4 lay down the background for the investigation of dynamic investment models. They develop the various contexts for assessing such models.

Replacement models as said above are a particular extension rather than a narrowing-down of the dynamic investment problems. So, all the more general dynamic models investigated are or can be looked upon as replacement models.

Models met in the literature are discussed in Chapter 5. The new S-model, with the development of which I have been involved, is discussed in Chapters 6-7. Chapter 8 makes comparisons between the S-model and the more important other models. Chapter 9 concludes with some general observations on dynamic investment models.

The content of the various Chapters of this study given in some detail is laid down below.

Chapter 2 investigates factors that have systematic effects on movement of cash flows associated with an investment project. The most 'promising' factors to have a near systematic and a predictable impact on cash flows are the various facets of technological change.

Chapter 3 reduces technological change to an economic phenomenon that can be described by neo-classical microeconomic tools. Two analytical frameworks are used: Simple production functions and vintage models. This analysis thus illustrates the difficulties and the merits there are in describing economically the phenomenon of technological change.
Chapter 4 concentrates on the institutional setting of budgets and investment decision making. Investment decision models are not complete decision systems. So the decision making framework given in that Chapter is the setting within which decision models, should be integrated.

The Chapter highlights the processing of investment proposals and the managerial dynamics of the decision making. The Chapter shows, from the managerial point of view, why replacement proposals are particularly suitable for a dynamic approach.

Chapter 5 discusses the literature on replacement investment. Elements of a pure replacement theory are presented, and various approaches to a range of replacement problems are discussed. But the main part of the Chapter is an analysis and synthesis of the MAPI models\(^1\) for the appraisal of replacement proposals and of derived models. Investment appraisal methods based on these models are an interesting combination of theory and practicality.

Chapter 6 presents the S-model, a new model originated by Sir R. Shone\(^2\). After a brief introduction, the mathematics behind the model is developed and the model is shown as an integrative pricing-investment-replacement microeconomic model. The mathematics of the model is further developed to show some of its capabilities.

1) The latest such model was given in S. Terborgh "Business Investment Management" MAPI, Washington D.C. 1967.

2) See Sir R. Shone "Price and Investment Relationships" Elek, 1975

There is similarity between sections in Chapters 6, 7 and 8 here and some parts of Sir Robert Shone's book.
Chapter 7 presents a detailed computerized investigation of parameter relationships in the S-model for a wide range of parameter values. The investigation uses a discrete variant and a continuous variant of the S-model. The results of the computerized investigation are given in Tables and Charts which among others can be used in solving investment and replacement problems.

Chapter 8 compares and contrasts the S-model (as a replacement model) with the MAPI models and their derivatives. The Chapter discusses the particular considerations of technological change in the S-model. It also airs some real life difficulties associated with the application of such model.

Chapter 9 sums up some overall observations as dynamic investment models made in this study which are not given in a particular earlier Chapter.

For the convenience of the reader short Chapter summaries are given at the end of Chapters 2-6, 8-9. The Charts at the end of Chapter 7 may serve as the summary of that Chapter.
2.1 Technological Change and Advance

In this section and in the following one we shall examine some of the external factors that affect the profitability of capital investment and influence the investment decision. In itself technological change covers a wide area of subjects and only a synopsis of the main economic issues will be given here. Since technological change per se is not the object of this thesis we shall limit the discussion and examine it in relation to the dynamic considerations raised in Chapter 1 – the impact of technological change on cash flows and to the timing and nature of investment and replacement.

Technological Change as the name implies is first of all a technological phenomenon not an economic one. It may be revealed in the production of totally new products like recently, pocket calculators. It is revealed in improvements of given products and services. The improvement and the increase in the range of choice among types of commercial computers in the last 15 years are an example, improvement in quality of international telephone communication is another. But above all, technological change is revealed in the use of new techniques in the production of given products and the supply of given services. There are two reasons for the emphasis on the last type of change. First, in a highly complex and interrelated economy as there is, much of the technological change of the first two types is channelled into improved production of further products. Secondly, the two types of change pose insoluble definition and measurement problems if the technological change is to be quantified by economic tools.
It is impossible to define, not to mention quantify, the technological change of the advent of the first computers but it is conceptually possible to quantify technological change attached to new computers today. This is done as Mansfield\(^1\) clarifies: by the effect of technological change—by the average rate of movement of the production function.

2.1.1. Total Productivity Movement

The above definition is unlikely to be to the taste of the technologist. A minor improvement in the design of a tractor such that makes it narrow enough to be used in cultivating a vineyard may introduce great cost reduction and may thus be measured as a "high rate of technological change" in the year of introduction (and symmetrically a high rate of obsoescence of existing cultivating equipment).

Important work into the magnitude of industrial productivity movements was done by J. Kendrick.\(^2\) His results are of interest to us because they show the general order of magnitude of the phenomenon. They are given here in Exhibit 2.1, where total productivity movement is compared with labour productivity movement. One has to be careful though, not to draw too many conclusions from the Table. First because the data on which the Table is based are varied in reliability and secondly because the results are smoothed over a period of 54 years (1899-1953); much higher rates can be encountered over shorter periods.

---


Exhibit 2.1:
Estimates of Annual Rate of Increase of Total Productivity (TP estimate) and labour productivity (LP) in Various Sectors of the U.S. Private Domestic Economy, 1892-1953

<table>
<thead>
<tr>
<th>Sector</th>
<th>TP Estimate (PERCENT PER YEAR)</th>
<th>LP Estimate (PERCENT)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Farming</td>
<td>1.1</td>
<td>1.7</td>
</tr>
<tr>
<td>Mining</td>
<td>2.2</td>
<td>2.5</td>
</tr>
<tr>
<td>Metals</td>
<td>2.2</td>
<td>2.6</td>
</tr>
<tr>
<td>Anthracite coal</td>
<td>0.7</td>
<td>0.7</td>
</tr>
<tr>
<td>Bituminous coal</td>
<td>1.6</td>
<td>1.7</td>
</tr>
<tr>
<td>Oil and gas</td>
<td>3.0</td>
<td>3.4</td>
</tr>
<tr>
<td>Nonmetals</td>
<td>2.6</td>
<td>2.9</td>
</tr>
<tr>
<td>Transportation</td>
<td>3.2</td>
<td>3.4</td>
</tr>
<tr>
<td>Railroads</td>
<td>2.6</td>
<td>2.8</td>
</tr>
<tr>
<td>Local transit</td>
<td>2.5</td>
<td>2.4</td>
</tr>
<tr>
<td>Res. Rail transport</td>
<td>4.0</td>
<td>4.1</td>
</tr>
<tr>
<td>Communications and public utilities</td>
<td>3.6</td>
<td>3.3</td>
</tr>
<tr>
<td>Telephone</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>Telegraph</td>
<td>1.8</td>
<td>1.6</td>
</tr>
<tr>
<td>Electrical utilities</td>
<td>5.5</td>
<td>6.2</td>
</tr>
<tr>
<td>Manufactured gas</td>
<td>4.7</td>
<td>4.7</td>
</tr>
<tr>
<td>Natural gas</td>
<td>2.0</td>
<td>3.0</td>
</tr>
<tr>
<td>Residual sector</td>
<td>1.3</td>
<td>1.4</td>
</tr>
<tr>
<td>Manufacturing</td>
<td>2.0</td>
<td>2.2</td>
</tr>
<tr>
<td>Foods</td>
<td>1.7</td>
<td>1.8</td>
</tr>
<tr>
<td>Beverages</td>
<td>1.6</td>
<td>1.6</td>
</tr>
<tr>
<td>Tobacco</td>
<td>3.5</td>
<td>5.1</td>
</tr>
<tr>
<td>Textiles</td>
<td>2.4</td>
<td>2.5</td>
</tr>
<tr>
<td>Apparel</td>
<td>1.7</td>
<td>1.9</td>
</tr>
<tr>
<td>Lumber</td>
<td>1.0</td>
<td>1.2</td>
</tr>
<tr>
<td>Furniture</td>
<td>1.4</td>
<td>1.3</td>
</tr>
<tr>
<td>Paper</td>
<td>2.3</td>
<td>2.6</td>
</tr>
<tr>
<td>Printing</td>
<td>2.6</td>
<td>2.7</td>
</tr>
<tr>
<td>Chemicals</td>
<td>2.9</td>
<td>3.5</td>
</tr>
<tr>
<td>Petroleum</td>
<td>2.4</td>
<td>3.8</td>
</tr>
<tr>
<td>Rubber</td>
<td>4.1</td>
<td>4.3</td>
</tr>
<tr>
<td>Leather</td>
<td>1.2</td>
<td>1.3</td>
</tr>
<tr>
<td>Glass</td>
<td>2.6</td>
<td>2.7</td>
</tr>
<tr>
<td>Primary metals</td>
<td>1.9</td>
<td>2.3</td>
</tr>
<tr>
<td>Fabricated metals</td>
<td>2.6</td>
<td>2.7</td>
</tr>
<tr>
<td>Machinery, nonelectric</td>
<td>1.7</td>
<td>1.8</td>
</tr>
<tr>
<td>Machinery, electric</td>
<td>2.2</td>
<td>2.4</td>
</tr>
<tr>
<td>Transportation equipment</td>
<td>3.5</td>
<td>3.7</td>
</tr>
</tbody>
</table>

Source: E. Mansfield
Total productivity movements are very well illustrated\(^1\) by A. Phillips's data\(^2\) for first year operating costs (including depreciation) per seat-mile in American airplanes (Exhibit 2.2). One notices the underlying reduction in costs. Associated with total productivity movement is the movement of output price. This is also illustrated very clearly by A. Phillips (Exhibit 2.3) one sees a 55% real reduction in air fares over a period of 33 years (1933-1965\(^3\)). Another and even more drastic reduction in real prices is that of international telephone calls. Exhibit 2.4, that I have compiled for this study examines the real price reduction of London-New York telephone call, from the time the service commenced in 1927 until 1973. The Exhibit also shows a number of unquantifiable elements of technological change in that period. The examples given here are from industries that have undergone fast technological change. One would expect real output prices to rise in industries where the rate of technological change is below the all industries average. R. Shone gives the Inland Mail Service in Britain as an example of such industry\(^4\).

2.1.2. Innovation and Diffusion

Economists cannot be satisfied with the treatment of technological change solely as movements of some synthetic production functions, this is evidenced by the scope of research done on the subject. One important area of research is the relation between the existence of the technological knowledge and the actual implementation (i.e. "innovation"). S. Enos

\(^1\) Though not actually presented, because profit and financial charges are not included.


\(^3\) A. Phillips, *ibid*.

### Exhibit 2.2: Estimated Operating Costs per Seat-Mile for Aircraft Used by Scheduled Domestic Air Carriers, 1926-65

<table>
<thead>
<tr>
<th>Manufacturer and model</th>
<th>Year first available for service</th>
<th>Operating costs, including depreciation, in first year</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ford 4-AT</td>
<td>1926</td>
<td>9.50</td>
</tr>
<tr>
<td>Fairchld 71</td>
<td>1928</td>
<td>12.82</td>
</tr>
<tr>
<td>Fokker Super Universal</td>
<td>1928</td>
<td>13.40</td>
</tr>
<tr>
<td>Fokker F-10A</td>
<td>1928</td>
<td>11.80</td>
</tr>
<tr>
<td>Hamilton Silver Stream</td>
<td>1928</td>
<td>12.13</td>
</tr>
<tr>
<td>Bellanca Pacemaker</td>
<td>1929</td>
<td>12.80</td>
</tr>
<tr>
<td>Boeing 40-B1</td>
<td>1929</td>
<td>9.14*</td>
</tr>
<tr>
<td>Boeing 80A</td>
<td>1929</td>
<td>10.81</td>
</tr>
<tr>
<td>Curtiss Condor Transport</td>
<td>1929</td>
<td>9.73</td>
</tr>
<tr>
<td>Fokker F-14</td>
<td>1929</td>
<td>17.24</td>
</tr>
<tr>
<td>Ford 5-AT-C</td>
<td>1929</td>
<td>7.92</td>
</tr>
<tr>
<td>Lockheed Wmp Vega</td>
<td>1929</td>
<td>10.28</td>
</tr>
<tr>
<td>Metal Aircraft Flamingo</td>
<td>1929</td>
<td>11.71</td>
</tr>
<tr>
<td>Ryan Douchan</td>
<td>1929</td>
<td>12.22</td>
</tr>
<tr>
<td>Stinson SM-69</td>
<td>1929</td>
<td>10.89</td>
</tr>
<tr>
<td>Travel Air 6000B</td>
<td>1929</td>
<td>12.40</td>
</tr>
<tr>
<td>Boeing 221</td>
<td>1930</td>
<td>20.10</td>
</tr>
<tr>
<td>Consolidated Fleetster</td>
<td>1930</td>
<td>12.10</td>
</tr>
<tr>
<td>Curtiss-Robertson Kinbird D-2</td>
<td>1930</td>
<td>9.39</td>
</tr>
<tr>
<td>Fairchld Pilgrim 100</td>
<td>1930</td>
<td>12.19</td>
</tr>
<tr>
<td>Fokker F-12</td>
<td>1930</td>
<td>6.55</td>
</tr>
<tr>
<td>Northrop Alpha</td>
<td>1930</td>
<td>10.84</td>
</tr>
<tr>
<td>Stinson SM-6000A</td>
<td>1930</td>
<td>8.31</td>
</tr>
<tr>
<td>Lockheed Orion</td>
<td>1931</td>
<td>10.90</td>
</tr>
<tr>
<td>Stinson U</td>
<td>1932</td>
<td>9.43</td>
</tr>
<tr>
<td>Boeing 247</td>
<td>1933</td>
<td>7.78</td>
</tr>
<tr>
<td>Curtiss Condor T-12</td>
<td>1933</td>
<td>7.30</td>
</tr>
<tr>
<td>Douglas DC-2</td>
<td>1934</td>
<td>6.81</td>
</tr>
<tr>
<td>Lockheed L-10</td>
<td>1934</td>
<td>4.70</td>
</tr>
<tr>
<td>Stinson A</td>
<td>1934</td>
<td>7.92</td>
</tr>
<tr>
<td>Douglas DC-3</td>
<td>1935</td>
<td>3.28</td>
</tr>
<tr>
<td>Lockheed L-12</td>
<td>1935</td>
<td>5.95</td>
</tr>
<tr>
<td>Lockheed L-14</td>
<td>1937</td>
<td>4.77</td>
</tr>
<tr>
<td>Boeing 307</td>
<td>1940</td>
<td>3.22</td>
</tr>
<tr>
<td>Lockheed L-18</td>
<td>1940</td>
<td>4.74</td>
</tr>
<tr>
<td>Douglas DC-4</td>
<td>1946</td>
<td>2.35</td>
</tr>
<tr>
<td>Lockheed L-109</td>
<td>1946</td>
<td>2.84</td>
</tr>
<tr>
<td>Douglas DC-6</td>
<td>1947</td>
<td>2.17</td>
</tr>
<tr>
<td>Lockheed L-749</td>
<td>1947</td>
<td>2.51</td>
</tr>
<tr>
<td>Martin 202</td>
<td>1947</td>
<td>2.53</td>
</tr>
<tr>
<td>Convair 240</td>
<td>1948</td>
<td>2.51</td>
</tr>
<tr>
<td>Boeing 377</td>
<td>1949</td>
<td>2.44</td>
</tr>
<tr>
<td>Douglas DC-68</td>
<td>1951</td>
<td>1.99</td>
</tr>
<tr>
<td>Lockheed L-1049</td>
<td>1951</td>
<td>1.84</td>
</tr>
<tr>
<td>Martin 409</td>
<td>1951</td>
<td>2.38</td>
</tr>
<tr>
<td>Convair 340</td>
<td>1952</td>
<td>2.38</td>
</tr>
<tr>
<td>Douglas DC-7A</td>
<td>1953</td>
<td>1.80</td>
</tr>
<tr>
<td>Lockheed L-1019C</td>
<td>1953</td>
<td>1.68</td>
</tr>
<tr>
<td>Vickers Viscount V-715</td>
<td>1955</td>
<td>1.62</td>
</tr>
<tr>
<td>Convair 410</td>
<td>1956</td>
<td>2.22</td>
</tr>
<tr>
<td>Douglas DC-7C</td>
<td>1956</td>
<td>2.31</td>
</tr>
<tr>
<td>Lockheed L-1560</td>
<td>1957</td>
<td>2.39</td>
</tr>
<tr>
<td>Boeing 707-120</td>
<td>1959*</td>
<td>1.70</td>
</tr>
<tr>
<td>Douglas DC-8</td>
<td>1959</td>
<td>1.41</td>
</tr>
<tr>
<td>Lockheed L-183</td>
<td>1959</td>
<td>2.10</td>
</tr>
<tr>
<td>Boeing 720</td>
<td>1960</td>
<td>1.54</td>
</tr>
<tr>
<td>Convair 830</td>
<td>1960</td>
<td>1.73</td>
</tr>
<tr>
<td>Boeing 720B</td>
<td>1961</td>
<td>1.43</td>
</tr>
<tr>
<td>Sud Caravelle SE-210</td>
<td>1961</td>
<td>1.66</td>
</tr>
<tr>
<td>Convair 930</td>
<td>1962</td>
<td>1.55</td>
</tr>
<tr>
<td>Boeing 727</td>
<td>1965</td>
<td>1.14</td>
</tr>
<tr>
<td>British Aircraft BAC-111</td>
<td>1965</td>
<td>1.55</td>
</tr>
<tr>
<td>Douglas DC-9</td>
<td>1965</td>
<td>1.55</td>
</tr>
</tbody>
</table>

Source: For note 5.

1. Costs are based on historical data and are estimated for new, high-speed aircraft, to which no costs were allocated.
2. The 707-120 was introduced into domestic service on December 16, 1958, but the costs associated with the first model year are taken as its first model year.
3. Based on actual costs covering only the first model year.

Source: A. Phillips
<table>
<thead>
<tr>
<th>Year</th>
<th>Revenue per passenger-mile</th>
<th>Total revenue (thousands)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Current dollars</td>
<td>1957-59 dollars</td>
</tr>
<tr>
<td>1932</td>
<td>0.0610</td>
<td>0.1282</td>
</tr>
<tr>
<td>1933</td>
<td>0.0510</td>
<td>0.1353</td>
</tr>
<tr>
<td>1934</td>
<td>0.0590</td>
<td>0.1266</td>
</tr>
<tr>
<td>1935</td>
<td>0.0570</td>
<td>0.1154</td>
</tr>
<tr>
<td>1936</td>
<td>0.0570</td>
<td>0.1145</td>
</tr>
<tr>
<td>1937</td>
<td>0.0560</td>
<td>0.1107</td>
</tr>
<tr>
<td>1938</td>
<td>0.0518</td>
<td>0.1016</td>
</tr>
<tr>
<td>1939</td>
<td>0.0510</td>
<td>0.1024</td>
</tr>
<tr>
<td>1940</td>
<td>0.0507</td>
<td>0.1024</td>
</tr>
<tr>
<td>1941</td>
<td>0.0504</td>
<td>0.0984</td>
</tr>
<tr>
<td>1942</td>
<td>0.0527</td>
<td>0.0945</td>
</tr>
<tr>
<td>1943</td>
<td>0.0535</td>
<td>0.0964</td>
</tr>
<tr>
<td>1944</td>
<td>0.0534</td>
<td>0.0962</td>
</tr>
<tr>
<td>1945</td>
<td>0.0534</td>
<td>0.0934</td>
</tr>
<tr>
<td>1946</td>
<td>0.0563</td>
<td>0.0794</td>
</tr>
<tr>
<td>1947</td>
<td>0.0595</td>
<td>0.0785</td>
</tr>
<tr>
<td>1948</td>
<td>0.0576</td>
<td>0.0781</td>
</tr>
<tr>
<td>1949</td>
<td>0.0578</td>
<td>0.0751</td>
</tr>
<tr>
<td>1950</td>
<td>0.0556</td>
<td>0.0704</td>
</tr>
<tr>
<td>1951</td>
<td>0.0561</td>
<td>0.0658</td>
</tr>
<tr>
<td>1952</td>
<td>0.0557</td>
<td>0.0622</td>
</tr>
<tr>
<td>1953</td>
<td>0.0546</td>
<td>0.0593</td>
</tr>
<tr>
<td>1954</td>
<td>0.0541</td>
<td>0.0595</td>
</tr>
<tr>
<td>1955</td>
<td>0.0536</td>
<td>0.0598</td>
</tr>
<tr>
<td>1956</td>
<td>0.0533</td>
<td>0.0524</td>
</tr>
<tr>
<td>1957</td>
<td>0.0521</td>
<td>0.0530</td>
</tr>
<tr>
<td>1958</td>
<td>0.0564</td>
<td>0.0545</td>
</tr>
<tr>
<td>1959</td>
<td>0.0568</td>
<td>0.0565</td>
</tr>
<tr>
<td>1960</td>
<td>0.0699</td>
<td>0.0527</td>
</tr>
<tr>
<td>1961</td>
<td>0.0528</td>
<td>0.0593</td>
</tr>
<tr>
<td>1962</td>
<td>0.0515</td>
<td>0.0502</td>
</tr>
<tr>
<td>1963</td>
<td>0.0617</td>
<td>0.0572</td>
</tr>
<tr>
<td>1964</td>
<td>0.0512</td>
<td>0.0560</td>
</tr>
<tr>
<td>1965</td>
<td>0.0695</td>
<td>0.0543</td>
</tr>
</tbody>
</table>

Source: A. Phillips, op. cit.
Exhibit 2.4:
London-New York Telephone Calls - Price and Quality of Service

a) General Developments

<table>
<thead>
<tr>
<th>Year</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>1927</td>
<td>London-New York radio telephone service commenced. Basic rate £15 for 3 minutes conversation.</td>
</tr>
<tr>
<td>1936</td>
<td>New York telephone, basic rate reduced to £4.4S.</td>
</tr>
<tr>
<td>1945</td>
<td>Basic rate £3 for 3 minutes.</td>
</tr>
<tr>
<td>1946</td>
<td>Basic rate £2.5S for 3 minutes.</td>
</tr>
<tr>
<td>1956</td>
<td>Opening of the Transatlantic Telephone Cable.</td>
</tr>
<tr>
<td>1957</td>
<td>Introduction of transferred charge facility on calls to U.S.A.</td>
</tr>
<tr>
<td>1963</td>
<td>Introduction of operator dialling on telephone circuits between Britain and U.S.A.</td>
</tr>
</tbody>
</table>

b) Telephone Tariffs for 3m day call

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1927</td>
<td>15.00</td>
<td>5.10</td>
<td>76.50</td>
</tr>
<tr>
<td>1936</td>
<td>4.20</td>
<td>5.70</td>
<td>24.40</td>
</tr>
<tr>
<td>1945</td>
<td>3.00</td>
<td>3.32</td>
<td>9.96</td>
</tr>
<tr>
<td>1946</td>
<td>2.25</td>
<td>3.22</td>
<td>7.90</td>
</tr>
<tr>
<td>1973</td>
<td>2.16 1)</td>
<td>1.00</td>
<td>2.16</td>
</tr>
</tbody>
</table>

1) Direct dialling could be cheaper on shorter calls.

Compiled from: 1. Post Office Telecommunication Statistics 1971,
              2. Post Office Dialling Instruction and Call Charges, 1973,
(Exhibit 2.5) shows that the time elapsed between invention and innovation is varied and can be very long.

Furthermore even if an invention has become "innovation" it still takes considerable time for users other than the first innovator to follow suit. Considerable effort into investigating this phenomenon of 'technological diffusion' has been made by the National Institute of Economic and Social Research. Exhibit 2.6 shows the considerable time lag in the application of some new technologies among West European countries where the geographical proximity and the comparable economic conditions are supposed to enhance fast diffusion. Quite so, but it is also true that cost structure for different producers can be very different.

Furthermore, a new technology is not always an economic breakthrough, a number of techniques may coexist for a very long time. An example is found in the Axminster carpet manufacturing. Two absolutely different techniques - the traditional Spool-Axminster and the Gripper-Axminster produce virtually the same type of carpet. This has been so ever since the 'Gripper' was introduced by Brintons of Kidderminster in the 1890's.

The stark conclusion drawn from the various works on innovation diffusion is that firms do not introduce the same technology at one point of time. The reasons are lack of information about the best techniques, differences in financial strength and differences in cost structure and factor prices (mainly differences between countries).

4) E. Mansfield Op. cit., chapter 4 mentions work done by many researchers including himself.
Exhibit 2.5 Estimated Time Interval between Invention and Innovation, Forty-Six Inventions, Selected Industries

<table>
<thead>
<tr>
<th>Invention Description</th>
<th>Interval (Years)</th>
<th>Invention Description</th>
<th>Interval (Years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distillation of hydrocarbons with heat and pressure (Burton)</td>
<td>24</td>
<td>DDT</td>
<td>3</td>
</tr>
<tr>
<td>Distillation of gas oil with heat and pressure (Burton)</td>
<td>3</td>
<td>Electric precipitation</td>
<td>25</td>
</tr>
<tr>
<td>Continuous cracking (Holmes-Manley)</td>
<td>11</td>
<td>Freon refrigerants</td>
<td>1</td>
</tr>
<tr>
<td>Continuous cracking (Dubbs)</td>
<td>13</td>
<td>Gyrocompass</td>
<td>56</td>
</tr>
<tr>
<td>&quot;Clean circulation&quot; (Dubbs)</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tube and tank process</td>
<td>13</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cross process</td>
<td>5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fluid catalytic cracking</td>
<td>9</td>
<td>Molecular recording</td>
<td>5</td>
</tr>
<tr>
<td>Gas lift for catalyst pellets</td>
<td>13</td>
<td>Fluid catalytic cracking</td>
<td>13</td>
</tr>
<tr>
<td>Catalytic cracking (moving bed)</td>
<td>8</td>
<td>Flexible glass, lucite</td>
<td>3</td>
</tr>
<tr>
<td>Safety razor</td>
<td>9</td>
<td>Tobacco and tank process</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Catalytic cracking</td>
<td>11</td>
</tr>
<tr>
<td>Fluorescent lamp</td>
<td>79</td>
<td>Semiconductors</td>
<td>13</td>
</tr>
<tr>
<td>Television</td>
<td>21</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wireless telegraph</td>
<td>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wireless telephone</td>
<td>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Triode vacuum tube</td>
<td>7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Radio (oscillator)</td>
<td>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spinning jenny</td>
<td>5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spinning machine (water frame)</td>
<td>6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spinning mule</td>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Steam engine (West)</td>
<td>11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ball point pen</td>
<td>6</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* The first eleven inventions in the left-hand column were those that occurred in petroleum refining.

* Actually, this is the length of time between the beginning of fundamental research by Dow on superpolymers and the production of nylon on the first commercial unit.

* This figure pertains to Vickers' booster units, not Davis's system.

Source: E. Mansfield
Exhibit 2.6:
Six European Countries, Ten New Technologies
Time lag of each country behind pioneer country (years)

<table>
<thead>
<tr>
<th>Technology</th>
<th>Date (and country) of first introduction</th>
<th>Austria</th>
<th>France</th>
<th>Germany</th>
<th>Italy</th>
<th>Sweden</th>
<th>United Kingdom</th>
</tr>
</thead>
<tbody>
<tr>
<td>OXY</td>
<td>1952 (A)</td>
<td>0</td>
<td>4</td>
<td>4</td>
<td>12</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>CC</td>
<td>1952 (A)</td>
<td>0</td>
<td>8</td>
<td>2</td>
<td>6</td>
<td>11</td>
<td>8</td>
</tr>
<tr>
<td>SP</td>
<td>1963 (S)</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>NC</td>
<td>1955 (UK)</td>
<td>8</td>
<td>2</td>
<td>7</td>
<td>5</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>SL</td>
<td>1953-4 (F)</td>
<td>7</td>
<td>0</td>
<td>1</td>
<td>6</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>FG</td>
<td>1958 (UK)</td>
<td>-</td>
<td>8</td>
<td>8</td>
<td>7</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>TK</td>
<td>1948 (S)</td>
<td>9</td>
<td>1</td>
<td>11</td>
<td>3</td>
<td>0</td>
<td>*</td>
</tr>
<tr>
<td>SCM</td>
<td>1950 (S)</td>
<td>-</td>
<td>10</td>
<td>3</td>
<td>12</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>ATL</td>
<td>1947 (F-UK)</td>
<td>-</td>
<td>0</td>
<td>7</td>
<td>3</td>
<td>8</td>
<td>0</td>
</tr>
<tr>
<td>GA</td>
<td>1959 (S-UK)</td>
<td>-</td>
<td>7</td>
<td>-</td>
<td>-</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td>4.5</td>
<td>4.2</td>
<td>5.1</td>
<td>6.2</td>
<td>3.2</td>
<td>2.3</td>
</tr>
</tbody>
</table>

* Omitted as extreme

OXY - Basic oxygen process in steel making
CC - Continuous casting of steel
SP - Special presses in paper making
NC - Numerical control of metal working
SL - Shuttle-less booms in weaving
FG - Float - glass - new method
TK - Tunnel kilns in brick making
SCM - Steel plate marking and cutting, new method
ATL - Automatic transfer lines in the manufacture of engines
GA - Use of Gibberelic Acid in malting-brewing

Source: G.F. Ray
One ought not underestimate non-economic factors of management attitude and considerations of industrial relations in tilting the balance towards or against adoption of new technology.

2.1.3. **Economies of Scale**

Associated with technological change is in many cases a change of the scale of the production unit. The existence of economies of scale in production brings about concentration of production whether within the same firm or further by amalgamation of industrial firms. Sometimes economies of scale are the result of intensified and increased demand. The development of jumbo jets is a result of the fact that there are enough people going from city A to city B on a certain date to fill such an air-carrier.

C.F. Pratten\(^1\) has investigated the subject of economies of scale in British manufacturing industries. His findings are that economies of scale do exist and their magnitude in many cases affects industry structure. A typical example given in Exhibit 2.7 costs and scale for new general purpose refineries.

The relation between technological change and economies of scale is complex. If they are considered separately they can give two different causal answers to change in productivity. This is

### Exhibit 2.7: Costs and Scale for New General Purpose Refineries (a) (b)

<table>
<thead>
<tr>
<th>Crude Refinery Capacity (million tons)</th>
<th>Interim Estimates of:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Refinery costs per ton</td>
</tr>
<tr>
<td>(Indices of Costs)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>85</td>
</tr>
<tr>
<td></td>
<td>66</td>
</tr>
<tr>
<td></td>
<td>52</td>
</tr>
<tr>
<td></td>
<td>40</td>
</tr>
</tbody>
</table>

#### Notes:

- **Refinery costs Include works fuel.** It is assumed that there are no economies of scale for fuel and crude oil (included in ex-refinery costs). In practice a large refinery can be supplied by larger tankers or maintain lower stocks of crude in relation to its output.
- **It is assumed that each refinery carries out the same range of operations.** If a small refinery limited its range it could reduce its handicap. This point was discussed in the interim report.

**Source:** C.F. Pratten

### Exhibit 2.8: Changes in Characteristics of Air Travel on Scheduled Domestic Air Carriers, 1932-65

<table>
<thead>
<tr>
<th>Year</th>
<th>Average seating capacity</th>
<th>Average miles per hour</th>
<th>Total revenue miles</th>
<th>Passenger fatalities per 100 million passenger-miles</th>
</tr>
</thead>
<tbody>
<tr>
<td>1932</td>
<td>6.8</td>
<td>109</td>
<td>28,956</td>
<td>14.9</td>
</tr>
<tr>
<td>1933</td>
<td>7.6</td>
<td>116</td>
<td>28,283</td>
<td>4.6</td>
</tr>
<tr>
<td>1934</td>
<td>8.9</td>
<td>127</td>
<td>29,669</td>
<td>9.0</td>
</tr>
<tr>
<td>1935</td>
<td>10.3</td>
<td>142</td>
<td>29,190</td>
<td>4.7</td>
</tr>
<tr>
<td>1936</td>
<td>10.7</td>
<td>152</td>
<td>29,737</td>
<td>10.0</td>
</tr>
<tr>
<td>1937</td>
<td>12.5</td>
<td>153</td>
<td>33,006</td>
<td>8.3</td>
</tr>
<tr>
<td>1938</td>
<td>13.9</td>
<td>153</td>
<td>34,879</td>
<td>4.5</td>
</tr>
<tr>
<td>1939</td>
<td>14.7</td>
<td>153</td>
<td>36,554</td>
<td>1.2</td>
</tr>
<tr>
<td>1940</td>
<td>16.5</td>
<td>155</td>
<td>42,757</td>
<td>1.0</td>
</tr>
<tr>
<td>1941</td>
<td>17.5</td>
<td>156</td>
<td>45,163</td>
<td>2.3</td>
</tr>
<tr>
<td>1942</td>
<td>17.9</td>
<td>159</td>
<td>41,596</td>
<td>3.7</td>
</tr>
<tr>
<td>1943</td>
<td>18.4</td>
<td>151</td>
<td>42,537</td>
<td>1.3</td>
</tr>
<tr>
<td>1944</td>
<td>19.1</td>
<td>156</td>
<td>47,384</td>
<td>2.2</td>
</tr>
<tr>
<td>1945</td>
<td>19.7</td>
<td>153</td>
<td>45,516</td>
<td>2.2</td>
</tr>
<tr>
<td>1946</td>
<td>25.3</td>
<td>169</td>
<td>51,581</td>
<td>1.2</td>
</tr>
<tr>
<td>1947</td>
<td>29.9</td>
<td>170</td>
<td>58,315</td>
<td>3.2</td>
</tr>
<tr>
<td>1948</td>
<td>32.4</td>
<td>176</td>
<td>68,702</td>
<td>1.3</td>
</tr>
<tr>
<td>1949</td>
<td>34.7</td>
<td>178</td>
<td>72,667</td>
<td>1.1</td>
</tr>
<tr>
<td>1950</td>
<td>37.1</td>
<td>183</td>
<td>77,440</td>
<td>1.1</td>
</tr>
<tr>
<td>1951</td>
<td>39.1</td>
<td>183</td>
<td>75,913</td>
<td>1.3</td>
</tr>
<tr>
<td>1952</td>
<td>42.2</td>
<td>189</td>
<td>77,394</td>
<td>0.4</td>
</tr>
<tr>
<td>1953</td>
<td>45.6</td>
<td>196</td>
<td>78,384</td>
<td>0.6</td>
</tr>
<tr>
<td>1954</td>
<td>49.6</td>
<td>204</td>
<td>78,291</td>
<td>0.1</td>
</tr>
<tr>
<td>1955</td>
<td>51.5</td>
<td>208</td>
<td>78,922</td>
<td>0.8</td>
</tr>
<tr>
<td>1956</td>
<td>52.1</td>
<td>210</td>
<td>81,189</td>
<td>0.6</td>
</tr>
<tr>
<td>1957</td>
<td>53.7</td>
<td>214</td>
<td>87,550</td>
<td>0.1</td>
</tr>
<tr>
<td>1958</td>
<td>55.5</td>
<td>219</td>
<td>89,569</td>
<td>0.4</td>
</tr>
<tr>
<td>1959</td>
<td>58.7</td>
<td>223</td>
<td>92,607</td>
<td>0.7</td>
</tr>
<tr>
<td>1960</td>
<td>65.4</td>
<td>235</td>
<td>98,008</td>
<td>0.9</td>
</tr>
<tr>
<td>1961</td>
<td>72.0</td>
<td>252</td>
<td>101,309</td>
<td>0.4</td>
</tr>
<tr>
<td>1962</td>
<td>79.4</td>
<td>273</td>
<td>101,673</td>
<td>0.3</td>
</tr>
<tr>
<td>1963</td>
<td>83.4</td>
<td>285</td>
<td>105,003</td>
<td>0.1</td>
</tr>
<tr>
<td>1964</td>
<td>85.1</td>
<td>295</td>
<td>105,099</td>
<td>0.1</td>
</tr>
<tr>
<td>1965</td>
<td>89.2</td>
<td>314</td>
<td>101,370</td>
<td>0.4</td>
</tr>
</tbody>
</table>

**Source:** A. Phillips
exactly the nature of the disagreement between Hart and Chawla and Brechling and Surrey. The latters, on examining fuel productivity in electricity generating industry, maintain that:

"In the main technical characteristics of generating equipment, comparisons of the generating equipment installed in Britain, France and the United States over the period 1948-63 suggest that Britain has tended to lag up to four years behind France and up to nine years behind the U.S."

Hart and Chawla contest these results, mainly on the grounds that:

"Because there are increasing returns to scale, the largest new vintage American plants will tend to be more efficient than the largest new vintage British plants .... There is no evidence to suggest that recent vintage plants in the U.K. lag behind their counterparts in the U.S. in the sense of having a lower production function."

In reality things are interrelated and an optimal new method entails considerations of both technology and size.

To consider technology alone and not size is to be in error.


W.F. Cartwright\(^1\) criticizes British Industry for being afraid of big units of production, and not for eschewing new technology. He also raises the interesting argument that there is a sequential relation in technological change. First a distinctly new technology is introduced (like LD steel making process). Subsequent to its successful introduction further improvements take place by increasing the size of the unit of production. Many industries experience cost reduction per unit of output concurrently with increased size of production unit. Exhibit 2.8\(^2\) illustrates numerically the impact of economies of scale on U.S. domestic air transport. (The cost trend is presented in Exhibit 2.2 above).

It is appealing to consider all cost reduction factors whether directly resulting from technological change, or indirectly through economies of scale, as one single "technological" change factor. There are, though, serious problems in this simplification. First there is the problem of comparison. Instead of comparing a new machine with an old one, one has to compare it to two or three old machines. Second, and more significant, is the fact that in many process industries the optimal size of plant has reached a large percentage of the market\(^3\) and it is impossible to gain from actually introducing a new plant. The introduction of the best practice technique is inhibited by the small size or the

---


low rate of growth of the market. Therefore, the observed
technological change is slower than what is possible in a
bigger market. Furthermore, it is quite possible that it will
be economically justified not to delay introduction of best
plant until there will be "a sufficient demand for it" but to
saturate demand by introducing plant of less than "optimal
size". F.M. Sherer in a recent paper¹ has found that inter-
national and inter-industry plant size variations are associated
systematically with market size, and with the degree to which sales
are concentrated in the hands of few leading producers.

2.1.4. Uneven Factor Saving in Technological Change

Another important aspect of Technological change that affects
factor input is the question of "what is changed?" Technological
change (and economies of scale) can reduce the requirements of
capital, labour, materials, fuel etc. at an uneven pattern. The
terms capital saving and labour saving technological changes are
frequently met in the literature.

Microeconomic analysis of bias in change confines itself usually
to dealing with the technological change that affects the "added
value" of the industry, namely change in capital and labour. This
is not satisfactory in an analysis that is done on industry level
and directed toward decision making. Intermediate products, material
fuel etc. account for about 50% of industrial input ² and in many
industries a lot more. Technological change that affects labour
cost can invariably be regarded as inherent to the industry employing
that labour. Technological change that affects materials would be

¹) F.M. Sherer, "The Determinants of Industrial Plant Sizes in
No. 2 (May 1973) pp. 135-145.
²) For some kind of evidence see Central Statistical Office, "Blue Book
1970 (Input-Output Tables).
related to the user industry when decreasing quantities of it are required for the manufacture of the industry's output. This is the case in electricity generating industry where coal consumption per thermal unit has gone down considerably, since World War II. When the saving is in the price the change is related to 'materials' producing industries. Following the same example as before one could think of the real price reduction of electricity to its users.

Differences in the marginal productivity movement (i.e. differences in the impact of technological change and economies of scale) are evidenced by Grieve-Smith and Miles who found that over the period 1950-1960 total productivity gains in the British steel industry were of about 1.4% p.a. while labour productivity gains were 3.5% p.a., fuel and materials 0.8% p.a. and capital -1.5% p.a. (negative!).

Perhaps the most serious complication in applying past movements of productivity to future productivity forecasting is the fact that not only technology changes over calendar time but also relative and absolute factor prices. The changes are by no means independent. Especially vulnerable are the cases where industrial wage agreements depend on (the partial) labour productivity. There, the introduction of a new technique increases overall productivity and with it labour productivity. Wage increase follows and as a result part of the advantage of the new technique is lost. At the extreme what is estimated as labour

---

1) H.J. Pick in and * gives an interesting account on the economy and technical progress in the use of materials in industry especially the engineering industry. Among others he stresses the advent of plastic as a new material and the interaction between material supplier and industrial customer (e.g. material made according to customer specification can save subsequently both labour and capital). Discussion like his underlines the difficulty the economist has in relating technical change to a specific industry.


* "The Role of Materials in Engineering and in the Economy" Metals & Materials
saving technological change at fixed prices may turn out to be neutral technological change or even capital saving change because of the salary and wage augmentation that is associated with the change. (Note that here we refer to the impact of change on the money outlay on each factor in determining the bias and not to the 'physical outlays').

The other factor in the bias in technological change - the "capital" is a highly elusive Economic concept. Here we shall only stress that 'capital' (investment) includes construction and development work carried out by a company's own labour force, and similar assets thus not only capital goods bought 'outside'. Underground mine development and open pit mine overburden stripping are in this sense capital investment. The crucial test of capital expenditure is that the benefit from it (i.e. profit) is not immediate and that it spreads over a considerable period of time.

On a slightly more 'macroeconomic' level the question of complementarity rather than substitution between labour and capital looms high. Many technologies aimed at utilizing untapped labour resources of developing countries need a preliminary spin-off operation that when looked at on its own is highly capital intensive. An example is a highly mechanized deep level shaft sinking in gold mines that subsequently use 'cheap labour'. G. Pffeferman 1) discusses this underlying characteristic of the 'dual economies' of developing countries. In circumstances like this, measurement of technological change just in terms of substitution is insufficient.

2.1.5 **Technological Change - Embodied or Disembodied?**

The last important aspect of technological change discussed here is the question whether technological change is embodied or disembodied. Embodied technological change according to the accepted terminology is technological change that follows from the act of capital investment. In other words this type of technological change requires the firm, i.e. the investor, to discard or displace its existing facilities and introduce new ones instead. Disembodied technological change (or productivity increase) takes place without necessitating new investment. In practice it is the kind of improvement that results from improved organisation, increase in workers skill and sometimes from the reduction of price and improvement in quality of intermediate products - fuel and materials. A detailed account on the question of embodiment or disembodiment of technological change is given by Shone\(^1\)). His conclusions, which are also generally accepted are that technological change is mainly embodied change. One may add that much of what appears to be disembodied change is embodied change in disguise. Not all the benefits from new investment appear immediately. Some investments require the workers and management to adapt themselves to the new technology, and that takes time. It can be said that the act of capital investment introduces some immediate change and in addition it also determines the framework for subsequent 'disembodied' improvements.

Finally, accepting the assumption that capital investment and reinvestment constitute embodied technical change does not

---

necessarily require that the change is capital-saving change. It can be labour or material saving change just as well.

2.2. Other Types of Environmental Change that Affect Investment

Technological change is generally regarded as the major environmental change that affects investment. It is the most systematic change in the sense that it affects most industries. Many other environmental changes like real increase in labour cost are directly linked to the general phenomenon of technological change. But yet there are other types of time related factors that affect investment decisions. So investment and reinvestment are sometimes a response to social, legal or political changes rather than to technical changes. Donald A. Schon, an American social philosopher, is very interested in social and industrial changes and all their implications. In a recent book\(^1\), he presents the following real-life example concerning a proposed change in lumber standards.

"The literal '2 by 4' had long been out of date. The question now was whether boards marked '2 by 4' should have a thickness of \(\frac{7}{8}\) inches measured at a fixed moisture content, or whether the thickness should be \(\frac{5}{8}\) inches without specification of moisture content.

This seemed one of the less passionate issues of the day, but it ended up by generating approximately 30,000 letters per year – more than any other issue in the recent history of the Department of Commerce. It divided the country into 'wets' and 'drys'. The drys were those few lumber manufacturers large enough to afford a kiln, so that they could make kiln-dried lumber to dimension. And the wets were those tens of thousands of lumber manufacturers too small to afford kiln-drying equipment; because they could not afford it, they would not have been able to meet the new standard.

The standard would, in all likelihood, have eliminated thousands of small producers. It would have shifted the regional balance of lumber production; and it would, it was rumoured, have added approximately $500 million dollars to the value of Weyerhauser's timber holdings, simply by enabling that firm to make a greater number of '2 by 4s' from a single tree.

Schon's own interest is in the area of resistance and response to industrial change but the implications of the above excerpt for investment and profitability are obvious.

The anticipation of political and fiscal change are an obvious factor in investment decision. Some economic factors are dynamic in the sense that they have a cyclical characteristic. Business cycles play, as we shall see in later chapters, an important role in the exact timing of investment. Exhibit 2.9 shows the movement of the Bank of England Rate over 1932-1971. Movement which through its impact on the securities market affects the cost of investment capital.

Inflation is, of course, another important consideration. Its impact on investment comes through its interaction with taxation and through uneven cost escalation of the various production factors.
### Exhibit 2.9: Bank of England Rate 1932-1971

<table>
<thead>
<tr>
<th>Date</th>
<th>Per cent</th>
<th>Date</th>
<th>Per cent</th>
</tr>
</thead>
<tbody>
<tr>
<td>June 30th, 1932</td>
<td>2</td>
<td>October 5th, 1961</td>
<td>6½</td>
</tr>
<tr>
<td>August 24th, 1939</td>
<td>4</td>
<td>November 2nd, 1961</td>
<td>6</td>
</tr>
<tr>
<td>September 28th, 1939</td>
<td>3</td>
<td>March 8th, 1962</td>
<td>5½</td>
</tr>
<tr>
<td>October 26th, 1939</td>
<td>2</td>
<td>March 22nd, 1962</td>
<td>5</td>
</tr>
<tr>
<td>November 8th, 1951</td>
<td>2½</td>
<td>April 26th, 1962</td>
<td>4½</td>
</tr>
<tr>
<td>March 11th, 1952</td>
<td>4</td>
<td>January 3rd, 1963</td>
<td>4</td>
</tr>
<tr>
<td>September 17th, 1953</td>
<td>3½</td>
<td>February 27th, 1964</td>
<td>5</td>
</tr>
<tr>
<td>May 13th, 1954</td>
<td>3</td>
<td>November 23rd, 1964</td>
<td>7</td>
</tr>
<tr>
<td>January 27th, 1955</td>
<td>3½</td>
<td>June 3rd, 1965</td>
<td>6</td>
</tr>
<tr>
<td>February 24th, 1955</td>
<td>4½</td>
<td>July 14th, 1966</td>
<td>7</td>
</tr>
<tr>
<td>February 16th, 1956</td>
<td>5½</td>
<td>January 26th, 1967</td>
<td>6½</td>
</tr>
<tr>
<td>February 7th, 1957</td>
<td>5</td>
<td>March 16th, 1967</td>
<td>6</td>
</tr>
<tr>
<td>September 19th, 1957</td>
<td>7</td>
<td>May 4th, 1967</td>
<td>5½</td>
</tr>
<tr>
<td>March 20th, 1958</td>
<td>6</td>
<td>October 19th, 1967</td>
<td>6</td>
</tr>
<tr>
<td>May 22nd, 1958</td>
<td>5½</td>
<td>November 9th, 1967</td>
<td>6½</td>
</tr>
<tr>
<td>June 19th, 1958</td>
<td>5</td>
<td>November 18th, 1967</td>
<td>8</td>
</tr>
<tr>
<td>August 14th, 1958</td>
<td>4½</td>
<td>March 21st, 1968</td>
<td>7½</td>
</tr>
<tr>
<td>November 20th, 1958</td>
<td>4</td>
<td>September 19th, 1968</td>
<td>7</td>
</tr>
<tr>
<td>January 21st, 1960</td>
<td>5</td>
<td>February 27th, 1969</td>
<td>8</td>
</tr>
<tr>
<td>June 23rd, 1960</td>
<td>6</td>
<td>March 5th, 1970</td>
<td>7½</td>
</tr>
<tr>
<td>October 27th, 1960</td>
<td>5½</td>
<td>April 15th, 1970</td>
<td>7</td>
</tr>
<tr>
<td>December 8th, 1960</td>
<td>5</td>
<td>April 1st, 1971</td>
<td>6</td>
</tr>
<tr>
<td>July 26th, 1961</td>
<td>7</td>
<td>September 2nd, 1971</td>
<td>5</td>
</tr>
</tbody>
</table>

2.3 Summary

Technological change seems the most systematic time related change affecting the capital investment environment. Technological change affects products - by introducing totally new products - and it affects production - by improving and reducing the costs of production inputs. It is accepted that on an industry or a product level the impact of only the second type of technological change can be meaningfully quantified.

There are many aspects to this production technological change. The most important one is the overall rate of technological advance, the total productivity movement in an industry. Industries vary greatly in this respect. The implementation of a new technology by a pioneer company is the innovation; the subsequent adoption of the technology by other companies is the diffusion of that new technology. There are no strict rules as to the speed of innovation and diffusion. Companies vary greatly in the speed they adopt new technology. An economically important aspect of technological change is economies of scale. Many industries see a reduction of the production cost per unit of output as a result of an increase over the years in the size of the optimal production unit.

Two aspects are particularly relevant in investment planning. First, production technological change may 'save' more on one production factor, e.g. labour, than on others. However, definition and measurement of this bias are very difficult since changes in wage rate concur with technological change. Second, there is the relation between technological change and the actual act of capital investment. It is generally accepted that most production technological changes require investment in new plant, machinery, etc. It is thus 'embodied technological change'.
Many other time related changes affect investment. These are legal, political and social changes, etc. But these usually cannot be quantified. There are also general macroeconomic and financial changes to consider, some of which are cyclical and others are of more persistent nature.
Perhaps one distressing conclusion to be drawn from the complexity of the phenomenon of change, even technological change alone, is that reality is too complex to be reduced to any representative model. So much so, in the description of the phenomenon of change let alone in any prescription of how to invest in the environment of technological change. But since companies have to make investment decisions, assessing the viability of projects, they have to make assumptions about future movement of technology and prices. These assumptions underlie models of "the future".

Theoretical models are logical deductions from a given set of assumptions. Thus assumptions on costs and future technical change may lead to an output pricing model. Clearly there is a need for models in economics but this need is a source of two types of difficulty.

First there is the problem of setting acceptable "realistic" assumptions. It is very difficult to produce a model that does not raise an objection e.g. consider the concepts of demand curve, market, perfect competition, neoclassical production function. Usually, the main justification for a set of assumptions is defensive – that is, there are no better, more defensible assumptions.

Second, there is a tendency to accept a model just because it is logically sound and see the reality "through it", even if the assumptions are totally "unrealistic". This is particularly true
of mathematically sophisticated models. C.W. Churchman\(^1\) has this to say about the suggestive power of the elegance of mathematical modelling:

"Because mathematics has become so revered as a discipline in recent years it tends to lull the unsuspecting into believing that he who thinks elaborately thinks well. Actually one great risk of being able to think rigorously is that we may continue to go down the wrong pathway, forgetting the assumptions that started the thinking process in the first place. The elegant feeling of deriving clean looking theorems may lead us to forget that the assumptions were totally unrealistic."

M. Shubik\(^2\) regrets that modern microeconomics texts do not find it necessary to balance a rigorous development of models by a scrupulous weighing and selection of assumptions according to their real-life relevance.

"The microeconomic texts in their haste to present the general picture concerning models we know how to handle, give virtually no guidance as to the relevance and importance of factors left out or simplified."

On the question of use of microeconomic models, he stresses that a model is not reality itself. It tries to represent a specific and separate problem. So there is no General Microeconomic Theory but a collection of models each aimed at a particular problem in a specific setting.


"Logical consistency between one theory in microeconomics and another is a luxury and not a necessity. The theories are or should be constructed to answer a limited set of questions. The aggregations and selection of variables for one theory will be different from those of another."

In this chapter we reduce the technological change phenomenon to parameters that can be dealt with by neoclassical 'marginal' microeconomics. This reduction is done with caution and in the light of the above discussion.

I find I am justified in doing so for the following reasons

(a) The main investment model I operate on, the 'S' model, is constructed as a neoclassical model

(b) The neoclassical approach has been a source of the related terminology: technological change, capital saving change, etc. An investigation through this approach may sharpen some of the concepts according to our need in investment decision models.

(c) The analysis reveals certain aspects of technological change that are not otherwise obvious, (e.g. adjustment procedure under change in technological expectation) (described in 3.3.4 below)

There are other Economic approaches to technological change (like that of the so called 'Cambridge School') but they will not be investigated here. This is in line with M. Blaug ¹ who, having compared the various approaches strongly recommends the neoclassical approach as the framework for organising one's knowledge of the subject.

"The case for the neo-classical approach is that it provides a meaningful framework for organising our knowledge of technical progress and to provide more decisive consideration that no satisfactory alternative approach is in view". 1)

More importantly, I must add that at certain times during the work on this dissertation I had doubts as to the value of "channelling" the technological change through any accepted theory at all. The alternative I had was to follow Shubik's "consistency of theories as a luxury not a necessity" 2) and consider assumptions of technical change only in the context of investment decision models, as others do (see Chapter 5). Having done the analysis in this Chapter I am of the opinion that familiarity with the microeconomic approach though perhaps not essential in developing 'realistic' investment models is extremely important in analyzing and assessing weaknesses in existing models.

3.1.2 Relevant Models

There are two neoclassical models (or "theories") that will be discussed here. One is the single product production function and the other is the partial equilibrium analysis of a competitive industry. The context of the discussion is that of investment and long term, multiperiod considerations. Therefore the production function will consider capital or investment as a production "factor" in arriving at a best production technique. And the partial equilibrium which is in this context long run partial equilibrium will emphasise the long run marginal cost in pricing and investment appraisal.

The emphasis in this work is on optimal investment decisions, "optimal" in the sense of maximizing the return on investments. The investment decision includes the selection of plant (selection of production technique) and the determination of level of investment

1) M. Blaug, op. cit.
2) M. Shubik, op. cit.
(which is a decision on the level of production). Arguably, these two sides of the investment decision are interrelated, but in practice they usually are separated. On the one hand there is the decision on the best practice plant and on the other hand there is a separate decision on the level of investment.

Moreover, the decision on the optimal level of investment assumes that the best practice technique in a period is known. Otherwise alternative levels of production cannot be compared. Similarly, the selection of equipment is made with the assumption that the level of investment is known (or that it is very large compared with the equipment unit and therefore does not affect the decision). There is therefore a certain "duality" relation between the two problems, the solution of one assumes parameters the "variables" of the other problem.

The modelling of each problem is separate and aimed at highlighting different specific points. The neoclassical model of the selection of technique is the production function and that of the investment level (which can be 0) is the partial equilibrium scheme.

Note that both models are descriptive rather than prescriptive. They assume, within the formidable battery of assumptions that underlie the neoclassical approach\(^1\) that optimal decisions are made "all the time" by many decision makers who make only optimal decisions. They nevertheless and in the absence of a suitable, general prescriptive investment model provide a starting point for prescribing a correct investment decision how!

3.2 Production Functions

3.2.1 Recapitulation of Theory.

Production functions express the relation between output and the possible combinations of input factors. In one of its simplest forms, a production function expresses a single product output $Q$ as a mathematical function of the input factors.

For two input factors $a$, and $b$ with the respective quantities $X_a$ and $X_b$ the production function is:

$$Q = f(X_a, X_b) \quad \ldots \ldots (1)$$

with $X_a, X_b > 0$ ; $Q > 0$

the function 'f' is convex to the origin and as required by the neo-classical "marginal" approach, is a differentiable function.

$Q$, $X_a$, $X_b$ are expressed for a period of time (although they can also be expressed as densities for 'moments' of time).

It is convenient to express the function 'f' for a unit of output, thus:

$$1 = f\left(\frac{X_a}{Q}, \frac{X_b}{Q}\right) \quad \ldots \ldots (2)$$

Replacing $Y_a$ for $\frac{X_a}{Q}$ and $Y_b$ for $\frac{X_b}{Q}$ we obtain

$$1 = f(Y_a, Y_b) \quad \ldots \ldots (3)$$

Note that input and output are expressed in physical terms.
Using input prices as parameters $P_a$ and $P_b$, we express a unit output price as $P$:

$$P = Y_a \cdot P_a + Y_b \cdot P_b \quad \quad \quad (4)$$

$P$ is optimized (minimized) subject to the technology constraint of (3) above.1)

An important characteristic of the neoclassical production function is the elasticity of substitution between $a$, and $b$. It is defined by the pair $(Y_a, Y_b)$ as:

$$\sigma = - \frac{\frac{d(Y_b)}{dY_a}}{\frac{d(Y_a)}{dY_b}} \quad \quad \quad (5)$$

From (4) above we calculate $\frac{dY_b}{dY_a}$ for the optimal $P$:

$$\frac{\partial P}{\partial Y_a} = 0 = \frac{\partial Y_a}{\partial Y_a} \cdot P_a + \frac{\partial Y_b}{\partial Y_a} \cdot P_b \quad \quad \quad (6)$$

or

$$\frac{\partial Y_b}{\partial Y_a} = \frac{dY_b}{dY_a} = -\frac{P_a}{P_b} \quad \quad \quad (7)$$

1) The optimization under constraint can be illustrated as follows:

Assume the production function for the production of a unit of output in $Y_a \cdot Y_b = 1$ (which expresses the numerical combination of the two factors), and the input prices: $P_a = 3, P_b = 2$. The problem is then: Min $P = 3 \cdot Y_a + 2 \cdot Y_b$

s.t. $Y_a \cdot Y_b - 1 = 0$

The problem can be restated using a Lagrange multiplier $\lambda$

$$\text{Min } P = 3 \cdot Y_a + 2 \cdot Y_b - \lambda(Y_a \cdot Y_b - 1)$$

$$\frac{\partial P}{\partial Y_a} = 3 - \lambda, \ \frac{\partial P}{\partial Y_b} = 2 - \lambda \text{. } Y_a = 0; \ \frac{\partial P}{\partial \lambda} = Y_a \cdot Y_b - 1 = 0$$

Solution:

$$Y_a = \sqrt{2/3}; \ \ Y_b = \frac{3}{\sqrt{2}}; \ \ \lambda = \sqrt{6}; \ \ P = 6 \cdot \sqrt{2/3}$$

Using this result we rewrite (5) as

\[ \sigma = \frac{d\left(\frac{Y_b}{Y_a}\right)}{d\left(\frac{P_a}{P_b}\right) / \left(\frac{P_a}{P_b}\right)} \]

...... (6)

So the elasticity of substitution at the optimum can be paraphrased as the ratio of the proportional change in relative input quantities to the proportional change in relative prices, or "the ease at which a change in prices can change the combination of the production factors".

Figure 3.1 illustrates graphically the impact of a change in relative prices. The equilibrium point on the production function is shifted from L to M.

There is some interest in comparing two or more production functions especially in the comparison of the state of technology in consecutive periods. The interest is mainly in a rate of technological change and in the bias of technological change towards a greater saving on one production factor relative to the other.

The comparison is usually restricted to the optimal technologies in the periods considered. But even this comparison is difficult. If the technology in period 0 uses the combination \( Y_a^0 \) and \( Y_b^0 \) and the technology in period 1 uses \( Y_a^1 \) and \( Y_b^1 \) such that \( Y_a^0 > Y_b^1 \) and \( Y_b^0 < Y_b^1 \) then we cannot "automatically" rank one technology as superior to the other.

As in other cases of partial ranking we obtain complete ranking and a scale of measuring "technologies" by the use of index numbers. Here we take as weights the prices of the input factors in period 0: \( P_a^0 \) and \( P_b^0 \).
The overall rate of technological progress between period $o$ and period $b$ is measured by:

$$1 - \frac{P_a^o \cdot Y_o^1 + P_b^o \cdot Y_b^1}{P_a^o \cdot Y_o^0 + P_b^o \cdot Y_b^0} \quad \ldots \quad (9)$$

or by similar measures. Graphical presentation of the comparison of two production functions is given in Figure 3.2.

Salter\(^1\) investigates the question of bias in technological change. Using the neoclassical concepts of production function and factor prices he observes three elements in determining the bias:

a) a shift in the production function "towards" one factor,

b) a change in relative prices,

c) a change of the elasticity of the production function as from one period to another.

There are obvious doubts as to the real-world relevance of the elusive concept of "change of elasticity over time". But it has, it seems, some "insight" value. I illustrate the breakdown of the bias in technological change into its components in Figure 3.4 below.

---

Figure 3.1: The Production Function.

Figure 3.2: "Indexation" of technological progress.
3.2.2 Production Functions for Long Term Alternatives: Discussion

A production function as presented above is an important micro-economic tool in the description of the alternatives that a producer has in the production of a given quantity of output. The alternatives are the various combinations of production factors to produce that quantity. The criterion for decision is cost minimization. The producer chooses the factor combination that minimizes the cost of production. Economically, a production function deals solely with one aspect of the general production problem, that is, with "how to produce", it assumes that the question of "what to produce" has already been solved.

Usually production functions deal with short term problems. There the production factors are well defined and their prices are constant. In this sense the construction of a production function and the calculation of optimal solutions is an Operations Research Problem.

Conceptual complications arise once the 'production function' is used in the description of long term production alternatives (i.e. investment alternatives). There, even if we assume that the questions of "what" and "how much" to produce have been answered we still have to consider changes over time, e.g. change in labour cost and deterioration of plant. Also, if different techniques include different machines and not only different quantities of given factors we have a "multidimensional" production function which, to say the least, is difficult to handle. Still the use of production function is not ambiguous because machines are defined in physical terms, labour, say, in man hours, materials and fuel in their respective units and the absolute and relative prices are known.

1) See W.E.C. Salter, "The Production Function and the Durability of Capital" The Economic Record, No. 70, April 1959; "To treat each item of equipment as a separate factor of production ... is precise but unilluminating". (p.47)
So far for a single long term production function. To represent the effect of technological change on production coefficients between two periods we compare two production functions and here we have additional difficulties. First new machines that have not existed before are introduced, secondly new techniques are introduced in the use of existing equipment in the production of the given product and thirdly, both these changes are affected by (as well as create) changes in wages.

A way out of these difficulties, at least for the purpose of describing the nature of technological change, is to assume that there are only two production factors, one is a unique capital factor and the other a unique operating cost factor (for simplicity I would deal here with labour only). Technological change between the two periods would then reduce the physical quantity of at least one of them in the production combination. Because of the special context in which we deal with the production function I would term the capital factor as "investment" (this is in line with Salter).\(^1\)

Production functions are usually expressed per unit of output per period (year, month, etc.) In order to justify a two dimensional presentation I would ignore the impact of deterioration and assume a certain 'average' production. I would also assume that the length of life of the alternative projects is constant and equal, otherwise the element of capital recovery in the investment cost cannot be given and comparison of different production functions would be impossible. I would also state that there are no economies of scale in production and therefore a production function calculated per unit of output per period is independent of the size of the production unit.

---

3.2.3 Interpretation of the "Graphical Presentation" of Technological Change

A graphical description of the production function is given in Figure 3.2. Technical advance is represented by the movement of the production function towards the origin. Thus, instead of production function AA that we have in period 0 we have production function BB in period 1. But between period 0 and period 1 there is also a change in relative prices which is represented by the change of the slope of the "budget line". Therefore, the new equilibrium in period 2 is point E and not the point D (which would be the equilibrium point if there was no change in relative prices).

To measure the extent of past technological change in the way described in formula (9) above we compare points C and E and not points C and D. By doing so, and as shown by the budget lines in Figure 3.2, we actually underestimate the movement of the production function towards the origin.

The two period comparison underlines 3 elements in the technological change.

(a) The technical advance. The total reduction in the required production co-efficients this has to be measured as an index number. As suitable weights for the two factors, would be their prices in the first period (see formula (9) above).

(b) The bias in the type of technological change. This can be either toward greater saving of investment (capital saving technological change) or labour (labour saving technological change) if there is no bias we would talk about neutral technological change.

(c) The elasticity of substitution. This factor is important in determining the new equilibrium point. It indicates the sensitivity of the equilibrium point on a production function to changes in relative prices.
Figure 3.3 demonstrates capital saving technological change (BB as compared with AA), labour saving change (CC as compared with AA) and elasticity of substitution (DD is more elastic than AA).

Usually, and always in ex-post analysis, bias in technological change is measured between the two equilibrium points in the two periods compared. This measured bias is affected both by the genuine bias as defined before and by the impact of substitution. To differentiate the two would require a reconstruction of the production functions in the two periods; in practice it cannot be done. An interesting possible combination is demonstrated in Figure 3.4. There we have a genuine capital saving technological change, but it coincides with a relative increase in labour cost. The new equilibrium point requires more capital than the original equilibrium point. This change would be observed as labour saving technological change.

3.2.4 Long Term Cost Movement: "Technological Change" in the Monetary Sense.

The definitions we have used in the description of change are not useful for the businessman because he is interested in the cost reduction effect and not in the technological change itself. He is indifferent to the question whether the technological change is a result of an important discovery in the capital goods industry that leads to reduction in the prices of capital goods or whether the technical change is inherent in his own industry and thus enables him to reduce the number of physical units of investment in the production of the given output. In reality usually this distinction does not even exist.
Figure 3.3: Bias in technological change and change in the elasticity of substitution.

Figure 3.4: "Synthesis" of technological change: A special case.
Figure 3.5: "Technological change" in the monetary sense.
Therefore we would now reduce the production function to a more "naive" form. It would simply be the total cost function per unit of output per period. It would be reconstructed from the prevailing prices at a period and from the technological possibilities of the period. Note, that while the earlier graphical presentation considers only relative prices of the two production factors here we also consider the absolute movement of factor prices over time (in fixed money terms).

Figure 35 shows the changes in the equilibrium from 'D' on AA in period 0 to 'E' on BB in period 1. The change is biased, it is a capital saving change in the sense that there is a great reduction in the capital requirement for a unit of output and a lesser reduction in labour requirement. The change from period 1 to period 2, of course, is not a 'technological decline' it is a situation that is found in 'increasing cost industries'. Note though that the cost increase here is 'neutral' the relative money expenditure on each production factor is unchanged. Change as between periods 1 and 2 can be explained as a situation where the technical progress that affects an industry is smaller than that which affects the economy as a whole. Technical progress in the economy is translated into wage increase that affects all industries. The industry in question has to pay more for its production factors than the increase in their productivity.

Some writers, in prescribing investment decision models (discussed later in Chapter 5) deal only with situations of cost reduction over time, i.e. with cost decreasing industries. They lump together the combined impact of wage movement and technological change into one "obsolescence" factor. They thus disregard the components. This may be a weakness in the assumptions behind their models.
The "monetary production function" is presented algebraically in formula (10) below. It is in fact an objective function of the total cost per unit of output per period expressed for a new investment decision taken at period \( i \). It is:

\[
L_i \cdot W_i + K_i \cdot C
\]

where

\( W_i \) - is the "averaged" wage rate per unit of output, per period over the life of investment launched at period (or year) \( i \);
\( C \) - is the periodical cost of capital. It is a function of the rate of interest and the length of investment life;
(since they are assumed constant \( C \) is constant as well)
\( L_i \) - labour requirement per unit of output per period associated with new investment at period \( i \);
\( K_i \) - Investment capital required per unit of output per period for new investment at period \( i \).

The algebraic expression is convenient for analyzing the sources, technological and otherwise for cost decrease (or increase) between periods.

The optimum points at periods \( i \) and \( i + 1 \) (i.e. the minimum cost in each period) are denoted:

\[
L_i^* \cdot W_i + K_i^* \cdot C, \text{ and } L_{i+1}^* \cdot W_{i+1} + K_{i+1}^* \cdot C \text{ respectively.}
\]

(Note, in ex-post analysis we assume these formulas to represent the actual costs).
The optimum in a period $i$ is the pair $(L^*_i, K^*_i)$. For the understanding of the concept of technological change in an industry it is important to look at the determinants of $K^*$. Within the assumptions they are:

(1) Technological change in the industry in question (affecting both $L$ and $K$) — improved utilization of production factors.

(2) Technological change in the industry producing the capital goods. This reduces the price of the capital goods for the industry in question.

If we relieve the assumption of constant wage rate through the economy a change in $K^*$ may reflect a change in the relative wage rates of the two industries.
3.3 Vintage Models

The discussion so far has dealt with the choice that a producer has in deciding on the best production combination in each period. We would now assume that the question of the production combination has been resolved and that there is a single best practice technique in each period. Therefore, in this section we would concentrate on the complementary questions of "how much to produce", whether to enter the market, whether to scrap old plant and conversely what price to charge. The discussion will also include an ex-post view of the industry.

3.3.1. Long Run Marginal Cost Concept

There is little formal theory on the Long Run equilibrium of competitive industry. Much of the work there is on the subject has been done in Britain 1).

Standard modern textbooks discuss extensively subjects like neoclassical, linear and other production functions, but they hardly discuss long run equilibrium beyond a mere restatement of short run equilibrium, mentioning that in the long run all costs are variable 2). The discussion is usually confined to the graphical presentation of the microeconomic equilibrium.

As a starting point let us look at such presentation bearing in

1) e.g. a) W.E.G. Salter (1966), op. cit.
mind the assumptions behind models of perfect competition:
complete certainty, free information, universal availability
of technology, the single firm or consumer has no influence on prices,
free entry to the market and free exit from it.

Figure 3.6(a) shows the simple case of a firm (every firm) in
a competitive industry where today's cost structure is expected to
prevail in the future and where the price that secures entry to the
market equals the Long Run Marginal Cost and the Average Total Cost
of production of the firm. Figure 3.6(b) shows the market equilibrium.
The profile of the supply curve indicates that new entrants require
the market price but that firms already in the industry are satisfied
with lower prices. Their capital costs are sunk costs and they need
only to cover their operating costs.

Figure 3.6(c) illustrates a multiperiod market in a decreasing
cost industry (assuming, for graphical simplicity, that the demand
per period is constant). $S_o$ is the supply curve in the first period.
$S_1$ below it is the supply curve in the next period. The Long Run
Marginal Cost of a single firm in this type of market is a slightly
more complicated concept than above. Here, for example, the firm has
to consider decrease in revenue in subsequent years.

As a fairly general statement one can say that the long run
marginal cost equals to the initial price $p_o$ that a new entrant to
the market would require in order to ensure normal profit over the
life of a project, assuming no excess profit can be made on delaying
the entry to the market. ¹)

R. Turvey offers a general definition for the marginal cost in the discrete case ("Annual jumps").

"[Long run] marginal cost for any year is the excess of (a) the present worth in that year of system costs with a unit permanent output increment starting then, over (b) the present worth in that year of system costs with the unit permanent output increment postponed to the following year".

Note that Turvey's marginal cost is a discrete annual equivalent to our \( p_0 \). A firm would bring forward its entry to a market by one year if the excess present worth of costs (Turvey's marginal cost) resulting from this action would be compensated by an equal initial market price (\( p_0 \) equivalent for the discrete case).

¹) Here is an illustration. Assume future prices are related to the initial price by the function \( p_t(p_0) \), the production cost for today's new entrant is \( C_t^0 \) at \( t \), the life of the plant \( n \), initial investment \( K_0 \), and the cost of capital, which equals the rate of normal profit is \( r \). Assume also that plant has no salvage value and that production is constant over the life of the project. Then \( p_0 \) is such that

\[
\int_0^n (p_t(p_0) - C_t^0) e^{-rt} \, dt - K_0 = 0
\]

The actual determination of \( P_{d,t} \) and \( m \) is based on future costs per unit of output: capital cost \( C_t^0 \) of future plants and operating costs patterns in future plants over their lives.

For a more detailed discussion see Chapter 6.

Figure 3.6: The Firm and the Industry in Perfect Competition.

Figure 3.7: Cross section of an industry's output and operating costs according to plant "vintage".
3.3.2 A Cross Section of an Industry: Plant age and Plant Cost

Following Salter\(^1\) we could say that a mature competitive industry consists of an assortment of plants\(^2\) of various ages that turn out the product of that industry. Existing plants are regarded economically as "fossils" they are not production variables any more. The earnings that accrue with them are quasi-rents and as long as they have positive operating earning margins - as long as output price covers operating costs - there is no need to discard them.

Figure 3.7 illustrates the age structure of the plants in the industry. Notice the difference in the base width, this usually indicates differences in the quantum of capacity installed in each period. It is a combined result of shift in the demand, technological change at the period, elasticity of demand and the age structure of the industry at that year.

Notice the difference in operating costs between plants that were installed in the years \(-(n-2)\) and \(-(n-3)\). One explanation for the reverse movement in costs is that in year \(-(n-3)\), compared with \(-(n-2)\), there was a drastic capital saving bias in technological change and/or change in relative prices that made labour (operating costs) relatively cheaper to capital (e.g. as a result of a rise in the rate of discount). Another explanation is that plant from year \(-(n-3)\) deteriorates faster than plant from year \(-(n-2)\).

The situation of old plant having lower operating cost than a younger plant can be met in practice, but clearly is not the rule;

For simplicity we shall hence assume that operating costs are a

1) W.E.G. Salter (1966) op. cit.

2) "plants" are used in a generic sense and have the meaning of machines/pieces of equipment, etc.
Figure 3.8: Industry Profile, "young" and "old" industries.

Figure 3.9: Intra plant capacity adjustment, according to output price.
monotonously increasing function of age in a cross section analysis of industry at any given time. So, in general, a growing industry is characterised by a large proportion of new plants with low operating costs, and a small proportion of old plants (Figure 3.8(a)). A declining industry is characterised by a small proportion of new plants (Figure 3.8(b)). The difference between the two industries is demonstrated by their sensitivity to cut price operations. While in the growing industry only a small proportion of the plant will be put out of work (Figure 3.8(a)), a large proportion will be put out of work in the declining industry. A recent example for an industry with a 'young' age structure is the Japanese Steel Industry. Its age structure explains a great deal of its ability to launch price competition for steel over the world. But, the rate of growth of the Japanese steel industry has decreased since 1970 so, inevitably the age structure of that industry is becoming 'older' and the capability to cut prices is being reduced.

"Marginal" analysis reveals yet another point that, though mentioned by Salter\(^1\), is usually overlooked or at least not formalised in decision models. That is the point that economically 'normal capacity' is not a physical characteristic of a plant but is determined by output prices, deterioration and wage increase overtime. This is demonstrated in Figure 3.9. Each plant is utilised up to the point where its marginal cost in the year equals the output price. The average cost at the point indicates the quasi rent gained per unit of output. Note in particular, an n years old plant in Figure 3.9. It has no quasi rent at the going market price and can therefore be discarded. Figure 3.10 shows that the exact quantity produced by each

\(^1\) W.E.G. Salter, op. cit. (1966).
plant is determined by the intersection point of the (increasing) marginal cost of operation and the price. Ceteris paribus, reduction in price would reduce the normal capacity of a given plant, increase in price would increase it. In general, deterioration, wage increase, and price reduction (in itself determined by technological and wage increase) combined reduce the 'normal capacity' of plants as they grow older.  

1) Engineers, especially process engineers, tend to dismiss the 'niceties' of such analysis. They maintain that for every practical purpose capacity of a plant is constant over its life. Within the assumptions, this can be explained by postulating that the MC curve is very steep at the region of normal capacity, therefore none of the changes mentioned above can make an obvious impact on the level of capacity. But if the engineers are correct then this analysis is really superfluous. A more robust approach would be to assume that capacity is constant over the life of plant. This is the approach we take in this work.
3.3.3 Supply and Demand

The elementary supply-demand model is useful in demonstrating and analyzing how the corrective action of investment maintains the long run equilibrium of a competitive industry. It is perhaps worthwhile first to compare the short term equilibrium that supply-demand graphs usually depict with the long run equilibrium.

Figure 3.10(a) shows the short run mechanism. The supply curve consists of the operating costs of the existing plants which are ranked according to their "vintage" or age. It is assumed that in a cross section of the industry in a given period the older the plant is the higher is its operating cost. The demand for the product of the industry is D. As usual, the demand curve represents the product quantity demanded in a period, as a function of the product price in the period. If demand increases from D to D', a stand-by plant will be put to work, if demand decreases to D" then the marginally worst plants will be put to work. This and similar models are useful in describing changes in demand that are both "fast" and "temporary"; situations where corrective action is done through existing plants and through changes in output price. Long run models use the same graphical structure (see Figure 3.10(b)). The visible or graphical part of the model still represents the supply and demand in a single period but the determinants of both supply and demand are considerations beyond that visible "window". Changes (mainly increases) in demand in the long run model are expected to persist for at least the length of life of a new plant. Still they are "fast" changes as in the short run model since it is assumed that installation and implementation of new plants are instantaneous. For a moment it may seem a paradox that in long run models the market adjustment is done not by the marginally worst plants but by the marginally best plants: by investment in a new plant that has suffered no deterioration and is technologically superior
Figure 3.10: Short run and long run supply adjustment.

Figure 3.11: Time movement of output price under change of technological expectations.
to existing plants. The explanation, of course, is that in a sense the new plant is "the worst plant". The cost of a new plant includes the fixed cost of investment as a decision variable in addition to the operating cost. In old plant investment or "fixed cost" is a sunk cost and therefore not a decision variable.

The long run model (Figure 10(b)) assumes infinite supply elasticity - in a given period there is no limit on the supply of the given best practice plants. The price in a period is determined solely on cost considerations in new plants (as long as in each future period demand and supply are such that "at least" one new plant is installed each period). This price as stated earlier is the long run marginal cost. Lastly, assuming the long run marginal cost and the product price given, let us list the factors that determine the level of investment in a competitive industry in a period. They are:

(a) The number of plants that have to be scrapped in the period at the equilibrium price. This number is determined by deterioration and obsolescence and by the age structure of plants in the industry. (See Figure 3.8).

(b) The reduction of output in plants that do not require scrapping (if any; see Figure 3.9).

(c) The elasticity of demand. The new price sets a new figure for the demanded quantity.

(d) Change in the demand curve. Clearly, if we assume explicit technological change and change in wages over time in the model then a change in the demand function is an obvious corollary.
3.3.4 Shifts in the Expectation of Technological Change

The long run equilibrium model is based on unanimity of expectation of future price movement, today's price level and the volume of investment are related to this expectation. In the following discussion we shall investigate the ex post impact of changes in expectation (unanimous changes!) on price and investment in an industry. In a decreasing cost industry undergoing technological change the change of expectation may be either towards a faster or a slower technological change. The two possible cases can be paraphrased as follows:

(a) No change, or a slow change has been expected in the past; fast technological change is expected now.

(b) Expectations for fast technological change have proved to be exaggerated; slow or no change is expected now.

This change of expectation has a somewhat surprising effect on prices. In case (a) the apparent technological break-through will push output prices up. In case (b), the recognition that there is no possible further improvement would reduce output prices. The understanding of this seeming "paradox" is important to the understanding of the observed patterns of technological change in an industry.

The impact of change in expected prices is demonstrated in Figure 3.11. Calendar time is divided into three 'periods' I, II and III. In 'period I' no technological change is expected and price is constant. From a certain point \( t_1 \) a rapid technological change is expected, indefinitely. This sort of expectation persists during 'period II' until point \( t_3 \) when the expectation is shifted again. In 'period III', from \( t_3 \) onwards no more change is expected in the foreseeable future.
The entrepreneur, at point $t_1$, suddenly faces the problem that his new potential plant (still exactly as the old one built earlier) would become obsolete and will have to be discarded earlier than would have been expected. The only way to obtain normal return on his investment is, therefore, to raise his price to $p_1$. But at a higher price the industry's existing plants will raise their production (equate their MC with the new, higher price). Moreover, some standby plants will re-enter production. Therefore, the price will not rise fully to $P_1$. The actual pattern of price increase is determined by deterioration of old plant, age structure of old plant, change in demand, etc. What can be said is that introduction of new plant will not be delayed beyond $t_2$ (see Figure 5) but nevertheless, there will be some period after $t_1$, when the level of new investment will be low. At the other end, at $t_3$, the opposite happens. The entrepreneur learns that his new plant will not be affected by obsolescence, therefore, the life expectancy of the plant increases and he is able to charge lower prices for his output. As long as introduction of new plant is instantaneous the price will fall suddenly at time $t_3$ from $P_2$ to $P_3$. This will be combined with massive investment in new plant and scrapping of old plants unable to cover their operating cost. This is, of course, too abrupt to be realistic, so it can be said that above normal investment activity takes place some time after $t_3$. The process will end at $t_4$ the time when $P_3$ would have been reached had the technological progress continued.

What is the meaning of these price jumps? They are the shadow prices of technological change or the cost of technological change.

1) For a detailed discussion on the forces that determine prices in a situation of changed expectation, see H.R. Fisher, op. cit.
Intuitively they are the extra output price that has to be paid at any point of time in order to enable reduction in future prices. This reduction is possible through the fast rate of scrapping of machines that have inferior performance. At any point of time under technological change a 'premium' has to be paid for the higher rate of capital consumption compared with the hypothetical situation where the process of change and obsolescence could be stopped. Conversely the introduction of technological change for the eventual achievement of price reduction requires at first a rise in the output price to cater for the implied increase in capital consumption. Assume technological progress is a controllable variable, then the decision to embetter the future at the cost of immediate higher prices is highly comparable to macroeconomic capital accumulation decisions where at question is whether to increase saving and improve future welfare or to increase consumption and immediate benefits.

On the decision making level the importance of the phenomenon is that though price reduction is highly related to technological change, the timing patterns of the two do not necessarily coincide. It would be dangerous to qualify that technological change is rapid or slow at a certain period only because price reduction is fast or slow at that period.
3.4 Summary

Any economic modelling of technological change requires very rigid simplifying assumptions. It is widely accepted that the most useful tools of describing the phenomenon of technological change on an industry or a product level are microeconomic neo-classical tools. They clearly are helpful in sharpening concepts and in clarifying difficulties associated with the description of technological change.

One important simplistic tool is the single product production function. Using two production factors this model demonstrates the following: overall productivity increase, bias in technological change, and the impact of change in relative prices on choice of technology. Also it demonstrates the further assumptions required in the measurement of the various aspects of change when information about production factors is given solely in monetary terms, and it demonstrates the actual change in technology that follows from the simultaneous movement of wage increase and the genuine advance in technological know-how.

The second important tool is the vintage models which consider the movement of costs and prices over time, in particular the movement of operating costs in a plant over its life and the movement of the operating costs in the best practice new plants. These models demonstrate how the long-term-marginal-cost-price is determined and show the role of capital investment in satisfying changes in the demand for a product.

Also, vintage models are capable of demonstrating the impact of shifts in technological expectation on the level of output price and on the volume of investment at a particular period of time.
CHAPTER 4
THE PROCEDURE AND THE DYNAMICS OF INVESTMENT
DECISION MAKING

4.1. General

The previous two chapters were devoted to a 'positive' analysis of the dynamic economic environment of investment decision making. That 'positive' approach is important but clearly not sufficient. Our aim is to evaluate and develop investment decision models, and in order to do so we yet have to look at the decision making procedure, or system, itself. We shall look at the actual procedure of investment decision making, both at the way it is carried out in practice and at the way - so far as experts agree - it ought to be carried out. A glimpse at the way the decisions are made by medium-to-large industrial companies is given by a small number of published surveys. These surveys usually highlight differences in procedures and decision criteria which reflect both the conservatism of industry and the fact that new techniques are not a miraculous panacea in a world where investment uncertainty prevails. There are nevertheless certain patterns that hold true for most medium-to-large companies in the private sector and also presumably in the public-nationalized sector.

There are obviously certain basic patterns within which investment decision making procedure should fall. For example - timing. Investment decisions, due to the involvement of many people in making them are made at well prescribed times and not at any time. The usual pattern, nearly without exception, is that investment requires the authorization of the periodical budget, e.g. the annual budget. Investment decision models do not usually consider this point, although as will be seen later the discrete nature of the decision making process itself can enter into a decision model.
A number of stages are associated with every investment proposal.

a) the origination
b) the detailed proposal
c) authorization (acceptance or rejection)
and if accepted also:
d) implementation (and expenditure control)
e) post audit.

The degree to which these stages are formalized vary from one company to another and with relation to the type of investment. My interest in this work is in the first three stages which really are the decision making phase, though it must not be forgotten that the existence of clear procedures of expenditure control and post audit themselves affect the amount of effort that is put into the first three stages. A promoter of investment proposals is likely to be more scrupulous in setting his cost estimates if he has to be answerable for excess spending at the implementation stage.
4.2. Procedure: The Organization of Capital Budgeting.

Source materials for this and the following section have been textbooks on financial management and capital budgeting\(^1\), a number of survey reports and other articles on the subjects, the internal capital budgeting manual of a large mining company, and to some extent my personal experience. Textbooks reflect a serious pedagogic dilemma. They attempt to achieve in their teaching a balance between showing the 'real world', what management does and what management ought to do.

It is extremely difficult to generalize how companies process and implement their capital projects. Companies differ in the nature of their business in their size, in their history, in the personalities involved in running them and in a great many other respects. Procedures, and capital budgeting procedures are no exception, are tailored to fit specific needs. So when writers discuss capital budgeting procedures organization and processing of proposals they describe, above all, one system with which they are familiar, perhaps with some modifications. At the other end there is no such thing as a theory of capital budgeting procedures. Therefore suggestions as to what management ought to do are based on expediency and on common sense. Thus it is significant to note that there is a general agreement among the various writers as to the main ingredients of administration and procedures of capital investment decision making. It is also reassuring that the details of the procedure employed by the large international mining group mentioned above falls neatly within the 'stereotype' of the textbooks.


4.2.1. Administration.

A special department in the company deals with all aspects of capital budgeting. The department operates in close conjunction with other relevant management service departments, finance department, management accounting department and planning department, and according to assignments, with line management. The responsibilities of the department include, among others:

a) to determine procedures for submitting investment proposal forms;
b) to initiate and assist in the preparation of investment proposals where needed;
c) to coordinate the capital budget with the operating budget;
d) to help in setting investment decision criteria;
e) to take part in the control of capital expenditure;
f) to conduct post audit on past investments;
g) to screen and analyze investment proposals;
h) to analyze and control quasi-investment activities, leasing, hire-purchase, etc.

4.2.2. Types of Investment.

Investment projects are divided into a number of classes according to the complexity of the decision making process associated with them and according to the risk involved. The exact classification is unique to every company though the classification employed by the mining group is not untypical. Here it is:

"Projects would be broadly distinguished as follows:

(A) Those which must be made in order to continue the business e.g. replacement of worn out or obsolete equipment;

Many examples are found in D.F. Istvan, "Capital Expenditure Decisions: How they are made in large corporations", Indiana University, 1961 (pp. 101-104).
(B) Those intended to reduce costs;
(C) Those intended to expand production;
(D) Those required for the production of new or improved products;
(E) Those necessitated by legislation or by welfare requirements.

Category E obviously requires a simple decision process. There is no question of rejecting or delaying a proposal. All that category E requires is that projects will be carried out at minimum cost. Among the other classes B is more complicated and uncertain than A, C more than B, and D usually entails the greatest risk and therefore requires the greatest amount of judgement in the decision making process. Usually the amount of investment and the length of time involved in carrying out the project increase in the same order, class D being the more expensive and more involved.

The different types of projects call for different treatment and companies employ different procedures for different classes. Thus replacement projects may require different forms than expansion projects and perhaps the decision on them will be made at different levels of management. Nevertheless it is the responsibility of both the capital budgeting and the finance department that a clear and consistent decision criterion will be employed in both cases.

4.2.3 Long Range Planning and Capital Budgeting.

Long range planning department on all its aspects: policy planning, strategic planning, corporate planning, etc., is now part of the household of most large companies. In general the "planning" activity is a combination of 5 - 10 year economic forecasts, 3 - 5 years tentative action plans that comply with corporate policy, and 1 - 2 year detailed action programme which includes not only investment
but many other activities. This finally is related to a one year operating budget. It is the only part of the 'plan' that entails a firm commitment for action; all other forecast plans and programmes are therefore updated according to need as a matter of annual activity. The stereotype of these forward looking managerial activities is sometimes referred to as PPBS - Planning programming budgeting system.

The importance of such a system to prudent capital budgeting cannot be overstated. It gives a framework for assessing investment projects that are to be carried out in the coming budget period and bear fruition in later years. It also shows how investment projects may fit in the future shape of the company.

4.2.4. **Time.**

The time dimension in the organization of capital budgeting is very important. Proposals are usually prepared as part of the preliminary stages of the annual budget. An example are the guidelines set out for the subsidiaries of the mining company:

"Each subsidiary company prepares and sends by the end of September to its country headquarters its plan of operation for the following year..."

This budget includes the capital budget. According to Istvan\(^1\) this is the standard procedure in most companies. Some of the firms in his survey go so far as to make capital budget completely concrete.

\(^1\) *Op. Cit.*, pp 30-31
In these firms proposals have been completely analyzed so that inclusion in the budget is the same as final approval; no resubmission is necessary. Istvan objects to this practice but his general finding is that even though budgets are "blue prints" and not final authorisation there is a clear indication in them as to what will be authorized in the budget period.

"Proposals included in either the rationing or the financial short range budget [the two types of budgets] have been accepted in concept although final approval usually depends upon the submission of additional detailed data, followed by rigorous screening and evaluation". 1)

and he adds that:

"In most firms, actual submissions are limited to those proposals included in concept in the budget". 2)

I have found by way of personal communication that this generally is the picture in overseas mining companies and in the National Coal Board in this country.

Continuous budgeting - continuous submission and approval of investment proposals "as they come" - admittedly has the theoretical appeal of avoiding delays of investment and thus the incidence of opportunity losses. But it has serious practical drawbacks. It requires that decision makers are available all the time, that the cost of new finance can be continuously assessed and that projects can always be judged on their own merits without reference to

1) Istvan, ibid. p.26
2) Istvan, ibid. p.28
competing projects. The practical advantages of annual discrete budget in planning and control clearly outweigh the presumed correctness of continuous budgeting. In particular the annual budgeting enables neat annual reassessment points for rejected and postponed projects. 'Continuous reassessment' of rejected projects is, of course, meaningless.

A PEP report¹ published ten years ago highlights a yawning gap between prudent capital budgeting and actual investment decision making in some manufacturing companies. Here are a few examples for management attitude to equipment replacement:

1. [The works manager of a domestic appliance firm]

"Even if the machine was performing well and had been depreciated there wouldn't be a case for replacement, would there?... It's earned it's keep at work.... There's no case if it is producing effectively to say, "Well, look it's been a faithful servant. We've had it many years. We must get rid of it". I should say, "No. If it is a good performer we'll keep it".

2. [The works director of a very large earthmoving equipment firm]

"We very rarely chuck out a machine tool because there is something better available. We would normally go to the normal length of that machine tool which is, say, ten years, and we will then replace it willy-nilly. If we find something better to replace it with, obviously we will, but if there isn't anything better then we will replace it with the same again".

3. [A shipyard managing director]

"I think modernisation in shipbuilding has become a fashion rather than a factual need..."

Attitudes as expressed here are still abundant.² There is a vast scope for improving the methods of initiating, presenting and selecting investment proposals. Surveys like this also show how far from the realities of many companies sophisticated investment decision models can be. Such companies first need some kind of rudimentary capital budgeting organization. Only then can the selection of a 'correct' investment decision criterion be contemplated. It is nevertheless believed that most medium-to-large


companies today (employing more than 500 people) have better tools of processing investment proposals and evidence to that effect will be presented in this section.

There are a number of stages in processing investment proposals and companies that employ a comprehensive capital budgeting system formalize these stages into separate activities. For the purpose of discussion these stages are divided into three groups: proposals, selection and subsequent activities.

4.3.1. Proposals

Investment proposals are submitted to the decision makers in documents that include monetary information in their support. The general approach is to present the information in annual cash flows or at least in a format that will enable immediate deduction of annual cash flows. There are however differences in the presentation of investment proposals from different classes. Routine proposals, e.g. equipment replacement and other cost reduction proposals, lend themselves to the use of standard forms while major proposals are unique and are better treated on an ad hoc basis. But what is a major project for one company is a routine project for another larger company. The detailed example given in Groundwater 1) is nothing short of a standard procedure employed by an international oil company in the evaluation of major oil fields. A similar example showing forms used in the evaluation of new mining projects is given by Merrett and Sykes 2).

Simple proposal forms are given here as Exhibit 4.1 and in Chapter 5 as Exhibit 5.1. The internal manual of the mining

Exhibit 4.1:

Example of a "Capital Expenditure Sanction" (Net cash flow or net profit) Form
(Source: J. Batty, Op. Cit.)

Exhibit 4.2:

Ruling for Plant and Machinery Register
(Source: J. Batty, Op. Cit.)
Exhibit 4.3: A check List of Points to Consider in Preparing a Capital Expenditure Proposal.

(Source: The internal capital budgeting manual of a large mining company).

<table>
<thead>
<tr>
<th>COMPANY NAME</th>
<th>CAPITAL EXPENDITURE PROPOSAL</th>
<th>SCHEDULE L</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>The following is a minimum check-list of points to be considered in preparing Schedule L:—</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1) Reference number of proposal, including type of proposal.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2) Brief description of proposal including total cost, suggested timing (commencing date), construction period, and likely useful life.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(3) Reasons for proposal, and consequences if postponed or rejected.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(4) Markets for new products or additional output involved.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(5) Availability of materials and services required.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(6) Capital cost (amount and timing) split between materials, equipment, contracted work, own labour, materials and services, including own equipment transferred from other uses at resale value, etc. (The capital cost can be reduced by the net of tax sales value of any equipment which will be scrapped if the proposal is approved, but this figure should be shown separately.)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(7) Additional working capital (amount and timing) and the detailed basis of computation.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(8) Special tax allowances or grants.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(9) Net cash flow arising from proposed capital expenditure (i.e. additional profit before depreciation, less tax, etc., or net of tax cost savings).</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(10) Discounted return on capital (i.e. item (9) compared with item (8) plus item (7)) for proposals over £25,000 each, for a range of assumptions where appropriate. For items under £25,000 it may suffice to compute the pay-back period, but the total estimated useful life should also be given for comparative purposes.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(11) Patent position.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(12) Insurance cover, including fire, pollution hazards, etc.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(13) Accounting allocation between buildings and equipment, and between capital and revenue, with justification, and proposed depreciation treatment.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(14) Details of alternatives considered, including, for items over £25,000 each, the relevant data under (6) to (10), inclusive.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(15) Particulars of those responsible for preparing and submitting the proposal.</td>
<td></td>
</tr>
</tbody>
</table>

**NOTES TO SCHEDULE L**

(1) Proposals should be made not only for capital expenditure, but also for all long-term commitments, where the total amount involved exceeds, say, £25,000. Instances of such commitments are leases of buildings, leases of plant, machinery and equipment, and long-term contracts for the supply of materials or services.

(2) These proposals cover neither New Ventures nor Major Capital Projects which are dealt with in Part Two.

(3) The points included in Schedule L are not exhaustive. On the other hand, there will be many cases where some of the points are irrelevant, particularly in the case of expenditure to replace worn-out equipment or to meet legal or welfare requirements. Schedule L is thus intended mainly as a check-list.

(4) Once mines have been brought into production it is Group practice to charge off all subsequent Development Expense (other than shaft deepening and ancillary services) as it is incurred. The removal of overburden is treated in the same way. Where this practice is followed, development work will be dealt with in Schedules A and N (the Annual Operating Profit Plan and Monthly Profit Statement).
group that was available to me gives an extremely useful check list for the preparation of investment proposals – (Exhibit 4.3). Note that this check list is employed in the preparation of routine projects. Major new projects require a much more detailed check list.

Inception of proposals – the origination of investment ideas can derive from many parts of the company. Survey results show that most proposals, in particular cost reduction and expansion projects, originate at plant or other peripheral levels rather than at the head office. Istvan¹) discovered this in 1959 in his survey of 48 large American Corporations. His results were generally confirmed in a more recent survey by Petty et al²), of large American corporations from the "Fortune 500" list. There is however a clear indication in this last survey that a significant proportion of the projects originate at levels higher than plant level, i.e. divisional (or regional) levels.

Literature of more prescriptive nature discusses origination of projects at the capital budgeting department or its divisional off-shoots in addition to origination at various line management levels. Taussig³) in his work on replacement of vehicles has devised a certain decision making procedure that was based specifically on relevant information in vehicle records. He claims to have achieved a clear cost reduction compared with methods previously employed. Not surprisingly, perhaps, his work dealt with military vehicle fleet. Batty⁴) in a textbook for accountants cautiously comes out with

¹) Istvan, op. cit.
similar ideas. Exhibit 42 gives his example of Plant and Machinery Register that gives, together with the historical cost information, some maintenance and replacement cost figures to be used in replacement decision. But the most forceful crusader for an in-built headquarters origination appears to be Terborgh 1).

"[Role of Investment Analyst]
The object of special staffing is not merely to provide competent analysis of individual proposals.... He should have the authority to originate studies and proposals on his own initiative".

To a certain extent the whole Terborgh's MAPI method (discussed in Chapter 5) is aimed at formalizing procedures by which minor investment proposals can be originated by the "analyst".

A point of interest is that companies do not usually have an explicit mechanism that ensures that sufficient proposals are set forward. 47 out of the 48 companies studied by Istran indicated that investment proposals received no direct stimulation. It was assumed by most companies that somehow the competitive nature of business was a sufficient stimulus for that.

"Contrary to the theories generally advanced the organization of capital expenditure proposals receives no special stimulation among the firms studied," 2)

Istvan was astounded by the clear-cut result and believing in the dominance of market forces he hurried to conclude that sufficient proposals of merit arise out of the normal manner of

2) Istvan, op. cit.
doing business. This clearly is not the case in the companies of PEP survey. I would rather share Terborgh's view that there is no sufficient stimulus to the submitting of investment proposals. This is all the more so as far as replacement projects are concerned; many of which become overdue long before being proposed. This I believe is an underlying weakness in the capital investment decision making system. Generation of investment proposals by the "analyst" in addition to the generation of proposals by line management is a step to remedy that weakness. (The question of encouraging investment proposals is revisited in 4.3.3).

4.3.2. Screening and Project Selection.

The screening of a project is usually a review of the investment proposal done prior to the authorization stage. There can be a number of phases in screening. First a certain managerial level may be required to give its approval to a project before it goes to the head office. Second and perhaps more important is a review of the project done by the budgeting department itself. This includes a verification that the proposal conforms with the requirements laid down for its class of investment (new product, expansion, cost reduction, replacement), certain checks on the financial estimates and, in most cases, some comments on the proposal. The proposal form in Exhibit 4.1 allocates some space for these comments. The capital budgeting department, being better informed than peripheral management in aspects of the company's investment policy, finance, and the availability of alternative competing projects, is in a strong position in making its opinion a dominant one, especially regarding replacement and cost reduction projects.
After an investment proposal has received the consent of the reviewers and proved to conform with the necessary procedures it goes, together with the other capital budget proposals, through a selection-authorization stage. It is appealing to think of this stage as a clear cut single act of selection at which projects are either selected and then forthrightly implemented or rejected and then abandoned. But it is not; this stage can be divided into significant substages and the verdict can be more complicated than a simple accept-reject type.

The standard practice of a periodical capital budgeting means that the majority of projects are 'authorized' twice. Once as a tentative authorization as a part of the periodical capital budgets. This is then followed by a detailed investment proposal i.e. application for funds which require a final authorization. Most projects follow this pattern. It is usually difficult to introduce within the budgeting year an application for a project that has not previously been included in the annual budget. Considering the amount of time that is required both in the preparation and in the implementation of projects there is usually little need for substantial 'emergency' or 'extra budgetary' investment. Small emergency projects are usually covered by contingency budgets or by the discretionary budgets that are available to peripheral managers and which they can spend without further authorization from head office. But again the general pattern is that the vast majority of investment funds are allocated to projects that are authorized individually at a certain head office level. The exact managerial level that has the statutory authority to select projects from a given class is not important in this discussion.
vary a lot in the pattern of delegation of investment decision making.\textsuperscript{1)}

The importance of the stage of tentative budgetary authorization can be seen from another angle. It is most unusual for companies to irretrievably authorize capital expenditure to be spent in future periods. Unless perhaps, when this expenditure is part of a multiperiod project that is started earlier. The usual procedure is to wait and consider the project only in the relevant periodical budget.

Final authorization of investment projects is a human decision; but impersonal objective investment criteria play an important role in this last decision making stage. The objective criteria are measures of profitability: 'the Payback Period, Return On Investment', DCF 'rate of return, NPV, etc.'\textsuperscript{2)} In routine projects the importance of the 'objective' criteria is so great that it can be assumed that investment projects are accepted if they pass the profitability test and rejected if they do not. Statutory adoption of an objective criterion, especially one of the more rigorous DCF criteria, clearly enhances the status and the importance of the capital budgeting department and gives it certain decision making powers that otherwise remain in the hand of line management.

A good deal of literature has been written on the subject of investment criteria mostly promoting the use of discounted cash flow methods. It is interesting to note that the profile of investment

\textsuperscript{1}) Istvan, Op. cit., passim.
\textsuperscript{2}) I assume the terms are familiar and I do not explain them. Explanation can be found in textbooks, e.g. Bierman & Saidt, Op. cit.
criteria used by U.S. industry as found by Fremgen\textsuperscript{1}) in 1973 (Exhibit 4.5:(a)\textsuperscript{2}) and (b)) is markedly different from the one found by Istvan in 1959 (Exhibit 4.4). Over the years there has been a clear trend towards the adoption of discounting techniques.

Exhibit 4.4: SUMMARY OF EMPLOYMENT OF VARIOUS MEASURES OF ACCEPTABILITY

<table>
<thead>
<tr>
<th>Measure of Acceptability</th>
<th>Number of Firms Using as the Primary Measure</th>
<th>Number of Firms using in a supplementary manner</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time adjusted rate of return</td>
<td>5</td>
<td>9</td>
</tr>
<tr>
<td><strong>MAPI formula</strong></td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Simple rate of return</td>
<td>24</td>
<td>8</td>
</tr>
<tr>
<td>Pay-back</td>
<td>13</td>
<td>21</td>
</tr>
<tr>
<td>Subjective judgement</td>
<td>4</td>
<td>44</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>48</td>
<td></td>
</tr>
</tbody>
</table>

Source: Istvan, ibid p 96.

It is fair to believe that the development in Britain has generally been the same as in U.S. though adoption of discounting techniques has been somewhat slower over here. Unfortunately I know of no widely based U.K. survey similar to those of Istvan, Fremgen and Petty et al. There have been however a number of more modest surveys that deal with investment replacement. Mentioned above is the PEP survey. Others are that of R. Neild\textsuperscript{2}) and that of H.H. Scholefield.\textsuperscript{3}) The last two conducted questionnaires. Considering their dates they indicate an important shift towards discounting techniques. 2 companies (2\%) of Neild's 1963 survey used DCF methods while 14 companies (70\%) of Scholefield survey employed these

### Exhibit 4.5: Capital Budgeting Practices, Summary of Fremgen's Survey

#### (a) METHODS IN ACTUAL USE

<table>
<thead>
<tr>
<th>Size of annual capital budget</th>
<th>Discounted rate of return</th>
<th>Net present value</th>
<th>Present value index</th>
<th>Payback period</th>
<th>Simple rate of return</th>
<th>Other methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Over $100 million</td>
<td>78%</td>
<td>34%</td>
<td>9%</td>
<td>72%</td>
<td>60%</td>
<td>14%</td>
</tr>
<tr>
<td>$50–$100 million</td>
<td>79%</td>
<td>21%</td>
<td>10%</td>
<td>62%</td>
<td>55%</td>
<td>3%</td>
</tr>
<tr>
<td>$10–$50 million</td>
<td>64%</td>
<td>14%</td>
<td>2%</td>
<td>68%</td>
<td>44%</td>
<td>11%</td>
</tr>
<tr>
<td>Under $10 million</td>
<td>67%</td>
<td>3%</td>
<td>5%</td>
<td>52%</td>
<td>33%</td>
<td>0%</td>
</tr>
<tr>
<td>No size given</td>
<td>87%</td>
<td>33%</td>
<td>0%</td>
<td>67%</td>
<td>6%</td>
<td>9%</td>
</tr>
<tr>
<td>All respondents</td>
<td>71%</td>
<td>20%</td>
<td>6%</td>
<td>61%</td>
<td>46%</td>
<td>10%</td>
</tr>
</tbody>
</table>

#### (b) MOST IMPORTANT METHOD

<table>
<thead>
<tr>
<th>Size of annual capital budget</th>
<th>Discounted rate of return</th>
<th>Net present value</th>
<th>Present value index</th>
<th>Payback period</th>
<th>Simple rate of return</th>
<th>Other methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Over $100 million</td>
<td>34%</td>
<td>5%</td>
<td>6%</td>
<td>2%</td>
<td>31%</td>
<td>7%</td>
</tr>
<tr>
<td>$50–$100 million</td>
<td>38%</td>
<td>7%</td>
<td>3%</td>
<td>7%</td>
<td>14%</td>
<td>0%</td>
</tr>
<tr>
<td>$10–$50 million</td>
<td>35%</td>
<td>3%</td>
<td>6%</td>
<td>23%</td>
<td>18%</td>
<td>5%</td>
</tr>
<tr>
<td>Under $10 million</td>
<td>47%</td>
<td>0%</td>
<td>5%</td>
<td>24%</td>
<td>24%</td>
<td>0%</td>
</tr>
<tr>
<td>No size given</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>33%</td>
<td>0%</td>
<td>33%</td>
</tr>
<tr>
<td>All respondents</td>
<td>36%</td>
<td>4%</td>
<td>1%</td>
<td>14%</td>
<td>22%</td>
<td>5%</td>
</tr>
</tbody>
</table>

#### (c) CAUSES OF CAPITAL RATIONING

- **Basically external causes:**
  - Limit on new debt imposed by some agreement with outside parties (e.g., a bond indenture) **41%**
  - Limit imposed by higher authority outside the reporting organization (e.g., corporate management, when the respondent is a division or subsidiary) **35%**
  - Lack of free access to capital markets for some other reason **6%**

- **Basically internal causes:**
  - Limit on new borrowing imposed by management **67%**
  - Management's desire to maintain a regular dividend policy and, thus, to restrict retained earnings available for new investment **29%**
  - Management's goal of maintaining some specific earnings per share or price-earnings ratio and, thus, a policy of restricting issuance of additional shares of common stock **21%**
  - Some other restriction on issuance of new shares of common stock (e.g., a desire to maintain close control of a corporation) **15%**
  - Inadequate cash flow from operations to finance new investments **3%**
  - Other causes **8%**

#### (d) ADJUSTING FOR RISK AND UNCERTAINTY

- Requirement of a higher-than-normal index or profitability **64%**
- Requirement of a shorter-than-normal payback period **40%**
- Adjustment of estimated cash flows by use of quantitative probability factors **32%**
- Purely subjective, nonquantitative adjustment **20%**
- Other methods **8%**

#### (e) THE MOST CRITICAL AND DIFFICULT STAGES

<table>
<thead>
<tr>
<th>Project definition and estimation of cash flows</th>
<th>Most critical</th>
<th>Most difficult</th>
</tr>
</thead>
<tbody>
<tr>
<td>Financial analysis and selection</td>
<td>27%</td>
<td>12%</td>
</tr>
<tr>
<td>Project implementation and review</td>
<td>23%</td>
<td>11%</td>
</tr>
<tr>
<td>No response</td>
<td>2%</td>
<td>1%</td>
</tr>
</tbody>
</table>
methods in 1971. Yet an extension of their results to a general industrial picture must be done with caution. 65% of Neild's sample are firms that employ less than 1000 people and Scholefield's sample is very small (20 companies) comprising of small companies and probably highly localized to the Sheffield area.

That the question of investment criterion receives more than its fair share of the literature on investment is indicated in a number of papers. Foremost are Fremgen's results given in Exhibit 4.5:(e). The research into the relevant cash flow is regarded more important and more difficult than the financial analysis. The calculation of the DCF rate of return itself boils down to a simple computational exercise if the cash flows are available. Groundwater 1) presses this point in an article aimed mainly at engineers:

"... the elements of cash flow form the basic requirements of any method of venture appraisal. It is hoped that this paper has stressed the point that a well prepared cash flow can be of great value to a management even if it were never to be discounted.... Provided the basic cash flow of a venture is accepted, all manner of approaches and all types of criteria can be applied at very little extra cost and effort".

The message is not so much that discounting techniques can be discounted 2) but that more research and thought should be given to the search for and forecast of future cash flows. The S method to which much of the latter part of this thesis is devoted is clearly an attempt in this direction.

In addition to a simple profitability criterion — "cost of capital" type of yardstick, the theory and the practice are aware of two other "formal" considerations, capital rationing and uncertainty of investment. Both introduce additional rules of selection. Capital rationing is a self-imposed restriction on investment spending. Uncertainty and in particular the difference in the riskiness of various projects cannot usually be ignored by assuming a certain expected profitability. Exhibit 4.5(c) gives the typical observed causes of capital rationing and 4.5(d) the methods of adjusting for risk in the process of project selection. Both exhibits are Fregman's survey results.
4.3.3. Expenditure Control and Post-Audit.

As far as the actual decision making is concerned the procedure ends with an acceptance of the investment proposal or with a rejection or postponement of it. But as far as the investment decision making system is concerned the very existence of formal subsequent stages of expenditure control and post audit in itself is a major consideration in the way decisions are made. Thus applications for investment funds have to include genuine and realistic estimates of costs. If not then responsibility for serious gaps between budgets and actual cost can be traced back to the person behind an investment proposal.

Obviously expenditure control during the implementation of a project and post audit subsequent to its life are geared more towards checking errors of wrong acceptance of a project than towards checking errors of avoiding a project's (errors of omission). It is perhaps important to note that there are two types of errors of omission, one of rejecting projects when they should be accepted and the other of simply overlooking good investment opportunity as they come. There can be no expenditure control on 'avoided projects'. Similarly post audit cannot be expected to trace managerial responsibility for errors of omission. Post audit (also called post mortem) is usually carried out in order to detect basic errors in implementation or in approaches to decision making, like, say a systematic overstatement of profitability. Post mortem is not carried out to evaluate the quality of decisions made by a specific manager. At the time of post mortem anyway he is not likely to be in the same position as when the decision was taken.
It is difficult to assess how much of the investment proposals is discouraged by expenditure control and post audit. On the other hand and as mentioned earlier, there seems to be no explicit counter-mechanism to encourage submission of investment proposals. Istvan\textsuperscript{1}) who discovered this in his survey comes out with no explanation except to saying that it seems that "sufficient proposals of merit arise out of the normal manner of doing business".

\textsuperscript{1}) Istvan \textit{ibid} p.13.
4.4 The Dynamics of Investment Decision Making

The investment decision making system is a dynamic system. Decisions take place consecutively; in the case of discrete, imperative budget, decisions are taken year by year and the selected projects for each year are implemented during the budget year. Assuming that a company is 'profit maximizer' then its investment decision making procedure can be seen as a control system that maintains a maximum profit 'trajectory' over time. This control system is fed annually by environmental information: changes in technology, changes in the general economic atmosphere, newly arising investment opportunities, etc. And then the investment decision is taken, i.e. the investment projects for the year are selected.

Evidently there is some clear analogy between an investment decision system and a missile control system. But here the analogy ends. The standard missile control system is based on the momentary information regarding the clear spatial relationship between the missile and its moving target. No consideration is taken of irregular obstacles that might be met by the missile on its way and the future corrective action that will have to be taken to avoid them. Actually, it is assumed that such obstacles do not exist. The information regarding profitability is based on future multi-period forecast and not on accurately measured information. Also the action, namely the investment carried by a company today, has to be seen in the light of the future 'corrective action'. That is, in the light of future investment that the company will make. It would be disastrous for a company to select its investment programme for today without considering what investment projects it will have to take or likely to take tomorrow.
Interdependence of possible immediate and future investments and uncertainty in forecasts are too important to ignore. In this section we shall try to relate the investment decision procedure discussed earlier with these considerations.

4.4.1. The Underlying Dynamics.

The strong connection between long-medium term plans and investment budgets has been stressed in many places. The usual theme being: non-committing long range plans constitute the scenario, or background, for immediate investment plans and the basis for their evaluation.

Much of the writing in this line is related to observation of real life investment decision making situations. R. Turvey, ¹) having acted as Chief Economist of the Electricity Council, proposes a two stage method of planning investment in electricity generating plant. In this particular industry he faces problems of increasing demand, technological change, and system load. In addition he faces a problem of long gestation period. It takes five years from authorizing the construction of a power station to commissioning it. Thus authorization in 1970 means commissioning in 1975. Here are some comments he makes on the planning strategy.

"First the broad outline of the pattern of system development over the twenty-five to thirty years beginning in 1975 must be determined. Second, in the light of the background plan so obtained, more detailed consideration is given to the plant programme for 1975 and firm decisions are made. The background plan thus does not in itself constitute a set of decisions but is an essential prerequisite for the second stage which does lead up to decision making.

It is a natural thought that the two stages might be linked in an iterative analysis... It is clear that a background plan can be anything between the quantitative expression of expert guesstimates on the one hand and the product of elaborate and computerised calculation on the other. The uncertainty concerning future factors can be dealt with by hunch or by refined parametric analysis of the optimum. 1)

In another place he stresses that the planning exercise is repeated every year and only the annual "budget" commits the Electricity Council to a definitive action.

"... if planning, authorisation and construction of new nuclear and conventional plant takes up to five years and if planning is an annual exercise, this means that what is at issue is the plant programme for plant to be commissioned during the year beginning five years ahead." 2)

The British Steel Corporation comes up with similar ideas. In its Annual Report of 1971-72 it emphasizes the tentativity of its plans

"It should be emphasised that the investment planning of the Corporation is flexible. There is no need for a single major and irretrievable decision to be taken at any one moment in time on the level of total capacity at some future date. On the contrary, the plans need constant reviewing and up-dating, both for commitment to fresh capacity and the closure of the obsolete and high-cost plants. These two factors, together with the Corporation's ability to adjust the timing of decisions, should enable it to avoid the worst pitfalls of over-capacity or lack of profitability even when the inevitable down-turns in the economic and steel cycle occur."

So, in order to properly do the capital budgeting a company has to weigh the possible investment proposal for immediate implementation vis a vis a scenario which inevitably includes

2) ibid. p.12. Note how Turvey takes 'discrete' budgeting for granted.
future investments of the company itself. But of course the eventual (future) decisions on these future investments will depend on assets that the company will have at the time of decision, i.e., today's investment. Since it is impossible for both the budget and the scenario to be determined simultaneously there must be a certain iterative process by which the budget will finally be determined.

In reality one must not be too specific about the iterative process as it can never be satisfactorily approximated by mathematical techniques. This is so partly because investment criteria and guidelines cannot always be translated to a clear "objective function" that is to be optimized under, just as clear, "constants". Usually companies tend to decide as if they 

satisfice a great number of constraints rather than optimize anything.  

Partly and more importantly, mathematical description of the iterative process in unsatisfactory because of uncertainty regarding the future. It is difficult to express what is likely to happen and even more difficult to weigh all that can happen. So really what is sought is a robust investment policy, one that will ensure satisfactory profitability under many possible lines of future development.

An important class of future possible investments is that of today's rejected projects. Projects that are not selected for immediate implementation can be either scrapped forthrightly or postponed for later years. The distinction between totally rejected projects and ones that are postponed is ignored by the "non-dynamic" writing on capital budgeting. There the treatment of projects is strictly dichotomous - projects are either accepted or rejected.

Istvan admits that in his survey he originally overlooked the possibility of postponement and only halfway through his survey he recognizes this significant omission.

"There are two possible dispositions for a proposal that has been rejected by the decision-making authority. It can be completely voided or it can be held for reconsideration at future time. ... Unfortunately the importance of this aspect of the decision making process was not recognized until after several firms had been interviewed. As a result only 24 firms out of 48 contributed information about their approach to this problem."

His survey result was that 9 out of the 24 made use of rejected i.e. postponed, proposals whereby resubmission was greatly simplified. Istvan explains the relative limited use of postponed proposals by the fact that technological and other change make monetary estimates in a proposal irrelevant at the time of resubmission. But this view of totally identifying projects with laid down proposals is very narrow. "Build a bridge in location X" is basically the same project whatever year it is actually carried out, and so is "Replace an existing truck by the best truck available". Even when some or all of the cost estimates have to be corrected every year the engineering and legal information are likely to remain nearly the same and so are relevant cost categories. It would still be practically as well as conceptually justified to talk of postponing 'the project' and of postponing 'the replacement'.

4.4.2. Replacement Projects.

Replacement investment projects are particularly suitable for dynamic analysis. And, looking at it the other way a replacement

project very clearly requires a dynamic analysis. It has to be compared with replacement in future dates.

Here are some points to show that replacement projects, perhaps more realistically than others, lend themselves to a specified "dynamic" analysis.

a) A replacement project is basically a cost minimization project. Its investment (optimization) criteria can be defined more easily than those of a more complex project.

b) Risk is comparatively small. The scenario of replacement projects is particularly simple because of the underlying assumption behind a replacement decision that the relevant operation or service must be carried on.

c) The number of alternative investments to consider is small and limited to the timing of investment. At each point of time (i.e. each period) the best alternative is considered (this is not as restricting as it may sound, usually in replacement projects the choice is limited).

d) The comparison of the alternative cash flows is very simple because one compares very similar alternatives - similar capital costs, labour, fuel, etc.
Because decision is made periodically (in annual jumps), the investment proposal is either accepted and then implemented or else rejected which means that replacement is postponed for a later period. But postponement does not commit a company to action at any particular time. Thus postponement of replacement is also a postponement of the replacement decision itself.

Replacement decision in a future period will of course take into account any new information regarding both existing plant and possible replacements. If we assume the examination of existing equipment in the light of possible replacement to be an annual exercise then we can depict a dynamic decision making system in a flow diagram (see Figure 4.1).

A replacement decision system as presented in Figure 4.1 emphasizes ways of overcoming both errors of omission and errors of commission. Errors of omission are overcome by the periodical examination of existing plant. Errors of commission are overcome by considering the possibility of postponement.

4.4.3 Transitory aspects.

Here I would like to add another aspect of the dynamics of investment decision making, one usually reserved for macroeconomics. This is the cyclical nature of investment. An aspect that, perhaps surprisingly, is missing from the prescriptive writings on investment.

Transitory considerations are particularly important in replacement where the question is whether investment should be carried out this year or in later years and not strictly whether
in principle investment is desirable or not. So, even though the general pattern of investment replacement is determined by the trends of technological change and deterioration, the exact year of replacement is determined by certain short term and cyclical factors, e.g. the availability of funds in a particular year, opportunity for expansion investment, capacity utilisation, etc.

Some work on the timing of replacement has been done by Feldstein and Foot¹). They analyzed the annual aggregate figures of "MacGraw-Hill survey of planned investment" in the U.S. together with various additional background financial information. Although faced with the limitation of the aggregate analysis they came out with the clear conclusion that:

"There is substantial variation from year to year in the ratio of planned replacement investment to capital stock ... constant proportional replacement may be true on average in the long run but it is not true on a year by year basis".

Econometrically they explain the variation by:

(a) internal availability of funds,
(b) the level of expansion investment
(c) the utilization rate of capital stock.

(b) negatively correlated with replacement investment, (a) and (c) positively correlated).

If dynamic models consider action at different points of time then it is desirable that they should somehow cater for the difference in 'criteria' for investment at different points of time.

4.5 Summary

There is increasing evidence that medium-large industrial companies, as well as other organisations, follow highly comparable procedures in the processing of capital investment proposals. The most important aspects of this similarity are the existence of a certain staff department that is responsible for the processing of investment proposals and the periodicity in the authorisation of capital investment usually through the annual budget.

Apart from proposals for major investment projects most investment proposals follow a well defined routine. Proposals are presented on standard forms indicating some aspects of the costs and the benefits of a proposed project. The evidence is that increasingly this information is presented as cash flows. There is evidence too that DCF criteria have emerged as major criteria of investment evaluation.

This capital budgeting system nevertheless is not perfect and leaves open important questions like: how does the system encourage sufficient number of proposals?, Where should origination of proposal start?, What is the purpose and value of post audit?, etc.

Though actual investment budget in a company is prepared for only one year cash flows associated with an investment project are forecast for many years ahead, so inevitably the assessment of projects is interlinked with a longer range planning. This includes among others a forecast of the future economic environment and of the possible future
activities and decisions to be made by the company. An interesting and crucial aspect of such planning-programming-budgeting activity is that most investment projects can be undertaken at either of a number of points of time. This may be particularly true of projects proposed for the current budget. Such considerations are the essence of the analysis of proposals for investment is asset replacement: the decision whether to "replace today" has the obvious alternative of "replace tomorrow", and it can dynamically be looked upon as a decision on "when" to replace an existing asset? It is suggested that this approach to the analysis of replacement proposals can fit in well within a budgeting system.
5.1. General.

The problem of equipment and plant replacement is an important managerial problem in industry. In many cases, as shown in Chapter 4, the problem is not being tackled as well as it should be. This however is not the direct concern of Chapter 5. Here I shall present, somewhat critically, what writers on the subject of replacement have to offer in the way of formalizing the equipment replacement problem and in providing aids to proper replacement decisions. Particular emphasis will be put here on technological change as a factor in determining replacement. Attention will also be given to the practical relevance of various theoretical models: the modelling of a replacement problem, the robustness of parameters, the ability to collect the required data and the corporate significance of 'answers'.

Theoretical literature dealing with the replacement of a deteriorating asset by a new one starts with the two papers written by J.S. Taylor (1923) and by H. Hotelling (1925). In the main these papers seek the optimal length of life of a new piece of equipment - the length of life that maximises the present worth of the investment. G.A.D. Preinrich writing 15 years later has added that the optimal economic life cannot in general be determined in isolation from future replacements. G. Terborgh was the first author to introduce, explicitly, considerations of technological change, into the assessment procedure.

1) It is important to mention that most of the microeconomics literature on technological change and decision making centres on the problem of plant replacement. A notable exception being R. Turvey's Marginal Cost Economic Journal 1969 (see discussion in Chap. 3).


In that work Terborgh put the emphasis on the decision to replace existing capacity rather than on the assessment of the new project - "the challenger". The technological change (obsolescence), which he introduced to the 'theory', meant that optimal replacement was not only a function of age, but also of calendar time. What Terborgh observed in 1949 was that if technological change were to be recognised as an important factor in determining the life of plant, then quantifiable technological expectations at the time of decision would be of the greatest importance in deciding whether to replace the existing plant or not.

From that point on, the field of research has developed along a few distinctively separate alleys. Some writers deal with the problems of optimal length of life, under various assumptions - Grinyer (1971)\(^1\), Stapelton (1972)\(^2\) and others. Some researchers, e.g. Vernon L. Smith (1960)\(^3\), have developed a more rigorous theoretical base for optimal replacement decision of the kind that Terborgh initiated. Yet, others, notably Terborgh himself (1958)\(^4\), (1967)\(^5\) and Merrett & Sykes (1966)\(^6\) and Connor and Evans (1972)\(^7\), have tried to develop efficient practical methods of assessing replacement projects, taking account of taxation and other additional factors. To do this the relative merits of various theoretical factors were re-evaluated, some factors were found relatively unimportant and were excluded from the decision framework. Others were added. Very little theoretical analysis and grounding has been given to these 'practical' methods and of course, there is still a wide range of real-life replacement problems that these methods do not cover satisfactorily.

In the meantime an independent line of treatment of replacement problems was developed by R. Bellman (1955)\(^1\). It is a presentation of the replacement problem as a discrete Dynamic Programming problem. It has both theoretical and computational value, but it is unlikely to develop into an important practical tool for reasons that will be presented further on in 5.3.3.

Before actually discussing the literature I shall present, in section 5.2., the main criteria used in replacement decision. These are all discounting criteria and therefore mathematically analogous, but they offer different degrees of flexibility. The differences in criteria are important in the understanding of differences and similarities between models (s-model described in the next Chapter included). Later in Section 5.3., I shall present elements of the replacement 'theory'. The 'classical' theory of replacement will be demonstrated by its latest and perhaps final presentation that of V.L. Smith, (5.3.1.). I shall then discuss the problem of optimal length of life emphasising work done by Prof. P.H. Grinyer of the City University (5.3.2). A different approach to the replacement problem is that of Dynamic Programming which will be discussed in 5.3.3.

Closely linked with the "theory" are works that produce "charts" and "tables" to be used in actual replacement decisions. These works in addition have a distinct theoretical value. Section 5.4 surveys the very important MAPI approach and its development over the period 1949-1967. Section 5.5 discusses Merrett & Sykes' ORM method and the Connor & Evans adaptation.

To achieve a somewhat better coverage of the field of Investment Replacement Literature, including aspects that are not within the main line of discussion in this dissertation I present in 5.6 a glossary of various replacement problems and literature that tackles them.

5.2 Discounting Techniques Used in Replacement Analysis.

5.2.1. General.

Practically all the literature on replacement analysis uses discounted cash flow techniques in the analysis of the relevant cash flows. Usually the use of some variant of a discounting technique is taken for granted and the relevance of the procedure is not questioned. Discounting is done at a single discount rate\(^1\) and most practical presentations are based on discrete cash flows and discrete discounting. The more theoretical presentations prefer continuous cash flows and continuous discounting. Some papers combine the two presentations e.g. discrete, annual cash flows whose value is determined by an exponential function. In this section I shall emphasise the discrete discounting technique. This is done because of the emphasis that I put on the "Chart methods" of sections 5.4 and 5.5 which singularly use discrete discounting.

Three discounting techniques are used in equipment-selection and replacement analysis problems.

1. Present Value methods (PV or NPV).

2. Internal Rate of Return (IRR, also labelled DCFROR which stands for Discounted Cash Flow Rate of Return).

3. Equivalent annual charge (EAC).

It is taken for granted that the reader of this dissertation is familiar with these techniques. Therefore they will not be formally presented here and the discussion of them will evolve only around a few

---

\(^1\) a) One exception is P. Massey, "Optimal Investment Decisions" Prentice Hall, 1962 who occasionally uses a time related discounting factor \(r(t)\).

points that I consider particularly important for this Chapter and which are perhaps less emphasised in a standard presentation.

There has been some argument as to the relative merits and demerits of the various discounting techniques\(^1\) in various types of decisions especially when comparing NPV and IRR\(^2\).

The EAC is nothing more than an annuity equivalent of a PV, yet it is popular among engineers and accountants. Management likes to appreciate an annual cost of operating a machine over its life. The IRR method has the appeal to financially oriented managers. It indicates the merits of an investment from their particular point of view. The PV is perhaps the simplest to compute but it has little "corporate appeal". It is arguable that the rate of return methods used in replacement analysis problems, are in fact PV in disguise. These rates of return are Terborgh's "relative return" (Section 5.4) and Merrett & Sykes's "rate of return on extended yield" (Section 5.5).

\(^1\) Evidence for this argument can be found in R. Turvey, "PV vs IRR - An Essay in the Theory of the Third Best", The Economic Journal, March 1963, pp 93-98, is also found in all text books that discuss discounting techniques in investment appraisal.

\(^2\) In the analysis of a single project there are usually no differences between them, they simultaneously "accept" or "reject" a project. The differences really appear in extensions of the simple problem. This is particularly true in cases of "rationing" when in addition to the cost of capital constraint one has to select a subset of projects out of a larger number of projects e.g. every case of selecting one out of these "viable" alternatives. Outside the scope of our discussion there are differences when "risk" is added to the budgeting problem.
5.2.2. The Discounting of a Uniform Gradient Series (Triangular Series) of Cash Flow.

Much of the literature on replacement in particular the 'Chart Methods' makes use of discounting 'a gradient series'. The series consists of annual sums and it has the following pattern:

Year: 1, 2, 3, 4, .... N, ...
Annual sum: 0, G, 2G, 3G, .... (N-1) G, ...

The series is used to illustrate linear obsolescence and deterioration. The discounted values of the cumulative sum of the series can be converted into a relatively simple expression of PV equivalent, or into EAC. Thus the PV of a uniform gradient series of length N with a gradient factor 'G', discounted at 'r' is:

\[
P'V = \frac{G}{r} \left[ \frac{(1+r)^N - 1}{r(1+r)} - \frac{N}{(1+r)^N} \right]
\]  

..... (1)

The annuity equivalent of the series, the EAC is:

\[
EAC = G \left[ \frac{1}{r} - \frac{N}{(1+r)^N - 1} \right]
\]

..... (2)

Further economic interpretation of the series is deferred to section 5.4 but it can be said already here that the discounted cumulative sum of a gradient series is the basic computational tool of Terborgh's method, of Merrett & Sykes's method and of Connor and Evans's method.

The derivation of equations (1) and (2) is given in Section 1 of the Appendix 5.1 at the end of this Chapter.
5.3. Theoretical Approaches to the Replacement Problem.

5.3.1. The Capital Replacement Theory of Vernon L. Smith

Smith gives a wide theoretical background to the replacement problem. He stresses that the pure replacement problem is a cost minimisation problem rather than a profit maximisation one.

His basic model can be described verbally as: "Find the time $L_0$ such that, keeping the existing equipment till $L_0$ and then replacing it, would give the minimum present value of the relevant stream of costs". If $L_0$ is "now" then immediate replacement is indicated.

In his mathematical formulas various assumptions and approximations are used, all of them discussed meticulously in his book. Formally, he equates the discounted costs to a minimal perpetuity (perpetual annuity) stream $A$, rather than to a present value figure:

$$\min A = r \left\{ \int_0^{L_0} \phi(t) e^{-rt} dt - So(L_0) e^{-rL_0} \right\} +$$

$$+ r e^{-rL_0} \sum_{k=0}^{\infty} e^{-rk} \left\{ \int_0^L \phi(Lo+kL,t) e^{-rt} dt + W - S(L)e^{-rL} \right\} ... (3)$$

$r$ - discount rate

$\phi$ - operating expense function

$So(L_0)$ - salvage value of existing (incumbent) equipment

$L$ - length of life at all future replacement (this is regarded as a sufficiently good assumption under a wide range of circumstances).

$S(L)$ - salvage value of $L$ years old future replacements

$W$ - investment cost of a future replacement

(Smith's own notation is used here)

1) V.L. Smith, op. cit.
Though $W$ and $S(L)$ are not necessarily independent of calendar time Smith deliberately uses these simplifications since they cover the majority of the models prior to his work. On equation (3) he says

"Equation [(3)] or some variant thereof forms the substructure of all contemporary approaches to applied replacement analysis".\(^1\)

It is difficult to dispute this statement however strong it may sound. Referring to a discrete variant of equation(3) Smith comes out with a general statement.

"The net cost of holding the incumbent equipment in service for one additional year is the next year operating cost of the equipment plus the decline in salvage value due to another year's service plus the interest on the salvage proceeds foregone for another year minus the interest on the present value of all future cost savings resulting from the fact that a delay in replacement now causes all future replacements to be delayed and thereby to be effected with improved equipment".

And the right time to replace is

"When this net cost is equal to[or greater than] the uniform equivalent of all future equipment expenses, assuming optimal future replacement policies, it is time to discard the incumbent equipment".\(^2\)

Subsequently Smith specifies linear $\phi$ and $S(L)$ functions. Later he discusses situations where replacement decisions are not independent of output and pricing policies. Yet his main contribution is the above formulation.

5.3.2. The Economic Length of Life of Plant and Equipment

Finding the economic life of equipment is closely associated with the more general replacement problem. The subject of calculating the length of life of new equipment is well documented in the literature. All textbooks on Engineering Economy show how to calculate the economic life of new equipment, assuming increasing operating costs of existing plant. More elaborate calculations include obsolescence. The optimal life of equipment, calculated with reference to future generations of replacement is that which maximises the profitability, as measured by NPV, by ROR, etc.

The problem as an optimisation problem is important. Economic length of life should not be determined arbitrarily or as the physical life of equipment. However it can be shown that profitability of investment in equipment measured over a wide range of lengths of life around the 'optimum' is highly insensitive to the length of life parameter used. Also the precise length of life of new equipment has in itself little informative value. Companies do not plan or budget in a way that specifies the exact year in which a newly-purchased equipment will be replaced.

An intriguing point is that the economic life calculated from a mathematical model, is highly sensitive to the model's parameter values\(^1\) and to the model's specification (linear, exponential, etc.). This is all the more true if one begins to investigate optimal life of future replacements, in succession to the immediate replacement.

---

\(^{1}\) Parameters like obsolescence, deterioration and salvage value.
Some replacement models use a convenient approximation of equal lives of future replacements. In many replacement models this is a robust assumption even when not strictly precise. It is therefore somewhat surprising to come across an article that "proves" that the optimal lengths of life of future generations are not equal. It is even more surprising to come across an article that considers the calculated lengths of life of future generations as a decision rule for the future, requiring actual replacements at the fixed given intervals.

Nevertheless there is a justification for investigating the length of life of equipment particularly in order to assess the main determinants of 'life'. This was done by Fetter and Goodman (1956) and more recently by Grinyer and Toole and by Grinyer at the City University. The work of Grinyer and Toole, particularly that of Grinyer, is of interest as it extends the analysis of the length of life to analysis of optimal length of life of an existing plant. Here is an outline of their work.

4) P. H. Grinyer & D. G. Toole "A Note on the Theory of Replacement", INFOR, Vol. 10 No. 2; June 1972, pp 107-128.
5) P. H. Grinyer, "The Effects of Technological Change on the Economic Life of Capital Equipment" (unpublished), The City University, 1971.
Grinyer and Toole first give a brief summary of the replacement literature then they proceed and construct a 'basic model' that corresponds to much of that literature. The model is a simple replacement model that does not allow for obsolescence. It includes a linearly increasing time function of operating costs and an exponentially decreasing time function of scrap value.

The basic model enables them to make sensitivity analyses of the 'length of life' as in relation to other parameters. In particular they use the model to investigate specification errors. For example they calculate the impact on the economic life of assuming a linearly increasing cost function in cases where the correct specification is exponential, or parabolic.

The findings are that 'life' is sensitive to both parameters within the model, i.e. to errors of estimation, and to errors in the specification of the model.

P.H. Grinyer, in the latter paper 1) extends the work to include obsolescence and the analysis of the actual question of replacing existing plant. This work is thus in line with Smith's work, discussed earlier. The paper examines the sensitivity of the economic life to the rate of obsolescence. In the analysis Grinyer uses various values of structural parameters (cost of capital, operating costs, etc.) and two types of obsolescence - linear and exponential.

The paper demonstrates a number of important points that are beyond the scope of the previous work. First it demonstrates that actual decisions in the near future, i.e. replacement decision,

1) P.H. Grinyer (1971) op. cit.
depend on the type of obsolescence assumed. Secondly it shows a rule that relates the calculated length of life under the two assumptions of linear and exponential obsolescence. Thirdly it highlights the intricacy of the optimal length of life problem by showing special cases where obsolescence may increase the life of plant - where high obsolescence make it desirable to keep existing plant longer in order to enjoy further improvement in later stages.

Grinyer's work is particularly relevant in situations where the actual first replacement cannot be carried out immediately but where orders for replacement have to be set "now". He gives the example of ships. So if it takes a period of 5 years from the setting of an order to the actual replacement of the existing asset it is important to investigate the impact of obsolescence and deterioration on existing asset over that period, before a decision can be made.

Most works on replacement (in particular the 'Chart Methods' discussed in Section 5.4 and 5.5) are in a sense more limited. They implicitly assume that an immediate replacement is possible and that no final date for replacement has to be fixed "now" if any postponement of replacement seems desirable. As a result these works do not use a specified time pattern of obsolescence and deterioration for the existing plant and specify in detail only the obsolescence and deterioration in new plant.
5.3.3. The Dynamic Programming Approach

The Dynamic Programming procedure unlike Classical Methods for modelling the replacement problem does not require that the time functions of costs and income be smooth, analytic functions.

The method, basically, is to relate the immediate or initial decision not only to future conditions, but also and explicitly to future decisions \(^1\). By using various tentative future decisions earlier tentative decisions are arrived at. The final solution is the set of decisions (and actions) that optimizes as objective function - the maximisation of NPV of future earnings.

The first application of DP to replacement problems was made by R. Bellman\(^2\). In his paper the basic functional equation of the Dynamic Programming formulation is (Bellman's notation):

\[
f(t) = \max \begin{cases} P: r(o) - u(o) - c(t) + (1+r)^{-1}f(1) \\ K: r(t) - u(t) + (1+r)^{-1}f(t+1) \end{cases} \quad \ldots \quad (4)
\]

P - stands for "purchase a new machine",
K - for "keep the old one",
t = age of the machine, r = discounting factor,
\(r(t)\) = yearly return on a machine of age \(t\),
\(u(t)\) = yearly up-keep of a machine of age \(t\),
\(c(t)\) = cost of replacing a machine of age \(t\).

As all costs are function of age, not time, Bellman obtains a stationary solution. But where technological change is added, as in Bellman and Dreyfus\(^3\), a terminal time \(N_0\) for the process is required,

\(^1\) This apparently is in line with the general formulation of "dynamic" problems see discussion in Chapter 4.


otherwise there would be no general algorithm for solution. This time limit is not a serious restriction as the discounted value of earnings beyond it is of little significance.

An important feature of the Dynamic Programming concept is that it can easily introduce more operational alternatives: overhaul incumbent equipment, purchase secondhand machines, etc. The Dynamic Programming approach is an important tool for assessing replacement where there is a combined effect of deterioration - obsolescence and a steady state stochastic failure of machines. A large number of recent articles deal with this problem.

Another attraction of the DP Approach is that it presents an analytic process that is comparable to the dynamic way by which human decisions are arrived at. The decisions made today presuppose future decisions as part of the information on which they (today's decisions) are based. It is valuable in a number of sensitivity analyses - the Dynamic Programming process itself can produce a list of a number of 'best alternatives' and show their respective values. Also it can produce an assessment of the sensitivity of 'the best action' to changes in circumstances - how that 'best action' will favour in other circumstances; which is perhaps the most important sensitivity analysis in long range assessments.

The main argument against the Dynamic Programming approach is that it requires explicit numerical data for a large sequence of stages. In equipment replacement the stages are future years, some of which far ahead in the future. The information is very uncertain
and, therefore, the forecast is done by the use of an analytic function, in which case the conventional methods can solve the problem. Another serious argument against the DP approach is that if more alternatives, in particular more complex alternatives, are introduced the computation process becomes prohibitive, so that the advantage compared with conventional methods that deal with a very restrictive number of types of alternatives is limited in practice.

5.4. G. Terborgh’s MAPI Models

5.4.1. General

On balance the most important contribution to the literature on replacement decisions and associated cost reduction decisions is the work of George Terborgh and his associates at the Machines and Allied Products Institute in Washington. The various 'MAPI' systems have been published in four books-manuals ¹).

Terborgh writes in a forceful persuasive style rather than in the standard formal academic style. This is perhaps a reason why economists and operational researchers sometimes overlook his work ²). The underlying analysis and approach though are quite rigorous and require time to study.

1) a) G. Terborgh (1943) op. cit.

2) Here is an excerpt from a very complimentary book review of Terborgh’s 1967 book, published in Management Science Oct. 1968 p B.106. "This excellent book ought to be a required reading for all junior quantitative analysts ... And many senior analysts could profit from its study. These statements need urging because quantitative analysts might well dismiss such a non mathematical book as this one with disdain".
Thus, in some of the textbooks of 'Engineering Economy' the section that deals with the MAPI method is prepared not by the author but by a "guest writer". Terborgh it must be added, uses a rather specialized terminology and to complicate matters further he changes the terminology he uses from one book to the next. Each one of his books is written as if it were a separate and isolated book, but all the same I would accept Grant and Ireson's comment that:

"Anyone who wishes to understand the later models should first study Dynamic Equipment Policy which is the only one of the four volumes that contains a step by step exposition of the underlying theory"\(^1\).

So, the following discussion will be a presentation of the development and evolvement of the MAPI method as a replacement decision model. Emphasis will be put on Terborgh's approach to the replacement problem which is broader than what is usually appreciated. In order to keep the discussion reasonably short I shall leave out considerations of salvage value (covered by all MAPI models) and Taxation (covered by the last two models). I shall concentrate on the MAPI decision rules. For this the simple case of replacement of equipment without salvage value in a world-without-tax will suffice.

5.4.2. The Development of Cost-Behaviour Assumptions.

Terborgh's problem is to examine whether replacement 'now' of an existing plant - "the defender" by the immediately best available new plant - "the present challenger" is desirable. To be able to come out with a meaningful solution he had to make some specifying assumptions about relevant future cash flows. One assumption employed in most of his

\(^1\) E.L. Grant and W.G. Ireson, "Principle of Engineering Economy"
Roland Press, N.Y., 1970
work is concerned with the operating cost (or the operating income in a more general case) associated with the "defender" in future years as compared with operating cost of newly available plants as they emerge. Terborgh's implicit assumption is that this operating difference - "operating inferiority of the 'defender'" - will not decrease with time. Considering the impact of deterioration and obsolescence in increasing the performance gap between the defender and ever-improving "future challengers" this is a highly appealing assumption. This or a similar assumption is required to simplify the actual replacement problem. It also appears to be a very robust assumption\(^1\).

Yet, the more fundamental assumptions that Terborgh makes, those which are the basis for the MAPI Charts, concern costs behaviour in "challengers" only. These are spelled out as the "Standard Assumptions" in his 1949 books.

"(1) Future challengers will repeat the adverse minimum of the present one.

(2) The present challenger will accumulate operating inferiority at a constant rate."\(^2\)

In the remaining part of subsection 5.4.2. I will try to explain the way these assumptions were constructed and to explain the meaning of and the need for these assumptions. Terborgh himself has never given an account of how he had arrived at his standard assumptions.

1) This point is discussed again in Chap. 9.
Terborgh's initial problem in analyzing "challengers" (in 1949) was to calculate the optimal infinite cash flows of capital costs and of operating costs associated with an infinite chain of plant replacements headed by the present challenger. An admissible pattern of the operating costs series is given in Figure 5.1. (A technical point to mention here is that Terborgh was concerned with discrete annual cash flows not with continuous flows as appear in Figure 5.1).

Having looked at a graph like that in Figure 5.1 Terborgh concluded that a certain element in the operating costs—that in the cross-thatched area was not relevant to the replacement decision. Assuming the service provided by the particular asset was to be continued, the area below the minimum operating cost line in Figure 5.1 indicates a "negative rent"—the minimum possible flow of operating cost (achieved only if the asset is replaced every year). So only cash flow above that line, whatever profile it may have, counts for the replacement decisions.

The capital costs are certainly relevant, and if "no salvage value" is assumed the total investment sum of each successive replacement is considered. Generally speaking the less frequent is the replacement the lower is the capital charge.

Terborgh's aim, as Smith's, 1) was to calculate the equivalent annual charge of his relevant costs. He knew that there would be a simple solution to his optimization problem if he could devise a set of assumptions concerning the "challengers" such that would give the infinite series of costs an optimal annuity equivalent that would be independent of the starting point of the replacement chain. He realized that if he succeeded he would be able to calculate the optimal annuity

Fig. 5.1. Terborgh's Approach (1949). An infinite chain of replacements; only costs 'above the line' are relevant in deciding the optimal dates of replacement.
equivalent from the cost information of the 'present challenger' only. (Because, in particular, the optimal annuity equivalent of the first replacement to the 'present challenger' and its subsequent replacements will have the same optimal annuity equivalent as the 'present challenger').

The optimal annuity equivalent of relevant costs is the "adverse minimum" and the corresponding assumption is the "first standard assumption" above. On the other hand the clue to the actual calculation of the "adverse minimum" of the present challenger is given in the "second standard assumption".

From the discussion above we see that only operating cost 'above the line' in Fig. 5.1 enters into the calculation of the adverse minimum. The assumption states that operating cost of the present challenger moves away from the 'line' at a constant annual rate, namely, the operating costs of the challenger minus the operating cost of the best available alternative will increase by a constant gradient element every year.

Now Terborgh was able to calculate the annuity equivalent of the sum of the relevant costs - "capital costs" and "operating inferiorities" for every tentative length of life. He labelled this sum by the somewhat confusing term "adverse average" - it is the sum of the annual capital charge and the annuity equivalent of the gradient series expressing the inferiority. (A detailed example of this calculation is given in Table 5.1). The minimum point of the 'adverse average' is the 'adverse minimum'. This point is achieved at the "optimal length of life" or the "economic life" of the 'present challenger'.

Of the two 'standard assumptions' the second clearly is not as essential as the first one. Thus in his 1953 book Terborgh offered, in addition to the
pattern of inferiority just discussed two alternative patterns of the accumulation of inferiority. One variant corresponds to decelerating inferiority and the other variant to accelerating inferiority. However in his 1967 book Terborgh abandoned these variants as having little practical value. It must be added that Terborgh unlike many of his followers does not assume that each of the deterioration and obsolescence factors are linear, he only assumes that their sum is linear. The first and the more important assumption is theoretically very elegant in that it does not require anything regarding future challengers beyond what is stated. Thus length of life of future challengers is not necessarily assumed constant, and ratios of capital to operating costs and the behaviour of future deterioration and obsolescence can be anything provided the adverse minimum of future challengers is kept constant.

Nevertheless in practice the MAPI approach can be treated as if it assumes constant capital costs of future challengers and linearity in each of the deterioration and obsolescence for all future challengers.

5.4.3. The Decision Criterion.

Terborgh's replacement decision was now very simple indeed. He compared the next year operating inferiority of the existing plant with the challenger's adverse minimum. If the former was higher it was an indication for immediate replacement.

This criterion is simple enough to be used in practice but one should be aware of the assumptions within which the comparison is valid. In general though the comparison is between an infinite series of optimal replacement headed by the present challenger and a series starting with one year retention of the defender followed by the optimal replacement series as headed by next year challenger.
The challenger's adverse minimum in the example given in Table 5.1 below is £336. The initial operating costs of the challenger are £500. Assume now that the operating costs of the defender are £900. Will replacement be justified? The answer is "yes"; the challenger's adverse minimum, £336, is less than next year's operating inferiority of the defender, £900 - £500 = £400.

Table 5.1. Determination of Economic Life of a £1,000 Asset with a £50 Gradient Assuming Zero Salvage Value at All Times and Interest at 10%.

<table>
<thead>
<tr>
<th>Year</th>
<th>Excess of op. costs for Year Indicated Over First Year's op. costs for New Asset (inferiority gradient)</th>
<th>Capital Recovery Cost</th>
<th>Excess of Annual op. costs (inferiority gradient)</th>
<th>Total (adverse average)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>1100</td>
<td>0</td>
<td>1100</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>576</td>
<td>24</td>
<td>600</td>
</tr>
<tr>
<td>3</td>
<td>100</td>
<td>402</td>
<td>97</td>
<td>449</td>
</tr>
<tr>
<td>4</td>
<td>150</td>
<td>316</td>
<td>69</td>
<td>385</td>
</tr>
<tr>
<td>5</td>
<td>200</td>
<td>264</td>
<td>90</td>
<td>354</td>
</tr>
<tr>
<td>6</td>
<td>250</td>
<td>230</td>
<td>111</td>
<td>343</td>
</tr>
<tr>
<td>7</td>
<td>300</td>
<td>205</td>
<td>131</td>
<td>336*</td>
</tr>
<tr>
<td>8</td>
<td>350</td>
<td>188</td>
<td>150</td>
<td>338</td>
</tr>
<tr>
<td>9</td>
<td>400</td>
<td>174</td>
<td>169</td>
<td>343</td>
</tr>
<tr>
<td>10</td>
<td>450</td>
<td>163</td>
<td>186</td>
<td>349</td>
</tr>
<tr>
<td>11</td>
<td>500</td>
<td>154</td>
<td>203</td>
<td>357</td>
</tr>
<tr>
<td>12</td>
<td>550</td>
<td>147</td>
<td>219</td>
<td>366</td>
</tr>
<tr>
<td>13</td>
<td>600</td>
<td>141</td>
<td>235</td>
<td>376</td>
</tr>
<tr>
<td>14</td>
<td>650</td>
<td>136</td>
<td>250</td>
<td>386</td>
</tr>
<tr>
<td>15</td>
<td>700</td>
<td>132</td>
<td>264</td>
<td>396</td>
</tr>
<tr>
<td>16</td>
<td>750</td>
<td>128</td>
<td>277</td>
<td>405</td>
</tr>
<tr>
<td>17</td>
<td>800</td>
<td>125</td>
<td>290</td>
<td>415</td>
</tr>
<tr>
<td>18</td>
<td>850</td>
<td>122</td>
<td>303</td>
<td>425</td>
</tr>
<tr>
<td>19</td>
<td>900</td>
<td>120</td>
<td>314</td>
<td>434</td>
</tr>
<tr>
<td>20</td>
<td>950</td>
<td>118</td>
<td>325</td>
<td>443</td>
</tr>
</tbody>
</table>

* adverse minimum

To complete the cost information in the Table we assume that first year's op. costs are £500 and that the inferiority gradient of £50 consists of £40 annual deterioration (increasing costs in an existing asset) and £10 annual obsolescence (decreasing first year operating costs in new plants as they become available).

One conversion made already in the 1950 manual was to use the length of life $N$ as a parameter instead of 'G' the gradient, or the annual inferiority factor. So in the latter MAPI methods $G$ is computed from 'N' and not vice versa.

The reason for the conversion as I understand it is doublefold first as may be seen from Table 5.1 Column (5) the total cost is fairly insensitive to the length of life. But this, I believe, was not the main reason for the conversion. The main reason was computational. Calculating adverse minimum from tables like Table 5.1 or by corresponding optimisation procedures is tedious\(^1\). By using 'N' as a parameter Terborgh could calculate an adverse minimum from a simple formula. He could even calculate the "inferiority" from that formula. The development of Terborgh's formula is given in Appendix 5 Section 2. The formula has some limitations, they too are discussed.

An additional conversion was made in 1958. To understand it we must recapitulate our understanding of the adverse minimum. The adverse minimum by definition is an annuity equivalent over the optimal length of life of the sum of capital cost and the inferiority over the optimal life. In Figure 5.2 this is the area ABEF. So if the inferiority is expressed as AFE then the remaining area ABE should be equivalent to the capital cost. Specifically it means that the discounted value of ABE is exactly the original capital cost of the present challenger. (This 'plausible' explanation of the constituents of the adverse minimum is

1) The difficulty is a particular feature of the discrete model. The problem does not exist in a corresponding continuous model, See Appendix 5.2.
Fig. 5.2 Terborgh's Decision Rule based on comparing the operating advantage of new asset, the cross thatched area ACC'A'', with the adverse minimum over the first year, ABB'A'', (See Note above). In the later MAPI models the same rule is used though with the slight difference that the area ABB'A'' is looked upon as part of the triangle ABE- the "capital recovery", and as such determines the first-year-capital-consumption.

Note:
In the actual, discrete MAPI Model
C = C'
B = B'
A = A''
supplemented by the discussion in Section 3 of Appendix 5.1 and aided by Fig. 5.4).

The line BE ... in Fig. 5.2 expresses a notional long term marginal cost "price" (in the sense discussed in Chap. 3) and the area ABE indicates the normal return on the investment. The "price" can be the actual output price but this is not necessarily so, and anyhow in most cases it is impossible to relate a market price to the output of a single asset. The difference between the price and the op. costs is the notional profit, is therefore just a way, though a meaningful way, of "spreading" the original capital cost over the life.

The decision on whether to replace 'now' or not originally was based on comparing the defender's operating inferiority with the challenger's adverse minimum. The comparison in the new MAPI version is still basically as before but the figures were manipulated in such a way as to produce the answer in the form of a DCPROR.

The 'first year capital consumption' - a key concept in the new decision making process - is the difference between the discounted value of a triangle like ABE in Figure 5.2 and the discounted value, a year later of the remaining area of that triangle (A"B'E). Allowing for the fact that in a discrete model we have a 'step function' and not smooth straight lines, the area that is taken out is exactly the adverse minimum. If we denote the adverse minimum by A, the capital cost by C and the discounting factor by r the first year capital consumption will be:
c = C - (C(1+r) - A) = A - Cr \tag{5}

(The retention value of the equipment after one year C' is 
C' = (C(1+r) - A), so c = C-C')

So if the first year operating advantage is 'a' Terborgh could then translate the previous criterion into a DCFROR type of criterion

\[ \text{DCFRO} = \frac{a - c}{C} = \frac{a - (A - Cr)}{C} = \frac{a - A}{C} + r \tag{6} \]

So if the operating advantage exactly equals A, then \( \text{DCFRO} = r \).

In fact Terborgh added another minor change to his CF assumptions. In devising his new decision criterion Terborgh assumed the first year benefit from replacement to start immediately after the actual investment (typical in investment in machinery) so that on average the benefit would be half year after investment and not a whole year after it. So the \( \text{DCFRO} = r' \) in the 1958, 1967 versions actually equates

\[ C = \frac{a}{1 + \frac{r'}{2}} + \frac{C'}{1 + r'} \tag{7} \]

His final expression is of the form

\[ r' = \frac{a - c}{C - \frac{c}{2}} \tag{8} \]

1) Here is the development of the formula instead of (7) we write

\[ C(1+r') = \frac{a(1 + r')}{1 + \frac{r'}{2}} + C' \]

using the approximation \( \frac{1 + r'}{1 + \frac{r'}{2}} = \frac{1}{1 - \frac{r'}{2}} \) we write

\[ C - C' + Cr' = \frac{a}{1 - \frac{r'}{2}} \]

\( (c + Cr')(1 - \frac{r'}{2}) = a \)

approximately

\[ c - \frac{r'}{2} + Cr' = a \]

\( (C - \frac{c}{2})r' = a - c \)

so \( r' = \frac{a - c}{C - \frac{c}{2}} \)
where $C - \frac{\sigma}{2}$ is the "average net investment" in the year.

The $r'$ is called in the 1958 book "the urgency rating" and in the 1967 book the "(MAPI) rate of return" with the emphasis that it is a 'relative return', return on an incremental project.

5.4.5. Some Practical Aspects of the MAPI Method

Exhibit 5.1, below includes the standard MAPI Summary Form on which a user of this method collects and compiles all the relevant information of costs (and benefits) of a particular investment proposal. The Exhibit also includes a sample "chart" for the calculation of the first year capital consumption (or capital retention value).

Practical aspects of the MAPI method are discussed by Shone. Here I shall only outline them.

1. **Salvage Value.** The length of life of new asset is assumed known and a figure for the salvage value at the end of life is estimated as a parameter. (For treatment of salvage value of existing equipment see Exhibit 5.1).

2. **Financial considerations.** The MAPI Charts were constructed for a single value of cost of capital - 8.25%, which is the combination of 0.75 equity capital at 10% and 0.25 loan capital at 3%.

3. **Taxation.** Corporate income tax rate was assumed 0.50. Charts showing the first year capital retention value were drawn for a number of depreciation methods (Chart 1A in Exhibit 5.1 is drawn for a sum-of-digits depreciation method).

1) It is interesting to compare the MAPIs highly specialised form with the more open-ended form of Exhibit 4.1.

The inclusion of salvage value and tax consideration requires the expansion of the relative return formula (formula (8)).

It is, in practice:

\[ r' = \frac{a + b - c - d}{c - \frac{a}{2}} \]  

(\(b\) is the gain from disposing existing asset 'now' over disposing it 'next year'. \(d\) is tax adjustments associated with \(b\).

There are some differences between the 1958 and the 1967 books. For one, the 1967 book includes more tax depreciation methods. A 1967 Chart shows retention values of assets while a 1958 Chart shows the complementary value: first year capital consumption. As mentioned earlier the 1958 Charts in addition to "straight line inferiority" included an accelerating inferiority and a decelerating inferiority variants. These were dropped in 1967 as having little incremental value over the standard model.

It is important to note that although the main usage of all MAPI methods is in replacement analysis they can be used in many other applications where a selection is made of one project out of two mutually exclusive projects. This wider range of application is particularly emphasised in the 1967 book. This is perhaps the reason why Terborgh's instrumental DCFROR is labelled there as a 'relative return' and not "urgency rating" as in 1958 (implying the urgency to replace).

Nevertheless, the underlying model is the same in all four MAPI works.
Exhibit 5.1 MAPI Summary Form and an Example MAPI Chart

a. MAPI Summary Form

<table>
<thead>
<tr>
<th>PROJECT NO.</th>
<th>MAPI SUMMARY FORM (AVERAGING SHORTCUT)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PROJECT</td>
<td>4-3</td>
</tr>
<tr>
<td>ALTERNATIVE</td>
<td>cd</td>
</tr>
<tr>
<td>COMPARISON PERIOD (YEARS)</td>
<td>(F) 1</td>
</tr>
<tr>
<td>ASSUMED OPERATING RATE OF PROJECT (HOURS PER YEAR)</td>
<td>1,200</td>
</tr>
</tbody>
</table>

I. OPERATING ADVANTAGE

NEXT YEAR FOR A SINGLE COMPARISON PERIOD, ANNUAL AVERAGES FOR LONGER PERIODS

A. EFFECT OF PROJECT ON REVENUE

<table>
<thead>
<tr>
<th>ITEM</th>
<th>INCREASE</th>
<th>DECREASE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. FROM CHANGE IN QUALITY OF PRODUCTS</td>
<td>$15</td>
<td>$1</td>
</tr>
<tr>
<td>2. FROM CHANGE IN VOLUME OF OUTPUT</td>
<td>$100</td>
<td>$10</td>
</tr>
<tr>
<td>TOTAL</td>
<td>$160</td>
<td>$12</td>
</tr>
</tbody>
</table>

B. EFFECT ON OPERATING COSTS

<table>
<thead>
<tr>
<th>ITEM</th>
<th>INCREASE</th>
<th>DECREASE</th>
</tr>
</thead>
<tbody>
<tr>
<td>4. DIRECT LABOR</td>
<td>$500</td>
<td>$20</td>
</tr>
<tr>
<td>5. INDIRECT LABOR</td>
<td>$300</td>
<td>$10</td>
</tr>
<tr>
<td>6. FRINGE BENEFITS</td>
<td>$200</td>
<td>$5</td>
</tr>
<tr>
<td>7. MAINTENANCE</td>
<td>$100</td>
<td>$2</td>
</tr>
<tr>
<td>8. TOOLING</td>
<td>$50</td>
<td>$1</td>
</tr>
<tr>
<td>9. MATERIALS AND SUPPLIES</td>
<td>$1,000</td>
<td>$50</td>
</tr>
<tr>
<td>10. INSPECTION</td>
<td>$1,500</td>
<td>$15</td>
</tr>
<tr>
<td>11. ASSEMBLY</td>
<td>$1,000</td>
<td>$10</td>
</tr>
<tr>
<td>12. SCRAP AND REWORK</td>
<td>$800</td>
<td>$8</td>
</tr>
<tr>
<td>13. DOWN TIME</td>
<td>$600</td>
<td>$6</td>
</tr>
<tr>
<td>14. POWER</td>
<td>$400</td>
<td>$4</td>
</tr>
<tr>
<td>15. FLOOR SPACE</td>
<td>$300</td>
<td>$3</td>
</tr>
<tr>
<td>16. PROPERTY TAXES AND INSURANCE</td>
<td>$200</td>
<td>$2</td>
</tr>
<tr>
<td>17. SUBCONTRACTING</td>
<td>$100</td>
<td>$1</td>
</tr>
<tr>
<td>18. INVENTORY</td>
<td>$50</td>
<td>$0</td>
</tr>
<tr>
<td>19. SAFETY</td>
<td>$20</td>
<td>$2</td>
</tr>
<tr>
<td>20. FLEXIBILITY</td>
<td>$10</td>
<td>$1</td>
</tr>
<tr>
<td>21. OTHER</td>
<td>$5</td>
<td>$0</td>
</tr>
<tr>
<td>TOTAL</td>
<td>$1,880</td>
<td>$18,000</td>
</tr>
</tbody>
</table>

C. COMBINED EFFECT

<table>
<thead>
<tr>
<th>ITEM</th>
<th>INCREASE</th>
<th>DECREASE</th>
</tr>
</thead>
<tbody>
<tr>
<td>22. TOTAL</td>
<td>$1,880</td>
<td>$18,000</td>
</tr>
</tbody>
</table>

II. INVESTMENT AND RETURN

A. INITIAL INVESTMENT

<table>
<thead>
<tr>
<th>ITEM</th>
<th>INSTALLED COST OF PROJECT</th>
<th>MINUS INITIAL TAX BENEFIT OF</th>
</tr>
</thead>
<tbody>
<tr>
<td>26.</td>
<td>$29,000</td>
<td>$2,100</td>
</tr>
<tr>
<td></td>
<td>(Net Cost) $27,000</td>
<td></td>
</tr>
</tbody>
</table>

B. TERMINAL INVESTMENT

29. RETENTION VALUE OF PROJECT AT END OF COMPARISON PERIOD

(ESTIMATE FOR TOTALS, IF ANY, THAT CANNOT BE DEPRECIATED OR EXPENSED. FOR OTHERS, ESTIMATE OR USE MAPI CHARTS)

<table>
<thead>
<tr>
<th>ITEM</th>
<th>INSTALLED COST MINUS INITIAL TAX BENEFIT (Net Cost)</th>
<th>SERVICE LIFE (Years)</th>
<th>DISPOSAL VALUE END OF LIFE (Percent of Net Cost)</th>
<th>MAPI Chart Number</th>
<th>Chart Percent GM (A x E)</th>
<th>RETENTION VALUE F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Box Machine and Stitcher</td>
<td>$27,300</td>
<td>15</td>
<td>10</td>
<td>1A</td>
<td>88.4</td>
<td>$24,760</td>
</tr>
</tbody>
</table>

ESTIMATED FROM CHARTS (TOTAL OF COL. F) PLUS: OTHERWISE ESTIMATED $24,760

C. RETURN

32. AVERAGE NET CAPITAL CONSUMPTION (28 - 31) F $2,500

33. AVERAGE NET INVESTMENT (28 + 31) / 2 $22,230

34. BEFORE TAX RETURN (33 - 32 x 100) / 100 % 63.3

35. INCREASE IN DEPRECIATION AND INTEREST DEDUCTIONS $4,150

36. TAXABLE OPERATING EXPENDITURE (28 - 35) $12,350

37. INCREASE IN INCOME TAX (36 x TAX RATE) $6,415

38. TAXABLE OPERATING EXPENDITURE (28 - 37) $10,865

39. AVAILABLE FOR RETURN ON INVESTMENT (38 - 28) $7,665

40. AFTER-TAX RETURN (39 x 100) % 34.5

* After tax adjustments.

Copyright 1967, Machinery and Allied Products Institute
Exhibit 5.1 (Cont'd) b. An example MAPI Chart

MAPI CHART No. 1A
(ONE-YEAR COMPARISON PERIOD AND SUM-OF-DIGITS TAX DEPRECIATION)

INSTRUCTIONS:
1. Locate service life (in years) on the horizontal axis.
2. Ascend vertical line to point representing salvage ratio (estimate location when ratio falls between the curves).
3. Read point opposite on vertical scale. This is the percentage of retention value to net cost at the end of the year.
4. Enter in Line 29 (Column E) of MAPI form.

Exhibit 5.2 An Example Optimal Replacement Chart of the ORM Method.

5.5 Practical Methods Developed in U.K.

5.5.1. Merrett & Sykes' ORM Method

Merrett & Sykes' Optimal Replacement Method is highly comparable to the MAPI method but is adjusted to the U.K. taxation of the 1960s.

Just as the MAPI decision procedure is, the procedure they develop is to calculate a relative return on the incremental project of "immediate replacement minus postponed replacement". They label this rate of return as rate of return on extended yield (see Appendix 5.1 Section 4).

There are some differences between their method and that of Terborgh. With hindsight we may conclude that Terborgh's general approach is superior to theirs, particularly from the computational point of view. Yet their approach has the merit of approaching the replacement problem from "first principles" which is useful in structuring the replacement problem.

They start by specifying the cost stream of an infinite series of replacements. This is given in Table 5.2.

---


The method was regarded at the time as a major contribution to proper investment decision making. It was heralded in advance in: R.R. Neild, "Replacement Policy", National Institute Economic Review 30, 1964 pp 30-43.

Table 5.2 Merrett & Sykes Model: Costs Stream of an Infinite Series of Replacements

<table>
<thead>
<tr>
<th>Year</th>
<th>0</th>
<th>1</th>
<th>2...</th>
<th>T</th>
<th>T+1</th>
<th>T+2</th>
<th>...</th>
<th>T+N</th>
<th>T+N-1</th>
<th>...</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cash Flow</td>
<td>-D</td>
<td>D+d</td>
<td>D+d(T-1)</td>
<td>R-aT</td>
<td>R-aT+p</td>
<td>...</td>
<td>R-a(T+N)</td>
<td>+C-S</td>
<td>+C-M</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Old Asset</th>
<th>New Asset</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>M</td>
</tr>
</tbody>
</table>

| Capital Cost: | .. | .. | .. | .. | - | C |
| Resale value: | .. | .. | .. | .. | S | M |
| Net operating cost: | .. | .. | .. | D | R |
| Increase in op. cost p.a.: | .. | .. | d | p |
| Life: | .. | .. | .. | T | N |
| Obsolescence rate: | .. | .. | a | a |

(Also p + a = C; d + a = f)

First replacement may take place at T (T = 0, 1, 2, ...)

Looking at the capital and operating cost pattern of new assets we see that the 'behavioural' assumptions are exactly covered by the MAPT method. In fact they constitute a subset of Terborgh's assumptions. Table 5.1 is an example for their behavioural model.

The procedure they use in assessing a replacement proposal is to see whether immediate replacement (T = 0) is superior to a first replacement at a later date T ≠ 0. They compare the cash flows associated with the two alternatives by looking at the difference series (See Figure 5.3).

1) One may therefore say that their model is overspecified, they have unnecessarily excluded from their model cost patterns that could be dealt with by it. See 5.4.2.
Note
In the actual discrete ORM model
C=C'
A=A''

Fig. 5.3 Merrett and Sykes's Decision Rule (for the specific case of 1 year comparison) compares two alternative chains of replacements. The operating cost portion of the alternative headed by immediate replacement is given by a heavy continuous line. The operating cost portion of the alternative headed by one year retention of existing equipment is given by a heavy broken line.
There is an obvious difficulty in calculating a DCFROR on a difference series (it is the alternating sign of the cash flows, which may produce a multiple answer). Merrett & Sykes modify the DCF calculation by what they call DCF return on extended yield (see Appendix 5.1 Section 4).

What they do is to discount all cash streams beyond a given year \( T \) (the alternative date of replacement, say \( T = 2 \) years) back to that year at a fixed rate (they use 8%) and calculate DCFROR on the modified incremental series.

It is clearly arguable that calculating incremental series for various values \( T \) though in principle correct is quite superfluous. It is sufficient to compare a project of immediate replacement with a one year postponement. If this comparison indicates immediate replacement, then in most conceivable models immediate replacement will be considered at least as favourable when compared with later possible replacement. This is particularly true of Merrett & Sykes' own model. As it turns out their ORM Charts (one example given in Exhibit 5.2) provide a visual proof that, provided the required DCF is higher than the 8% cutoff they use, their first year comparison always gives the lowest DCF return.

It is strange then why unlike Terborgh they did not reduce the Charts to a one year comparison. A more efficient presentation of their findings would be to plot the various curves of one year comparison (each for a given \( G \) or \( N \)) in one single Chart.
As said earlier Merrett & Sykes behavioural assumptions are covered by Terborgh's model. But the computational procedure that the "first year comparison" of two infinite series requires is far more tedious. The optimal life computed by Merrett and Sykes not surprisingly is the same optimal life computed by Terborgh's 1949 procedure (see footnote Appendix 5.1 Section 2). Merrett & Sykes overlooked altogether the advantage of computing the adverse minimum of a series of replacements\(^1\). If they had done this they would have noticed that the difference between their infinite replacement series starting at year 0 and their infinite series of replacement starting at year 1 is exactly the adverse minimum in year 1.

This can be computed easily from the information on 'C', the net capital cost, and the discounting factor using a formula like (14) in Appendix 5.1.

5.5.2. Connor & Evans' Tables\(^2\)

In a short and useful book (actually a manual) Connor & Evans present Tables that are in fact an adaptation of Terborgh's method to U.K Tax (1970). They readily admit that. This is to say that they calculate first year capital consumption rather than use Merrett & Sykes' next year replacement comparison. They do not include financial gearing considerations and use a flat 10% cost of capital. They compute operating advantage one year after investment (and not half a year as Terborgh).

---

1) I admit to having overlooked such considerations myself at various stages of working on this dissertation. Much of the replacement literature overlooks this major contribution by Terborgh.


3) Ibid p.60.
The decision criterion is similar to that of Terborgh 1949-50 work showing the minimum cost saving that would justify replacement.

Another feature of their work is tables for "deferred" deterioration in addition to uniform deterioration. This is highly comparable to Terborgh's (1958) accelerated depreciation that was dropped later (1967). ¹)

5.6 Other Work on Replacement

I shall complete this Chapter with a synopsis of various replacement problems that are not usually covered by the models presented earlier. I shall mention formal methods — if there are — that tackle them and I shall present some of the general observations on replacement decisions found in the literature.

First to mention are stochastic models, aiming to tackle 'risk'. Some confusion may arise here. There is a body of statistical models that deal with replacement of equipment or part of equipment that is liable to 'catastrophic failure': — 'one-horse-shay' type of failure. In its pure form this statistical theory deals with items that do not suffer from either deterioration or obsolescence. Thus there are statistical models that calculate expected life and variation of the expected life of a machine that is made up of a large number of components, such that the failure of a single one of them may terminate the life of that machine. As a decision tool this literature seeks optimal inspection policy, optimal equipment maintenance policy, optimal batch replacement policy (of, say, electric bulbs) etc.

Some of the literature considers combination of deterioration and stochastic failure with parameters that cannot be estimated in practice. Even though such problems seem to be very realistic this literature using Dynamic Programming approach, is highly theoretical.

1) e.g. D. Jorgensen, J. McCall, R. Radner, "Optimal Replacement Policy", North Holland, 1967, is in fact a book on maintenance policy.

The subjects discussed are both single machine replacement and fleet replacement). There are some writers who try to introduce risk (or variability) in the rates of technological change and deterioration. Solution of such problems is done either mathematically or by simulation.

A problem oriented approach would reveal a large number of replacement decision making situations. They will be discussed below.

**Limited service period.** There are situations where the expected service period is considerably limited. The decision whether to replace existing equipment has to be calculated over the service period rather than over the optimum length of life of equipment.

**Inadequate capacity.** A reason for replacement may be a need to service a larger range of clients e.g. replacement of an internal telephone exchange by a larger one, a small computer by a large one, etc. It should be stressed that this is an additional reason to replace


and not a result of 'economies of scale'. Replacement theory does cope with economies of scale by stipulating that it deals with the replacement of capacity by the same capacity (e.g. 3 old trucks by 2 new ones).

**Inherent extra capacity.** This also is related to replacement in the face of a growing demand. It is sometimes worthwhile to replace existing plant by one that will have excess capacity for a certain period, until demand 'catches up'. There are obviously difficulties in quantifying a replacement proposal in these circumstances.

**Improvement of present equipment and replacement by second hand equipment** are both fair alternatives to going on with existing equipment, so, not only replacement by new equipment should be considered.

**Retention for stand by.** This is an alternative use for the existing equipment, once replaced. Such possibility, of course enhances replacement.

**Replacement combined with expansion.** This problem cannot be solved purely as a cost minimisation problem (replacement) or as a profit maximisation problem (expansion). The problem is mentioned but not solved.


2) This is discussed by Bellman and Dreyfus, op. cit. in the context of Dynamic Programming and by C. Morgan, "The Ultimate Selection of Mine Equipment by Economic Evaluation" (Unpublished M.Sc. Dissertation Imperial College, London 1973).

3) This is discussed by J.L. Meij "Depreciation and Replacement Policy" North Holland, 1961 p.4-5.

4) e.g. Connor & Evans op. cit.
In practice the problem really arises when neither replacement nor expansion dominates the investment problem and when one of them seems "viable" and the other not.

**Capital budgeting constraints.**

An attempt to compare replacement proposals and expansion proposals in situations of capital rationing was made recently by B. Shore. It is difficult to produce a single ranking rule that will be suitable for both replacement and expansion projects, on top of the overall 'cost of capital'.

**Business Cycles.** These complicate and sometimes invalidate the use of a formal simple investment decision rule. Business cycles have an impact on cash flow and liquidity, on the relative merits of expansion vs replacement, and on fluctuations of the cost of capital over time.

A large proportion of articles approach the replacement problem from considerations of vehicle replacement. This is true of J. Dean seminal work on capital budgeting, of theoretical stochastic work discussed above and of a number of accounting papers that consider the information required and the records required in vehicle replacement decision. Vehicles examined range from 85 ton off-highway-trucks

---


In an article that emphasises the actual selection of alternatives to fork lift trucks (in an article that examines replacement decision rules vis-a-vis actual maintenance costs of trucks in a fleet).

The validity and the usefulness of models like Terborgh's is queried by a number of articles, R. Mayer throws doubts about the ability of industry to collect reliable data to furnish such models, yet he admits that the theory is valuable in identifying the factors that should govern replacement decision. In a more recent article Tersine and Crouthers come out with a conceptual model of replacement decision making. They present an important practical observation:

"Good times to consider replacement analysis are:
1) When major repairs to the old unit are needed,
2) When a major new operation is about to start,
3) When new models come on the market,
4) Routinely, at least once a year."

Another overall description of replacement considerations is given by E. Vassilatou-Thanopoulos in a work commissioned by the American National Association of Accountants.

Criticism of the theory and of Terborgh's work is often based on misconception. Meyer (discussed in 5.3.3 above) assumes that Challenger's life should be used for the actual replacement of the Challenger.

5) Ibid., p. 62.
Gentry and Johnson assume, erroneously, that the numerical advantage of the "Challenger" over the "Defender" conveys more than just an indication to replace and they "discover" situations where ex-post the annual saving is different from that expected\(^1\).

Text books on the subject of Equipment replacement are mostly books on Operational Research and on Managerial and Engineering Economics. The first group emphasise the modelling of the problem not the problem itself. The second group emphasise the solution of given numerical examples for various situations. Most of the literature in both groups though mentioning Terborgh's work makes no use of the 'adverse minimum', only little reference is given to the 'next year alternative', and none at all to the implied "notional profit" and "capital consumption" presented in 5.4 above\(^2\).


2) There is a large number of books that discuss replacement at some length. Here is a small selected list, covering a wide range of approaches.

5.7 Summary

An outline of this Chapter is given in Section 5.1, so this summary presents only the main observations made in the Chapter.

Pure theories (models) of replacement as their name implies are there to illustrate certain points reflecting real life replacement problems. This is done with some success but nearly always through a gross simplification of any conceivable real replacement problem. In most cases the illustration is done without quantifying the model's parameters and always the question of an investor's ability to estimate such parameters is left untouched.

A stage in the bridging of the theory and practical decision making is provided by the MAPI method of G. Terborgh and by analogous methods, notably the ORM method. The final product of Terborgh's approach is a manual that contains a number of charts and a form to be filled in by a manager applying for funds or by an analyst in the capital budgeting department.

There are a number of assumptions or stipulations that enable Terborgh to mould the theory and reduce it into a manual. Of these four are the most important. First assumption (actually a group of assumptions) is a well prescribed movement of relevant costs over time in new investments. Second assumption is that the comparison of replacement today with a replacement next year is a sufficient criterion to decide on replacement today (this is a mute assumption not specified in Terborgh's Manuals). Third is the use of an estimated length of life as a parameter and fourth is the use of a single constant discounting factor.
Terborgh's model has many interesting aspects, theoretical as well as practical. The various points mentioned above, as well as other points, are investigated mathematically in the Chapter. A continuous model analogous to Terborgh's discrete model has been constructed and it too is investigated.

The ORM method of Merrett and Sykes is shown to have the same cost assumptions as the MAPI method has. The way this method tackles the replacement problem, though of interest, appears in some respects to be inferior to the MAPI method.
Appendix 5.1 Computational Notes.

Section 1. The Discounted Value of The Cumulative Sum of a Uniform Gradient Series.

An expression of the general uniform gradient series is given in Table 5.3 below. An alternative expression of the series, convenient for computation is also given there.

Table 5.3: The Uniform Gradient Series

<table>
<thead>
<tr>
<th>Year</th>
<th>Uniform Gradient Series</th>
<th>Un. Gr. Series Alternative Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>NG - NG</td>
</tr>
<tr>
<td>2</td>
<td>G</td>
<td>NG - (N-1)G</td>
</tr>
<tr>
<td>3</td>
<td>2G</td>
<td>NG - (N-2)G</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>(N-1)G</td>
<td>NG - G</td>
</tr>
</tbody>
</table>

The computation with a discounting factor $r$ makes use of the standard discounting formula that expresses the present value $P$ of an annuity $A$:

$$ P = A \sum_{i=1}^{n} \frac{1}{(1+r)^i} = A \frac{(1+r)^N - 1}{r(1+r)^N} $$

and its inverse:

$$ A = P \frac{r(1+r)^N}{(1+r)^N - 1} $$

Following Table 5.3 the present value $P$ of gradient series will be:
\[ P = \sum_{i=1}^{N} \frac{(i-1)G}{(1+r)^i} = \sum_{i=1}^{NG} \frac{NG}{(1+r)^i} - \sum_{i=1}^{N-(i-1)G} \frac{(N-(i-1))G}{(1+r)^i} \]  

(10)

\[ P = NG \sum_{i=1}^{N} \frac{1}{(1+r)^i} - G \sum_{j=1}^{N} \frac{(1+r)^j - 1}{r(1+r)^j} \]

(11)

\[ P = \frac{NG}{r} \cdot \frac{(1+r)^{N-1}}{(1+r)^N} - \frac{NG}{r} + \frac{G}{r} \cdot \frac{(1+r)^{N-1}}{r(1+r)^N} \]

(12)

which is the same as equation (1) in section 5.2.

The EAC of equation (12) will be obtained by equation

\[ A = \frac{G}{r} \left[ \frac{(1+r)^{N-1}}{r(1+r)^N} - \frac{N}{(1+r)^N} \right] \cdot \frac{r(1+r)^N}{(1+r)^{N-1}} \]

\[ A = G \left[ \frac{1}{r} - \frac{N}{(1+r)^N_{-1}} \right] \]

(13)
Section 2: The Conversion of the MAPI Method

Parameter 'N' replaces parameter 'G' so that in "Adverse Minimum" is computed directly.

The adverse minimum is an equivalent annual charge. It is the sum of the EAC of a gradient series, the inferiority series (roughly the triangle AEF in Fig. 5.4) and of the annual capital charge at the optimal length of life of an asset.

If the relevant capital cost is C, the annual inferiority G, and the discounting factor r, then the adverse minimum A is:

\[
A = \min_N \left\{ \frac{G}{r} - \frac{NG}{r} - \frac{r}{(1+r)^N - 1} \right\} \quad \text{(14)}
\]

1) Note that the N value that minimizes (14) also minimizes X such that

\[
X = (A - \frac{G}{r}) \cdot \frac{1}{C}
\]

or

\[
X = \frac{(1+r)^N - NG}{(1+r)^N - 1} \quad \text{(15)}
\]

Merrett & Sykes (1966) *Op. Cit.* p. 146 take 'N' as the value which minimizes an expression identical to (15). So the length of life they use for every generation of 'challengers' is exactly the length of life that Terborgh (1949) attributes to the "present challenger".
The adverse minimum given in Table 5.1 is £336 for N = 7 years looking at the Table we see that this £336 is greater than the inferiority at that optimal length of life (N-1)G but it is less than the 'inferiority' in the following year - NG. So clearly it is worthwhile to replace the equipment at the end of the 7th year to avoid operating costs at the 8th year that are higher than the adverse minimum.

'N' is a discrete variable while 'G' a continuous variable.
So there must be a range of 'G's that corresponds to a given 'N'
(assuming C the capital cost and r the discounting factor given).
The lowest value 'G' of a range corresponding to N will be the G value that equates the adverse minimum A to NG.

So we may, for a given N, restrict (14) to

\[
\begin{align*}
\text{min} \ A &= NG = C \cdot \frac{r^N(1+r)^N}{(1+r)^N - 1} + \frac{G}{r} \cdot \frac{NG}{(1+r)^N - 1} \\
&= \frac{r^N}{(1+r)^N - 1} \quad \text{(16)1}
\end{align*}
\]

or

\[
\begin{align*}
NG &= \frac{NG}{rN} + NG \cdot \frac{1}{(1+r)^N - 1} = C \cdot \frac{r^N}{(1+r)^N - 1}
\end{align*}
\]

or

\[
\begin{align*}
NG \left[ 1 - \frac{1}{rN} + \frac{1}{(1+r)^N - 1} \right] \left( \frac{(1+r)^N - 1}{(1+r)^N} \right) \cdot rN = Cr^2N \\
\text{Equation (17) may be rewritten as:}
\end{align*}
\]

\[
\begin{align*}
NG \left[ \frac{(1+r)^N}{(1+r)^N} - \frac{xN}{(1+r)^N} - \frac{(1+r)^N}{(1+r)^N} + \frac{1}{(1+r)^N} \cdot \frac{xN}{(1+r)^N} \right] &= Cr^2N
\end{align*}
\]

and so:

\[
\begin{align*}
NG = \frac{Cr^2N}{rN - 1 + \frac{1}{(1+r)^N}} \quad \text{(18)}
\end{align*}
\]

1) It is clear from the discussion above that this equality when exists is possible only at the optimal length of life. At any other length of life NG is much too small or much too big.
or
\[ G = \frac{Cr^2}{xN - 1 + \frac{1}{(1+r)^N}} \] (19)

Example:
Using \( C = £1000 \) \( r = 10\% \) (as in Table 5.1) we obtain:

a) for \( N = 7 \)
\[
\text{min. } A = NG = \frac{£1000 \cdot 0.12^7}{0.1^7 - 1 + 0.5132} = £328; \quad G = £77
\]

b) for \( N = 8 \) \( NG = £300, \quad G = £37 \)
c) for \( N = 6 \) \( NG = £371, \quad G = £62. \)

So, in effect Terborgh by calculating 'G' from 'N' has reduced 'G' to a discrete variable. With given assumptions about C and r there is a single G corresponding to a given N.
Fig. 5.4 Terborgh's Challenger Analysis: Challenger's adverse minimum over the life $N$ is $ABEF$. It may be divided into an operating inferiority part $AEF$, and a capital recovery part $ABE$. 

A = initial op. cost, 
B = initial notional revenue 
E = terminal op. cost = terminal revenue 
F = initial op. cost next asset

In section 2 above I showed that the MAPI method was reduced to consider only those 'G' values that produce adverse minimum strictly equal to NG. The discussion in 5.4 may be illustrated in Fig. 5.4. The adverse minimum over the life of an asset (AEED) is made of two parts: cumulative inferiority (AEF) and capital recovery (ABE). Note though that the basic model is discrete and employ step functions, not strictly linear as Figure 5.4 suggests.

Now that the adverse minimum is reduced to NG I can show directly that the triangle ABE in its discrete interpretation is exactly equivalent to the capital cost.  

<table>
<thead>
<tr>
<th>Year</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>...</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capital recovery series</td>
<td>NG</td>
<td>(N-1)G</td>
<td>(N-2)G</td>
<td>G</td>
<td></td>
</tr>
</tbody>
</table>

The discounted value of this capital recovery series is derived from Section 1 of this Appendix, Equation (10) and (11). It is

\[ P = \frac{NG}{r} - \frac{G}{r} \cdot \frac{(1+r)^{N-1}}{r(1+r)^N} \]  

(20)

From Equation (19) above we extract

\[ C = \frac{NG}{r} - \frac{G}{r^2} + \frac{G}{r^2(1+r)^N} \]

So, \( P = C \), as we wanted to show.

1) This can be shown accurately only for the 'special' values of G calculated by equation (19). For other the adverse minimum is not equal to NG.
The first year capital consumption following equation (5) is

\[ c = NG - Cr \]  \tag{21} \]

With NG calculated from (18) above.
Section 4: Merrett & Sykes's Approach: The DCF Return on Extended Yield

The Net Present Value method gives a clear criterion for selecting one investment project out of two mutually exclusive investment projects. It accepts the one project whose NPV is greater.

In formal presentation it is:

\[ \sum_{i=0}^{\infty} \frac{a_i}{(1+ro)^i} \geq \sum_{i=0}^{\infty} \frac{b_i}{(i-ro)^i} \]

\[ a_i - \text{cash flow of project A in year } i \]
\[ b_i - \text{cash flow of project B in year } i \]
\[ r_o - \text{the cost of capital} \]

or

\[ \sum \frac{a_i - b_i}{(1+ro)^i} \geq 0 \quad (22) \]

The DCFROR method's equivalent for this selection is the "DCF rate of return on incremental project". The project "A - B" will be accepted if:

\[ \sum_{i=0}^{\infty} \frac{a_i - b_i}{(1+r)^i} = 0 \quad (23) \]

for \( r \geq r_o \)

This in practical terms means that A is preferable to B. The difference \((a_i - b_i)\) for any given year may be positive or may be negative. In the following year the difference may be in either the same direction as in year 1 or it may "change sign" and be in the opposite direction. If the number of changes of 'sign' in the whole series is more than one then there may be a multiple solution, i.e. more than one rate of return \( r \) may satisfy equation (23). To avoid this Merrett and Sykes divide the expression in formula (23) into two parts:
\[
\sum_{i=0}^{\infty} \frac{a_{i} - b_{i}}{(1+\tau)^{i}} = \sum_{i=0}^{T} \frac{a_{i} - b_{i}}{(1+r')^{i}} + \sum_{i=T+1}^{\infty} \frac{a_{i} - b_{i}}{(1+r_{o})^{i-T} (1+r')} 
\]

This method is applicable in finding a unique DCF solution to their replacement problems. It gives a clear single value for \(r'\). Merrett & Sykes first compute the difference between an infinite cash flow series associated with "immediate replacement" and an infinite cash flow series associated with a first replacement at year \(T\) in the future, \((T = 1, 2, 3... )\). Then they discount by \(r_{o}\), back to year \(T\) all cash flows beyond \(T\) of that 'difference series'. In this way they ensure a unique solution i.e. a single 'rate of return'. Merrett & Sykes raise a financial argument in favour of this mixed treatment. They regard the 'tail' beyond \(T\) as the cost of the commitment of the firm to future replacements and as such it should be capitalized at year \(T\) by the firm's cost of capital. They call their rate of return "DCF return on the extended yield".
Appendix 5.2. The Linear Model: Continuous Mode

In this Appendix I extend Terborgh's basic linear model and "translate" it into its continuous mode. I shall calculate the 'adverse minimum' of the continuous mode and demonstrate the various aspects of this mode.

There is in this dissertation a clear interest in developing such parallel continuous mode. First there is a genuine interest in showing analytically the basic relations amongst the model's variables. Secondly the difficulties encountered in the discrete model and discussed in Sections 2 and 3 in Appendix 5.1 do not exist in the continuous mode. It is possible in the continuous mode to show directly for any Gradient factor $G$, that the same length of life that produces the 'adverse minimum' also produces the 'capital recovery triangle' (ABE in Figure 5.4). Thirdly and most importantly the exponential 'S-model' developed and discussed in the following Chapters is presented in both continuous and discrete modes. The tab model of this Chapter is highly comparable to the S-model. It appears that the continuous modes of both models lend themselves better to meaningful numerical comparisons than the discrete modes. One such comparison is given in 8.1.9 below.

a) Calculation of 'adverse minimum' in the continuous mode

The parameters in the continuous mode are:

- $C$ - capital investment
- $r$ - discounting factor
- $G$ - annual gradients

also $X$ - adverse average.
The problem is first to find out of all possible lengths of life \( N \) the particular \( N \) that minimizes the adverse average.

By definition for every \( N \) (here a continuous variable!)

\[
X = \int_0^N e^{-rt} \, dt = C + G \int_0^N t e^{-rt} \, dt \tag{25}
\]

\[
X = \frac{C + G \int_0^N t e^{-rt} \, dt}{\int_0^N e^{-rt} \, dt}
\]

\[
X = \left[ C - \frac{NG}{r} e^{-rN} \right] \cdot \left( \frac{1-e^{-rN}}{r} \right)^{-1} + \frac{G}{r} \tag{26}
\]

differentiating (26) with respect to \( N \),

\[
\frac{dX}{dN} = -\left[ C - \frac{NG}{r} e^{-rN} \right] \cdot \left( \frac{1-e^{-rN}}{r} \right)^{-2} \cdot e^{-rN} \cdot \frac{G}{r}
\]

\[
-\frac{G}{r} e^{-rN} \left( \frac{1-e^{-rN}}{r} \right)^{-1}
\]

\[
+ \frac{NG}{r} e^{-rN} \left( 1 - e^{-rN} \right)^{-1} \tag{27}
\]

We obtain at the optimum

\[
\frac{dX}{dN} = -\left[ C - \frac{NG}{r} e^{-rN} \right] \left( \frac{1-e^{-rN}}{r} \right)^{-1} \cdot \frac{G}{r} + NG = 0
\]

\[
C = -\frac{G}{r^2} (1 - e^{-rN}) + \frac{NG}{r} (1 - e^{-rN}) + \frac{NG}{r} \cdot e^{-rN}
\]

or

\[
C = \frac{G}{r} (N - \frac{1-e^{-rN}}{r}) \tag{28}
\]

Optimal \( N \) is extracted from (28) by approximation methods.

The adverse minimum itself is obtained by substituting (28) for \( C \) in (26). Note that the adverse minimum \( X^* \) is

\[
X^* = NG \tag{29}
\]
b) Calculating N that exactly recovers the capital investment

Using the parameters C, r and G we would now separately try and find 'N' the asset's life that exactly recovers the capital investment. The relevant cash flow is expressed in Figure 5.4 as the triangle ABE so the cash flow starts as NG at time 0 decreasing linearly to 0 at time N. So,

\[ C = \int_0^N G (N-t)e^{-rt} \, dt \]  

or

\[ C = \int_0^N GN e^{-rt} \, dt - \int_0^N Gte^{-rt} \, dt \]

\[ C = \frac{NG}{r} (1-e^{-rN}) + \frac{NG}{r} e^{-rN} - \frac{G}{r^2} (1-e^{-rN}) \]

or

\[ C = \frac{G}{r} (N - \frac{1-e^{-rN}}{r}) \]  

Equation (31) is identical to equation (28).

This may be paraphrased: the length of life that produces the adverse minimum is also the length of life that is required to recover the capital investment.

The important conclusions are that the adverse minimum or the 'initial earning' of the continuous linear model is always NG and that there is a fairly convenient formula for computing N (formula (28) above).
6.1 Introduction

6.1.1. Background

In his 1971 article 1), Sir Robert Shone develops a model of 'price and investment'. (The model and its further development will be collectively called here 'the S-model'). The model should be seen in the context of the range of economic issues raised by the author there and in other publications 2). These issues include: pricing policy in regulated industries - nationalised and otherwise, investment decision in the steel industry, international trade in steel, economic efficiency, the economic growth performance of Britain, disruptive powers of unions, poor management decisions, and many others. Of focal importance is the author's criticism of British governments of systematically discriminating against the industrial sector of the economy vis-a-vis the domestic sector ever since the war.

"Attention will be drawn once again to the damage that can be done to economic performance by policies which frustrate the cost reducing impact of technological development involving investment. An example of such policies is the attempt of successive British governments to keep down the general price level by artificially holding down prices paid by direct consumers at the expense of costs that enter into industrial activity generally.


... The distortions are not only adverse to Britain's export performance but are one of the factors responsible for her sluggish industrial development. 1)

Thus, says Shone, the apparent subsidisation of the domestic sector at the expense of the industrial sector led to a relatively low level of gross capital formation (as a percentage of real national output) in Britain. This was subsequently reflected in a lower economic growth rate than in most other industrial countries. Thus, in effect, subsidisation of the yesterday's British consumer was done at the expense of today's British consumer.

Shone's criticism is by no means confined to government policy. Excessively defensive management attitudes have led, he says, "to securing less benefit than have competing industrial countries". 2) Trade unions attitude too was short-sighted and damaging. Trade Unions either obstructed technological change directly or destroyed the price reducing effect of technological change by amassing excessive "productivity gains".

A common ground to these and other ills is a disregard for the long run relation between price and investment in a "social market economy". This is either a disregard in principle or a misconception of the relevant costs to consider in both pricing and investment decisions. In many industries today, prices are not determined by impersonal short term market forces. Rather, they are explicitly determined by regulatory bodies or by well established "price leader". Such prices, maintains Shone, should be related to costs and in particular they should properly cover the cost of investment.

2) Sir Robert Shone (1975) op. cit., p. xiv.
Investment decision in turn should be made in the light of the price and expected future price movements.

This is not a summary in a nutshell of Shone's economic critique. His critique and his suggested line of correction in the areas of pricing and investment decisions would require a much larger space than that allocated here$^{1)}$. The discussion above is only meant to present the aura of Shone's economic message and the context in which he develops and promotes the price and investment model. Awareness of this context, and of the audience the model is aimed at are indispensable for the appreciation of the S-model.

6.1.2. The Scope of Investigation

This and the two following Chapters, however, have a more limited purpose. It is a structural analysis of the model. To do this I shall look at the model as a mathematical structure and as a decision model. As such I shall relate it where possible to comparable 'theories', 'models' and 'tools'.

The model itself is not presented until the next section (6.2), so only a rough sketch of the lines of the structural analysis of it will be portrayed here. The analysis includes the following areas'(not strictly in this order):

(a) The use of the mathematical structure of S-models in a number of "decision models".

---

1) See Shone's own discussion in Sir Robert Shone (1975) op. cit.
(b) Developing the model as a particular case from the Microeconomic analysis in Chapter 3. This way of looking at the model reveals some interesting relations among its parameters.

(c) Comparing the model with the "Business Administration" ad hoc investment decision models (MAPI's and Merrett & Sykes's models).

(d) Development of variants of the basic exponential model; inclusion of "tax" and "inflation" and development of a discrete variant.

(e) Tabulation of computer results for various parameter values and graphical presentation of the results.

(f) Various analyses which show how sensitive is the indicated decision to the use of different parameter values.

The basic model is a 'price and investment model', so the basic mathematical structure can be looked upon both as an investment model and as a pricing model. This dissertation is concerned primarily with investment decisions, so the emphasis in the analysis will naturally be put on the S-model as an investment model. A special emphasis will be put on the use of the model in replacement decisions.
6.2 Structural Description of the S-System

6.2.1. Mathematical Structure

The basic S-system is developed and discussed by Shone as the 'price and investment model'. A brief presentation of the system is given here. The emphasis in my presentation is on relating the system to the neoclassical approach of Chapter 3 and on developing three decision models (pricing, expansion investment and replacement) from the basic S-system.

The system is a mathematical identity, showing the capital outlay of a project as equal to the discounted net cash inflow from the project over its life. For simplicity and assuming the product 'annual' output constant over the life of the project the identity is expressed per unit annual output. Cash flows are assumed 'continuous', therefore the 'density' of the gross revenue at every point of time is the price of the product and the 'density' of the operating cost (wages) is operating cost per unit of output. See graphical presentation in Figure 6.1.

The actual price movement over time is determined solely by the initial price \( P_0 \) and by the time rates of technological change and wage increase. The operating cost in a going plant is determined by the initial wages \( W_0 \) and by the time rates of plant deterioration and wage increase.

The exact mathematical relations are

\[
P_t = P_0 \cdot e^{(a-b)t}
\]

\[
W_{o,t} = W_0 \cdot e^{(a+c)t}
\]

1) Sir Robert Shone (1971) op. cit.
2) This is one of the stricter interpretations of the S-Model parameters. Looser interpretation is in effect used later on, particularly where we discuss the investment and replacement models of the S-System. Thus instead of price (or even more narrowly the value added component of output price) we would have revenue, instead of wages per unit of output we would have operating costs and the capital investment volume will be considered in total and not per unit output capacity.
where:

- $t$ - time variable (initial value $t = 0$ meaning "now"),
- $P_t$ - price at time $t$,
- $P_0$ - price at time 0,
- $a$ - rate of wage increase,
- $b$ - rate of technological change (embodied in new investments),
- $c$ - rate of deterioration,
- $W_{o,t}$ - wage cost of a unit of output at time $t$ in plant installed at time 0,
- $W_t$ - abbreviated symbol for $W_{t,t}$ (thus in particular $W_0$ is wage rate per unit output at time 0 in a new plant installed at time 0).

Other symbols used hereafter are

- $K_t$ - capital outlay per unit output capacity, in a new plant installed at $t$ (in particular, note $K_0$),
- $r$ - rate of discount,
- $T$ - the economic life of a plant; (also used for $t = T$),
- (It is also assumed that salvage value of plant is 0).

The basic equation (identity) of the S-method is:

$$X_0 = P_0 \int_0^T e^{-(r+b-a)t} \, dt - W_0 \int_0^T e^{-(r-a-c)t} \, dt$$

or after integration,

$$K_0 = P_0 \frac{1 - e^{-(r+b-a)T}}{r + b - a} - W_0 \frac{1 - e^{-(r-a-c)T}}{r - a - c}$$

(3)
Price, cost, per unit of output.

**Fig. 6.1** S-Model time movement of price and operating cost in a plant (for notation see text).

\[ P_t = P_0 \cdot e^{(a-b)t} \]

\[ W_{0,t} = W_0 \cdot e^{(a+c)t} \]

Price, cost, per unit of output.

**Fig. 6.2** S-Model time movement of price and operating cost in successive generations of plant (for notation see text).

\[ P_0 \cdot e^{-(b-a)t} \]

\[ W_0 \cdot e^{(a+c)t} \]

\[ W_T \cdot e^{(a+c)t} \]

\[ W_{2T} \cdot e^{(a+c)t} \]
It is interesting to see how \( T \), the economic life, is determined. As suggested by Figure 6.1 and Figure 6.2 it is simply that point of time where the operating cost curve intersects the price curve - a point beyond which the price does not cover the operating cost. Mathematically this is verified by differentiating (3) with respect to \( T \):

\[
\frac{\partial K_0}{\partial T} = P_0 e^{-(r + b - a)T} - W_0 e^{-(r - a - c)T}
\]  

(5)

on equating the derivative to 0 we obtain

\[
P_0 e^{-(r + b - a)T} - W_0 e^{-(r - a - c)T} = 0
\]  

(6)

or

\[P_0 = W_0 e^{(b + c)T}\]

(The second derivative \( \frac{\partial^2 K_0}{\partial T^2} \) is negative, i.e. \( T \) gives a 'maximum' point)

\( T \) can then be expressed as

\[T = \frac{1}{b+c} \cdot \ln \frac{P_0}{W_0}\]

(7)

This leads us to an interesting conclusion. We can express the price \( P_0 \) as a function of the initial operating cost \( W_0 \), the capital outlay \( K_0 \), the discounting factor - and the determinants of future price movement - \( a, b, \) and \( c \); that is, independently of the length of life.

\[K_0 = \frac{P_0}{r + b - a} \left(1 - e^{-(r + b - a) \left[\frac{1}{b + c} \ln \frac{P_0}{W_0}\right]}\right) - \frac{W_0}{r - a - c} \left(1 - e^{-(r - a - c) \left[\frac{1}{b + c} \ln \frac{P_0}{W_0}\right]}\right)
\]

(8)

\( P_0 \) is determined by approximation methods.
6.2.2. The Neoclassical Microeconomic Context.

An important feature of the S-system is that $P_0$ is the long
term marginal cost price. (More strictly, $P_0$ is that part of the
output price which covers labour and capital costs). To qualify
as long term marginal cost price, $P_0$ has to produce (considering
future operating cost associated with the new investment and
future output prices) a normal return on investment. Future
output prices are assumed such that they would also give exactly
"normal return" on future investment made at any future date. In
such circumstances an investor would be indifferent as to the date
of incurring "expansion" investment. Not surprisingly therefore,
R. Turvey uses this "indifference" in defining long-run-marginal-
cost price.  

$P_0$ "gives" a normal return "r" on the investment $K_0$. This is
verified immediately from equations (3) and (4) above. It still
needs showing how the future prices, which are assumed given in
these equations, would "give" normal return on future investment.
This is done very simply as a logical extension of (4) above.

By definition $K_t$ and $W_t$, for any "$t" are:

\[ K_t = K_0 e^{-(b-a)t} \]  \hspace{1cm} (9)

\[ W_t = W_0 e^{\gamma (b-a)t} \]  \hspace{1cm} (10)

If in equation (4) we substitute $K_t$ for $K_0$ and $W_t$ for $W_0$ then in
order to maintain equality we have to introduce $P_t$ such that,

1) R. Turvey, "Marginal Cost" The Economic Journal Vol. 79 No. 2
(June 1969) pp. 282-299. See also discussion in Chap. 3.
\[ P_t = P_0 e^{-(b-a)t} \] 

which is the "assumed" price in (1) above.

The economic importance of the conclusion given in (11) is that in the S-system "prices" are determined on long term costs consideration ("investment" costs and operating costs); therefore they are long term marginal cost prices.

Another important feature of the S-system is that the technological change in it is "neutral". The system assumes that the proportional expenditures on "capital" relative to expenditure on labour is not affected by the technological change (and also not by cost escalation). Using the terminology developed in Chapter 3 the S-system does not concern itself with the 'movement of production function' but with comparing the optimal combination of "labour" and "investment" in each period. Expressed in monetary rather than physical units the S-system is concerned with "neutral" change in the monetary sense i.e. proportional money expenditure.

An illustration of the movement of operating costs in successive replacements of plant is given in Figure 2. Note the constant length of life of successive generations of plant.

6.2.3. Derived Decision Models

The S-system forms three decision models:

a) a pricing model,
b) an expansion investment (new investment) model,
c) a replacement model.
Table 6.1 below summarises the meaning of the system's parameters in each model and specifies the "unknowns" inherent in each one.

Table 6.1 S-system: Parameters and "unknowns" in the three decision models.

<table>
<thead>
<tr>
<th></th>
<th>Pricing</th>
<th>Expansion</th>
<th>Replacement</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_0$</td>
<td>capital outlay in best practice plant</td>
<td>capital required</td>
<td>capital required</td>
</tr>
<tr>
<td>$P_0$</td>
<td>minimum price required</td>
<td>market price (or revenue)</td>
<td>op. cost in old plant</td>
</tr>
<tr>
<td>$W_0$</td>
<td>op. in best practice plant</td>
<td>op. costs in new plant</td>
<td>op. costs in new plant</td>
</tr>
<tr>
<td>Unknowns:</td>
<td>$P_0$</td>
<td>$r$</td>
<td>$P_0$ (^1)</td>
</tr>
<tr>
<td></td>
<td>$T$</td>
<td>$T$</td>
<td>$T$</td>
</tr>
</tbody>
</table>

1) In this case the meaning of the unknown is the operating cost in old plant that would justify replacement.

The decision in the three cases is as follows:

1. Pricing - set the price according to calculated $P_0$
2. Expansion investment - accept project if $r > r_0$ ($r_0 =$ the required rate of return)
3. Replacement - replace if operating costs in old plant are greater or equal to $P_0$

6.3 Minor Extensions of the Basic Model.

6.3.1. Treatment of Inflation

Inflation has become a central consideration in the analysis of projected future cash flows. It is therefore important to state how inflation can be catered for by the S-system. Obviously real life inflation is a complex phenomenon and only a limited aspect of it can enter a "model".
Here I shall show how the S-system can accommodate the overall expected rate of inflation. In a model of 'certainty' as the S-system is this would be equivalent to the assumption that inflation will increase all costs by the same percentage annually (Neutral inflation). We shall denote this rate of inflation - "f".

In the original model "r" and "a" are expressed with reference to constant-money costs and prices, thus "r" is the 'real' cost of capital (or 'real' discount factor) and "a" is the 'real' wage increase rate, now, we shall denote "r_m" as the money rate of cost of capital (or the current rate of cost of capital) and 'a_m' as the money rate of wage increase. So

\[
\begin{align*}
    r_m &= r + f \\
    a_m &= r + f
\end{align*}
\]

\[ ... (12) \]

In particular we could write

\[
    r_m - a_m = (r_m - f) - (a_m - f) = r - a
\]

\[ ... (13) \]

Equation (13) leads us to an interesting result.

In the basic equation (equation (3)) and all the derived equations "r" and "a" always appear together as (r - a) which as stated here is equal to \( r_m - a_m \). Since no other parameters in the basic equation are affected by the rate of inflation f we could rewrite the basic equation in current money terms;

\[
    K_0 = P_0 \int_0^T e^{- (r_m + b - a_m) t} dt - W_0 \int_0^T e^{- (r_m - a_m - c) t} dt
\]

\[ ... (14) \]

So the S-system can be expressed in "money term" and include implicitly a rate of inflation. This does not require any additional structural parameter of "inflation"; the basic relations are not distorted by inflation. It must be added that no similar simple transformation can be operated on other investment-replacement models.
6.3.2. Taxation and the S-System

Taxation, i.e. corporate income tax is a major 'real life' consideration in investment decision making and should therefore be examined in this discussion of the S-system. Much like inflation, taxation is a complex phenomenon. To include taxation in the S-system would require some simplifying assumptions about the way tax is calculated and collected\(^1\). It would also require the fundamental assumption that the basic mathematical relations in the model hold true in a world-with-tax.

Tax can be incorporated in the S-model in a number of ways. The conventional way is that of modifying the income factors (in the S-system this would be the right hand side of equation (4)) and of leaving the capital investment factor unchanged. This is a straight-forward treatment as it considers cash flows when they occur. Mathematical manipulation of the U.K. tax parameters (as were in force in 1971-72) has revealed that in the particular case of the S-system all the tax parameters can be conveniently moved to left hand side of equation (4) thereby modifying the investment side rather than the income side. This means that the taxation "package" can be looked at as changing the 'effective' investment without altering the before-tax income. This approach enables charts based on the original S-model to be used in the solution of a world-with-tax problems. Such charts are presented in Chapter 7.

---

\(^1\) For example, income, for tax purpose, is recognized at the time of sale and not on 'production point' basis. Income in the S-system is calculated on 'production point' basis. (The same is also true of the Terborgh system and the Morrett & Sykes System). So, an assumption must be made either that output is sold the moment it is produced or that the "capital" includes some working capital element (to cover the financial cost of the time difference between production and selling). The latter alternative requires that for tax calculation there are two capital elements: one depreciable and one (working capital) not. For simplicity the former alternative is chosen; income and tax are calculated on 'production point' basis.
The basic equation modified for pre-April 1972 U.K. tax is given here as equation (15). It is presented as a fairly general treatment of taxation, not necessarily confined to U.K. tax (in practice of course, tax is calculated as discrete annual lump sum and not as flow. The analysis is done on a continuous mode to fit the original S-model).

\[
K_0 \cdot \left[ 1 - \frac{1}{e^{\frac{t}{m}}} \left( A \cdot X + (1-A) \cdot X \cdot \frac{d}{d+r} \right) \left( 1 - \frac{X}{e^{\frac{t}{m}}} \right) \right] =
\]

\[
\text{First year allowance factor} \quad \text{Total annual allowances factor} \quad \text{After tax coefficient}
\]

\[
= \frac{P_0}{x+b-a} \cdot (1-e^{-(x+b-a)T}) \cdot \frac{W_0}{x-a-c} \cdot (1-e^{(r-a-c)T}) \quad (15)
\]

The additional symbols are:

- \(X\) - corporation tax rate
- \(A\) - first year capital allowance factor
- \(d\) - reducing balance of capital for tax purposes
- \(m\) - the time lag for realisation of first year and annual allowances
- \(n\) - the time lag for corporation tax payment on earnings

\[
\text{Therefore, } \frac{1}{e^{\frac{t}{m}}} \text{ is the impact of the delay in the realisation of the capital allowances.}
\]

The tax allowance elements in the equation are: a 'first year' investment allowance, and a reducing balance depreciation allowance on the remainder.

Equation (15) represents a number of cases:

1. (General) pre April 1972 U.K. Corporation Tax on plant and machinery,
   100% first year allowance,
3. \((A = 0)\) U.S. Corporate income tax - double-declining-balance depreciation,

4. \((A = 0, d = 0)\) U.K. Corporation Tax on commercial buildings.

Thus for example the net-of-tax capital coefficient for plant and machinery (U.K. Post April 1972) is:

\[
\frac{1 - X_e^{-rm}}{1 - X_e^{-rm}} \tag{16}
\]

The net-of-tax capital coefficient for commercial buildings is:

\[
\frac{1}{1 - X_e^{-rm}} \tag{17}
\]

Table 6.2 below illustrates how delays in recovery of the 100% first year allowance change the effective capital factor (note that an infinite delay of this allowance is equivalent to no allowance - as is the case of commercial buildings).

<table>
<thead>
<tr>
<th>Rate of Return ((r))</th>
<th>Number of Years ((m))</th>
<th>1</th>
<th>1.5</th>
<th>2</th>
<th>3</th>
<th>5</th>
<th>10</th>
<th>(\infty)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.98</td>
<td>1.0</td>
<td>1.02</td>
<td>1.07</td>
<td>1.14</td>
<td>1.30</td>
<td>1.87</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.96</td>
<td>1.0</td>
<td>1.03</td>
<td>1.10</td>
<td>1.22</td>
<td>1.41</td>
<td>1.75</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.95</td>
<td>1.0</td>
<td>1.04</td>
<td>1.13</td>
<td>1.27</td>
<td>1.49</td>
<td>1.66</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>0.94</td>
<td>1.0</td>
<td>1.05</td>
<td>1.15</td>
<td>1.29</td>
<td>1.48</td>
<td>1.59</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>0.93</td>
<td>1.0</td>
<td>1.06</td>
<td>1.17</td>
<td>1.31</td>
<td>1.47</td>
<td>1.53</td>
<td></td>
</tr>
</tbody>
</table>
6.3.3. Combined Consideration of Taxation and Inflation

Equation (16) accommodates all the tax considerations on its left-hand side, the capital side.

The right-hand side of the equation, the income side, is in its original form as in equation (3). Following the discussion in 6.3.1, it is insensitive to inflation. The impact of inflation cancels out since in the expression "r-a" both r and a contain the same inflation element.

The left-hand side of the equation (15), on the contrary, is sensitive to inflation. Inflation is contained only in "r" the discounting factor. So the higher the rate of inflation, the higher the effective discounting. This is a source of theoretical concern. Inflation, in a world-with-tax, is not a neutral factor the way it is in "a-world-without-tax". Generally speaking, inflation reduces the benefit of delayed capital allowances thereby increasing the effective capital investment (reducing profitably).

In practice the problem is not as serious as it may seem. Take for example the current U.K. tax treatment of plant and machinery. Here, when time lag for tax payment and for first year allowance are the same the net-of-tax coefficient is unity and thus is not affected by the rate of inflation. (See Table 6.2). Plant and machinery, I may add, is the class of investment with which the S-system is most concerned.
Table 6.3 shows the impact of taxation and inflation in a slightly more complex case. It is based on first year allowance of 80% and annual reducing balance of 25% thereafter. Corporation tax rate is 40% and time lags are 1.5 years for both tax payment and first year allowance. Calculation is done for £1.00 investment.

The left hand side of equation (15) for this case would be:

\[
[1 - e^{-1.5r} \cdot (0.8 \cdot 0.4 + \frac{0.2 \cdot 0.4 \cdot 0.25}{r + 0.25})] \cdot (1 - 0.4 \cdot e^{-1.5r})^{-1}
\]

<table>
<thead>
<tr>
<th>( r )</th>
<th>( F(r) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>1.03</td>
</tr>
<tr>
<td>0.105</td>
<td>1.02671</td>
</tr>
<tr>
<td>0.11</td>
<td>1.02136</td>
</tr>
<tr>
<td>0.115</td>
<td>1.01938</td>
</tr>
<tr>
<td>0.12</td>
<td>1.01955</td>
</tr>
<tr>
<td>0.125</td>
<td>1.01968</td>
</tr>
<tr>
<td>0.13</td>
<td>1.01957</td>
</tr>
<tr>
<td>0.135</td>
<td>1.019482</td>
</tr>
<tr>
<td>0.14</td>
<td>1.019495</td>
</tr>
<tr>
<td>0.145</td>
<td>1.019564</td>
</tr>
<tr>
<td>0.15</td>
<td>1.019582</td>
</tr>
<tr>
<td>0.155</td>
<td>1.019593</td>
</tr>
<tr>
<td>0.16</td>
<td>1.019603</td>
</tr>
<tr>
<td>0.165</td>
<td>1.019611</td>
</tr>
<tr>
<td>0.17</td>
<td>1.019636</td>
</tr>
<tr>
<td>0.175</td>
<td>1.019659</td>
</tr>
<tr>
<td>0.18</td>
<td>1.019683</td>
</tr>
<tr>
<td>0.185</td>
<td>1.019699</td>
</tr>
<tr>
<td>0.19</td>
<td>1.019716</td>
</tr>
<tr>
<td>0.195</td>
<td>1.019732</td>
</tr>
<tr>
<td>0.2</td>
<td>1.019743</td>
</tr>
<tr>
<td>0.205</td>
<td>1.019754</td>
</tr>
<tr>
<td>0.21</td>
<td>1.019764</td>
</tr>
<tr>
<td>0.215</td>
<td>1.019772</td>
</tr>
<tr>
<td>0.22</td>
<td>1.019779</td>
</tr>
<tr>
<td>0.225</td>
<td>1.019784</td>
</tr>
<tr>
<td>0.23</td>
<td>1.019788</td>
</tr>
<tr>
<td>0.235</td>
<td>1.019791</td>
</tr>
</tbody>
</table>
Table 6.3 shows calculated values of the effective capital for the discounting factor values over the range 10% - 23.5%. It shows that over this range there are only minute differences in effective capital - less than 0.008. This implies that the effective capital - within the particular assumptions behind Table 6.3 - is insensitive to the rate of inflation.

The overall impact of taxation in modifying the capital factor in this particular case is 3% - 4%.
6.4 Summary

The S-model has been developed as an integrative dynamic pricing-investment-replacement model. Thus the same mathematical structure can be interpreted as a long-term marginal cost pricing method, an expansion investment model, or a replacement model. When used in different applications some of the model's parameters have different meanings.

The model, a specified neoclassical 'vintage model' includes parameters specifying the impact of technological change, plant deterioration and wage increase on operating costs and on capital costs, in new vintages of investment starting with today's investment. The basic model lends itself to include additional factors. Thus the inclusion of inflation and taxation is demonstrated.

The basic S-model in its original continuous mode is convenient for mathematical analysis. Such analysis shows the determination of the optimal length of life of investment and the calculation of another 'unknown', according to application. They are: in a pricing model - the long term marginal cost price to charge; in a new investment model - the IRR of an investment proposal, and in a replacement model - the initial operating cost saving that would justify replacement.

An investigation of the numerical behaviour of the model over a wide range of parameter values both in the continuous mode and in an equivalent discrete mode is given in a separate Chapter - Chapter 7. The results there are also used in demonstrating the S-model's solution of simple investment and replacement problems.
CHAPTER 7

S-METHOD: COMPUTER SOLUTIONS AND INVESTIGATION

7.1 General

Much of my work on the S-system is the development of computer packages, tables and charts. Their possible use is as an aid to managers in price and investment decision making\(^1\) and as an aid for students of management economics in studying problems of price and investment. In addition the packages, tables and charts are a way of analysing the S-system itself. The numerical and visual examples show, rather conveniently, the relations among the underlying parameters of the system. Formal mathematical analysis of the behaviour of the S-system over a similar range of parameters to that covered by the computer - if at all possible - would be extremely tedious.

As the first step I wrote the FORTRAN program INVS1 to mount the basic S-model on a computer (ICL 1905 of the City University). The program generates 'solutions' (i.e. S-system equilibrium points) for a wide range of parameter values. The printout of INVS1 and of similar programs are presented and discussed in this Chapter.

In Section 7.2 I present the conversion of the basic continuous model into a discrete mode. It was felt that the discrete mode employing periodical cost and revenue information would be more realistic\(^2\) than a continuous mode using densities of costs and

---

1) See Sir R. Shone, "Price and Investment Relationships" Paul Elek, London, 1975. p. XV. Note that Shone's comment on his book applies in particular to the packages the tables, and the charts. - "It is not a vade mecum giving handy answers to particular problems, but a general survey covering the principles involved in the related issues of pricing and investment."

2) See Chapter 4, Passim.
revenues. Later in the Chapter the computer program INVS1 and its Flow Chart are presented. Section 7.3 discusses and presents the Tables and the Charts. Section 7.4 gives two examples for the use of the Tables in replacement and new investment decisions.

Analyses of the model and of its presentation in this Chapter are given in the Appendices to this Chapter. Appendix 7.1 contains the computer program, and tables for the continuous mode of the model. Reading through the results one verifies the similarity and differences between the two modes of the S-system. Figure 7.7 compares the results of the continuous and the discrete modes for the "same" set of parameters.

Appendix 7.2 presents some of the difficulties of efficient graphical presentation by offering a number of alternatives to the presentation used in Section 7.3. Alternative presentations give some insight into the behaviour of the system with different sets of parameters.

Appendix 7.3 refers to formula (8) in Chapter 6 which presented the length of life of investment as a function of only \( \left( \frac{P_o}{W_o} \right) \) and \( (b + c) \). Tables of "life" are presented as a function of these two parameters.

Appendix 7.4 unlike the rest of the Chapter, deals with points outside the model's equilibrium. In particular it shows the reduction of profitability when a "wrong" "length of life" is employed in investment appraisal. Inevitably, such an analysis using either NPV or IRR criterion deals only with selected instances but it reveals that the profitability is insensitive to changes or errors in the 'length of life'. Some of the implications of this are discussed in Chapter 8.
The Appendices form a part of Chapter 7. They relate to various computer operations done on the S-system. They have been separated from the main body of the Chapter only as a matter of convenience as each deals with some isolated aspect of the model or the presentation.

### 7.2 S-Model in the Discrete Mode

#### 7.2.1 The Discrete Mode and the Computer Solution Process

The basic equations:

\[
K_0 = P_0 \int_0^T e^{-(r+b-a)t} \, dt - W_0 \int_0^T e^{-(r-a-c)t} \, dt
\]  

(1)

and

\[
P_0 \cdot e^{(a-b)T} = W_0 \cdot e^{(a+c)T}
\]  

(2)

have discrete equivalents:

\[
K_0 = P_0 \sum_{i=1}^{T} \frac{1}{(1+r+b+a)^i} - W_0 \sum_{i=1}^{T} \frac{1}{(1+r-a-c)^i}
\]  

(3)

(where \(r, a, b, c > 0; \ b+c > 0\))

and

\[
P_0 \cdot \frac{1}{(1+b-a)^Y} = W_0 \cdot \frac{1}{(1-a-c)^Y}; \quad T = \lfloor Y \rfloor
\]  

(4)

respectively.

---

1) It is difficult to define "exact" equivalent. For example \(e^{-(r+b-a)t}\) can be written as \(e^{rt} \cdot e^{bt} \cdot e^{at}\). This may have the equivalent of \(\frac{1}{(1+r)^t} \cdot \frac{1}{(1+b)^t} \cdot \frac{1}{(1-a)^t}\) or of \(\frac{1}{(1+r)^t} \cdot \frac{1}{(1+b)^t} \cdot (1+a)^t\); there are many other "equivalents". The type of discrete equivalent used in equations (3) and (4) clearly is very convenient mathematically; this is why I chose it, but it is arguable that it is somewhat less accurate than other equivalents.

2) The expression \(\lfloor Y \rfloor\) means the whole part of a number, thus if \(Y = 11.7\)

then \(T = 11\)
The following changes were made for the computer enumeration process.

1) K₀ value was assumed K₀ = 1,
2) \((r + b - a)\) was replaced by a single variable \(G\) (in the program INVS1 it is labelled K1); \((r - a - c)\) was replaced by a single variable \(H\) (in the program it is labelled K2).
3) Equation (3) was re-written as an explicit function of \(P₀\).
4) Equation (4) was enlarged by \((1 + r)^{-y}\).

The operative equations are, therefore,

\[
P₀ = \frac{1}{\sum_{i=1}^{T} \frac{1}{(1+G)^i}} + \frac{W₀ \cdot \sum_{i=1}^{T} \frac{1}{(1+H)^i}}{\sum_{i=1}^{T} \frac{1}{(1+G)^i}} \tag{5}
\]

\[
P₀ \frac{1}{(1+G)^y} = W₀ \frac{1}{(1+H)^y} \tag{6}
\]

The actual computation process is given in the following Flow Chart and printout of the computer program INVS1.

The discrete presentation used here is mathematically analogous to the continuous presentation of Chapter 6. But, the annual jumps that are implied by it require new strict interpretation of the parameters.

The most convenient interpretation for our purpose is:

\(K₀\) - Investment outlay for a unit annual capacity assumed to concentrate at mid year 0 (i.e. - "now").
$P_0$ - The 'current price' of output (or in replacement problems - operating cost of the old plant) - "now" - at mid year 0.

$W_0$ - The wages or operating cost of the new plants per unit of output, "now", at mid year 0.

The actual 'first year price' is $P_0$ modified by technological change and wage increase as well as - for investment assessment - by the rate of discount, namely it is modified by the parameter "G".

The actual 'first year wages' is $W_0$ modified by one year wage increase and by one year deterioration (as from the time of investment). 1)

Alternative discontinuous reconstruction can be made with other assumptions. Here is one:

$P_0$ and $W_0$ refer to year 1. (Therefore the notation $P_1$ and $W_1$ is preferable there). This way they represent directly first year operating revenue and costs.

The basic equation then becomes:

$$K_0 = P_1 \frac{1}{1+r} \sum_{i=1}^{T} \frac{1}{(1+r+b-a)^{i-1}} - W_1 \frac{1}{1+r} \sum_{i=1}^{T} \frac{1}{(1+r-a-c)^{i-1}}$$ (7)

This approach, though intuitively very appealing, is very difficult to apply. It is inconvenient for charts and tables because it includes an additional explicit parameter 'r' outside the instrumental parameters "G" ($=r+b-a)$, and "H" ($=r-a-c$) (see Appendix 7.2 on charting problems).

It should be stated though without quantification, that in most of the practical problems the difference between the two 'methods' is very small. 2)

1) The conceptual difficulty of including a "notional" deterioration in year 1 - first year of operation - is discussed in Shone (1975) p.188. Shone offers some pragmatic justifications for this approach.

2) Quantifying this statement is tedious as it should refer separately to various $W_0$ combinations. In general, the longer the life of the investment (or the smaller the sum "b+c") the smaller is the difference between the 'methods'.

---

1) The conceptual difficulty of including a "notional" deterioration in year 1 - first year of operation - is discussed in Shone (1975) p.188. Shone offers some pragmatic justifications for this approach.

2) Quantifying this statement is tedious as it should refer separately to various $W_0$ combinations. In general, the longer the life of the investment (or the smaller the sum "b+c") the smaller is the difference between the 'methods'.
7.2.2 Inflation and Taxation in the Discrete Mode.

The use of the Tables and Charts of the discrete mode for a "world-with-tax" requires a modification of the relevant coefficients.

a. Inflation

Here the analogy is straightforward. As in the continuous mode we have

\[ r_m = r_r + f \]

(The current discount factor equals the sum of the 'real' discount factor and the rate of inflation. See Chap. 6).

b. Taxation

Here the analogy is based on substituting continuous discounting by discrete discounting. The net-of-tax capital coefficient for plant and machinery (where 100% first year allowance is given) in the theoretical, continuous case is

\[ \frac{1 - X \cdot e^{-r_m}}{1 - X \cdot e^{-r_n}} \]

(For notation and discussion see 6.3.2.).

In the discrete case this net-of-tax capital coefficient for plant and machinery (100% first year allowance) becomes

\[ \frac{1 - X (1+r)^{-m}}{1 - X (1+r)^{-n}} \]

Shone, with particular interest in the development in British taxation, studies in detail the introduction of discrete coefficients in a number of Tax categories. 1)

7.3 Tables and Charts

The 5 tables given in this Chapter are completed for a representative value of capital outlay of £1.00. Each of the tables is given for a specific value of \( W_0 \) or, more strictly for any \( \frac{W_0}{K_0} \). The values are -

1) Shone (1975) pp. 63-69. The subjects covered are: a) plant and machinery, b) commercial buildings, c) cars for business use, d) industrial buildings, and e) development grants.
The iterative 'solution' process uses \( G \) (denoting \( r + b - a \)) and \( H \) (denoting \( r - a - c \)) as the other computation parameters. The ranges covered are:

\[ 0 \leq G \leq 36 \text{ and } -0.20 \leq H \leq 0.20 \]

thus precluding negative \( r \) or excessively high \( r \) as a basis for long run assessment.

Parameter values used are:

For \( G \): 0.00, 0.02, 0.04, ..., 0.34, 0.36

For \( H \): -0.20, -0.18, -0.16, ..., 0.18, 0.20.

The "solution" itself is two-valued, it includes the remaining two parameters of the S-system \( P_0 \) and \( T \). For tabulation purpose the parameter \( P_0 \) (initial revenue) was substituted by \( F \) (initial earnings) such that \( F = P_0 - W_0 \).

The tables themselves (e.g. Tables 7.1 - 7.5) though capable of giving the desired answer still are fairly inconvenient. A convenient manual and visual tool for solution are Charts based on the Tables.

The number of possible ways of presenting the results graphically is very large. It was decided that the main mode of presentation will be based on a separate Chart for each value of \( W_0 \), (for other modes see Appendix 7.2). Each such chart shows how \( G \) and \( H \) relate to \( F \) and to \( T \).

A further graphical and practical improvement was the replacement of \( H \) by a new parameter \( M \). \( M = G - H \) and as such it means "the annual 'degradation' of existing plant" or the combined impact of obsolescence and deterioration.

1) Tables were computed and printed for the additional \( W_0 \) values: 0.01, 0.02, 0.03, 0.05, 0.08, 0.30, 0.40, 0.75, 1.00. More tables can be calculated by changing the DATA card in the computer program.

2) Note, \( G = r + b - a \) and \( H = r - a - c \), therefore \( M = G - H = r + b - a - r + a + c = b + c \). The derivation of \( M \) is, therefore, immediate and does not impose any difficulty in constructing the charts.
The area of a chart for a given value of $W_o$ is thus used for two separate "maps". The "maps" are:

1. The relation between the initial earnings-$F$ and the parameter $G$ for given values of the parameter $M$ (i.e. isoquants of $M$ on $(F,G)$ plane).

2. The relation between plant length of life $T$ and the parameter $G$ for given values of the parameter $M$ (i.e. isoquant of $M$ on $(T,G)$ plane).

Charts are given for $W_o = 0.10, 0.15, 0.20, 0.25$ and $0.50$ in Figures 7.2 - 7.6.

Other methods of obtaining charts from the Tables are discussed in Appendix 7.2 to this Chapter.

7.4 Examples for the use of the Charts

a. Example 1: Replacement analysis (world-without-tax)

Company A considers replacing a 16-year-old workshop by a new one. The new one will not require new space, the old building with a few minor changes will be used. The cost of the new equipment is estimated at £130.000 and the shop will require 10 employees at the total labour cost of £26.500 p.a. At the moment the workshop employs 25 workers at an annual cost of £57.000 a year. It is assumed that no change in other cost elements will take place, no additional output will be obtained from the installation of new plant. The wage increase rate is assumed to be 3% p.a. in real terms while average annual technological progress, or obsolescence, is assumed to be 4% of the operating cost a year.  \[1\) Deterioration, \\

1) For strict meaning of a rate of embodied technical progress used here see Sir R. Shone "Price and Investment Relationship". Paul Elek, London, 1975, pp 33-36.
though mainly in the form of parts substitution, may be assumed here to raise operating cost at a rate of 2% a year (of the operating costs at the beginning of that year). The company's real cost of capital is regarded to be about 9%. Is immediate replacement justified?

**Answer:**

\[ W_0 = \frac{\£26,500}{\£130,000} \approx 20\% \]

Therefore, we shall use the Chart for \( W_0 = 20\% \)

\[ G = r + b - a = 9\% + 4\% - 3\% = 10\% \]

\[ M = b + c = 4\% + 2\% = 6\% \]

From the Chart we get \( F \approx 22\% \),

or in money terms \( \£130,000 \times 0.22 = \£28,600 \)

The company has initial savings of \( \£57,000 - \£26,500 = \£30,500 \)

therefore, immediate replacement is justified.

As a by-product, one gets the "length of life" of the new workshop

= 22 years.


Assume corporation tax rate of 50%, no capital allowances (as for commercial buildings) and no time lag in tax payment.

\[ b = a = 4\%; \ c = 0\% \]

\[ \frac{W_0}{K_0} = 20\%; \ \frac{P_0}{K_0} = 48\%; \ \text{and} \ \therefore F = 26\% \]

What is the before-tax and after-tax DCF rate of return and the before-tax and after-tax life of the investment? (Use the Charts in order to find the answer. Notice that: \( G = r + b - a; \ M = b + c; \ F = \frac{P_0}{K_0} - \frac{W_0}{K_0} \))
A convenient way of solving the problem is through steps (A), (B) and (C).

(A) Calculate the length of the life of the investment from the Chart
for \( \frac{W_0}{K_0} = 0.20 \) and \( F = 28\% \).
Answer: \( G = 24\% \) and \( T = 22 \) years.

(B) Choose the Chart for after-tax calculation by computing

\[
\frac{W_0}{K_0} = \frac{W_0}{K_0} \cdot \frac{K}{K_0},
\]
\( K \) is the modified, after-tax value of \( K \) (see the left hand side of the equation (15) in Chapter 6).

In this case \( \frac{K}{K_0} = 0.5 \) so \( \frac{W_0}{K_0} = 10\% \);
Answer: use the Chart \( \frac{W_0}{K_0} = 10\% \).

(C) Find \( G \) and \( T \) (in the Chart for \( \frac{W_0}{K_0} = 10\% \)) for \( F(\text{after tax}) = \frac{28}{200} = 14\% \)

Answer: \( G = 8\% \), and \( T = 22 \) years.

The DCF rate of return \( \Delta G - (b-a) \) is \( 24\% \) before tax and \( 8\% \) after tax. The life of the investment is 22 years and is not affected by tax (in some cases the life before and after tax may differ by 1 year as the curves are drawn to the nearest whole year)\(^1\).

Example 2 as given here is a very simple example. It serves mainly to show how a modified \( K_0 \) is used in a-world-with-tax problems. More interesting examples for a-world-with-tax problems are given by Shone.\(^2\)

---

1) From equation (7) in Chapter 6 we know that \( T = \frac{1}{(b+c)} \times \ln \frac{K_0}{W_0} \). Therefore any modification of \( K_0 \) that does not affect the parameters in this equation will not affect the length of life \( T \).

2) Shone (1975). Prof. Shone has extend the tax modification of \( K \) (as developed in Chapter 6) to the discrete model and he deals with a number of U.K. Tax arrangements which include a) 100\% first year allowance, b) straight line depreciation allowance, c) reducing balance depreciation allowance, d) no allowance. He also incorporates time lags in tax payments.
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Fig. 7.1 A Schematic Flow Chart of Calculation-S Model

1) Rather than using my original drawings in Figures 7.1-7.10 I have reproduced the neater draughtsman's copy as printed in Sir Robert Shone's "Price and Investment Relationships" (1975). I acknowledge Sir Robert's permission to do so.
MASTER INVS1

DIMENSION W01(17), PR(19), IT(19), OK1(19), OK2(21)
DATA W01, 01, 02, 05, 10, 25, 50, 100 /
WRITE (2, 9)
9 FORMAT (188)

FORMAT (M, 30X, 45INVESTMENT AND TECHNOLOGICAL CHANGE MODEL/
C 140.3X, 5+CALCULATION OF FIRST YEAR EARNINGS AND INVESTMENT LIFE
C/3X, 66+FOR VARIOUS PROPORTIONS OF INITIAL YEARLY WAGES TO CAPITAL
C OUTLAY / 140.3X, 21+CAPITAL OUTLAY = 1.0 )
DO 3 I = 1, 19
3 OK1(I) = (1.0 - 2) / 100.
DO 4 L = 1, 21
4 OK2(L) = (L - 22) / 100.
WRITE (2, 6) IA, W01(IA), OK1(IA), OK2(IA)
6 FORMAT (1MH1.10X, 2H TABLE . I2.26 INITIAL WAGE PROPORTION ,F4.2/
C 1H0.3X, 2H INITIAL YEARLY WAGES TO CAPITAL OUTLAY = 1.0 )
DO 8 K2 = 2, 21
8 FORMAT (1H0.2H K2 = 2, 21)
DO 9 K1 = 1, 19
9 IF(K1 - K2) 140, 140, 140
10 IF(K1 - K1) 12, 120, 12
12 IF(K1 - K2) 11, 110, 110
140 PR(K1) = 0
IT(K1) = 0
GOTO 9
110 A = 1.0 - W01(IA) / OK2(K2) * OK1(K1)
B = W01(IA) * OK1(K1) / OK2(K2)
C = 1.0 / (1.0 + OK2(K2))
CT = C
D = 1.0 / (1.0 + OK1(K1))
DT = D
111 ITT = ITT + 1
PO = (A - CT) / (1.0 - DT)
IF ( ITT = 101) 112, 120, 111
112 CT = CT + C
DT = DT + D
IF(P0(401(IA) = (1.0 - OK1(K1) - OK2(K2)) * ITT - 1.) 19, 19, 111
120 D = 1.0 / (1.0 + OK1(K1))
DT = D
112 ITT = ITT + 1
121 PD = (1.0 - W01(IA) + ITT * OK1(K1)) / (1.0 - DT)
ITT = ITT + 1
IF ( ITT = 101) 122, 19, 19
122 DT = DT + D
IF(PD(401(IA) = (1.0 - OK1(K1) - OK2(K2)) * ITT - 1.) 19, 19, 121
130 C = 1.0 / (1.0 + OK2(K2))
CT = C
ITT = ITT + 1
131 PO = (1.0 + W01(IA) + CT) / OK2(K2) / ITT
ITT = ITT + 1
IF(ITT = 101) 132, 19, 19
132 CT = CT + C
IF(PO(401(IA) = (1.0 - OK1(K1) - OK2(K2)) * ITT - 1.) 19, 19, 131
19 PR(K1) = PO - W01(IA)
IT(K1) = ITT + 1
CONTINUE
WRITE (2, 17) OK2(K2) / (PR(K1) / N = 19)
WRITE (2, 16) (IT(K1), N = 19)
17 FORMAT (1MH1.10X, F4.2, 19(1X, F5.3 )
16 FORMAT (1MH1.2X, 19(1X, 15.2X))
6 CONTINUE
7 CONTINUE
13 STOP
EvD

END OF SEGMENT, LENGTH 526, NAME INVS1
Table 7.1. S-Model, $W_o = 0.10$

<table>
<thead>
<tr>
<th>$G$</th>
<th>0.00</th>
<th>0.02</th>
<th>0.04</th>
<th>0.06</th>
<th>0.10</th>
<th>0.12</th>
<th>0.14</th>
<th>0.16</th>
<th>0.20</th>
<th>0.22</th>
<th>0.26</th>
<th>0.28</th>
<th>0.30</th>
<th>0.32</th>
<th>0.34</th>
<th>0.36</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H$</td>
<td>0.18</td>
<td>0.19</td>
<td>0.20</td>
<td>0.22</td>
<td>0.24</td>
<td>0.26</td>
<td>0.28</td>
<td>0.30</td>
<td>0.32</td>
<td>0.34</td>
<td>0.36</td>
<td>0.38</td>
<td>0.40</td>
<td>0.42</td>
<td>0.44</td>
<td>0.46</td>
</tr>
</tbody>
</table>

...
Table 7.2. S-Model, $V_0 = 0.15$

<table>
<thead>
<tr>
<th>$g$</th>
<th>0.00</th>
<th>0.02</th>
<th>0.04</th>
<th>0.06</th>
<th>0.08</th>
<th>0.10</th>
<th>0.12</th>
<th>0.14</th>
<th>0.16</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_0$</td>
<td>0.43</td>
<td>0.42</td>
<td>0.40</td>
<td>0.38</td>
<td>0.36</td>
<td>0.34</td>
<td>0.32</td>
<td>0.30</td>
<td>0.28</td>
</tr>
<tr>
<td>$y$</td>
<td>0.04</td>
<td>0.08</td>
<td>0.12</td>
<td>0.16</td>
<td>0.20</td>
<td>0.24</td>
<td>0.28</td>
<td>0.32</td>
<td>0.36</td>
</tr>
<tr>
<td>$z$</td>
<td>0.05</td>
<td>0.07</td>
<td>0.10</td>
<td>0.12</td>
<td>0.15</td>
<td>0.18</td>
<td>0.21</td>
<td>0.24</td>
<td>0.27</td>
</tr>
</tbody>
</table>

... (continued with more entries)
Table 7.3. S-Model, $W_0 = 0.20$

| G | 0.00 | 0.02 | 0.04 | 0.06 | 0.08 | 0.10 | 0.12 | 0.14 | 0.16 | 0.18 | 0.20 | 0.22 | 0.24 | 0.26 | 0.28 | 0.30 | 0.32 | 0.34 | 0.36 |
|---|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|
| H |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| -0.20 | 0.656 | 0.647 | 0.634 | 0.624 | 0.615 | 0.607 | 0.600 | 0.594 | 0.589 | 0.585 | 0.581 | 0.578 | 0.575 | 0.573 | 0.571 | 0.569 | 0.567 | 0.565 | 0.564 |
| -0.18 | 0.391 | 0.383 | 0.375 | 0.368 | 0.362 | 0.356 | 0.350 | 0.345 | 0.340 | 0.336 | 0.332 | 0.329 | 0.326 | 0.324 | 0.322 | 0.320 | 0.319 | 0.318 | 0.317 |
| -0.16 | 0.233 | 0.224 | 0.216 | 0.209 | 0.202 | 0.197 | 0.192 | 0.187 | 0.182 | 0.178 | 0.174 | 0.171 | 0.168 | 0.165 | 0.163 | 0.161 | 0.159 | 0.157 | 0.155 |
| -0.14 | 0.127 | 0.119 | 0.112 | 0.105 | 0.100 | 0.095 | 0.090 | 0.085 | 0.081 | 0.077 | 0.074 | 0.071 | 0.068 | 0.065 | 0.063 | 0.061 | 0.059 | 0.057 | 0.055 |
| -0.12 | 0.029 | 0.023 | 0.018 | 0.014 | 0.010 | 0.007 | 0.004 | 0.002 | 0.001 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| -0.10 | 0.001 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |

Note: The table continues with similar entries for different values of G and H.
<table>
<thead>
<tr>
<th>Table 7.4. S-Model, $W = 0.25$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G$</td>
</tr>
<tr>
<td>$H$</td>
</tr>
<tr>
<td>25</td>
</tr>
<tr>
<td>14</td>
</tr>
<tr>
<td>10</td>
</tr>
<tr>
<td>0.06</td>
</tr>
<tr>
<td>0.04</td>
</tr>
<tr>
<td>0.02</td>
</tr>
<tr>
<td>0.00</td>
</tr>
<tr>
<td>0.02</td>
</tr>
<tr>
<td>0.04</td>
</tr>
<tr>
<td>0.23</td>
</tr>
<tr>
<td>0.30</td>
</tr>
<tr>
<td>0.34</td>
</tr>
<tr>
<td>0.20</td>
</tr>
<tr>
<td>( H )</td>
</tr>
<tr>
<td>------</td>
</tr>
<tr>
<td>0.00</td>
</tr>
<tr>
<td>0.02</td>
</tr>
<tr>
<td>0.04</td>
</tr>
<tr>
<td>0.06</td>
</tr>
<tr>
<td>0.08</td>
</tr>
<tr>
<td>0.10</td>
</tr>
<tr>
<td>0.12</td>
</tr>
<tr>
<td>0.14</td>
</tr>
<tr>
<td>0.16</td>
</tr>
<tr>
<td>0.18</td>
</tr>
<tr>
<td>0.20</td>
</tr>
</tbody>
</table>
Fig. 7.2 S-Model.

Initial Operating cost = 10 per cent
Capital outlay

F = Initial year per cent earnings on capital
T = Life of investment
G per cent = Sum of DCF return rate plus technological change rate minus wages increase rate
M per cent = Sum of technological change rate plus operating deterioration rate
Fig. 7.3 S-Model

Initial Operating cost = 15 per cent
Capital outlay = F = Initial year per cent earnings on capital

---

T = Life of investment

G per cent = Sum of DCF return rate plus technological change rate minus wages increase rate

M per cent = Sum of technological change rate plus operating deterioration rate
Fig. 7.4 S-Model

Initial Operating cost = 20 per cent
Capital outlay

---
F = Initial year per cent earnings on capital
T = Life of investment
G per cent = Sum of DCF return rate plus technological change rate minus wages increase rate
M per cent = Sum of technological change rate plus operating deterioration rate
Fig. 7.5  S-Model

Initial Operating cost = 25 per cent
Capital outlay

\[ F = \text{Initial year per cent earnings on capital} \]
\[ T = \text{Life of investment} \]
\[ G \text{ per cent} = \text{Sum of DCF return rate plus technological change rate minus wages increase rate} \]
\[ M \text{ per cent} = \text{Sum of technological change rate plus operating deterioration rate} \]
Fig. 7.6  S-Model.

Operating cost = 50 per cent
Initial Capital outlay

F = Initial year per cent earnings on capital
T = Life of investment
G per cent = Sum of DCF return rate plus technological change rate minus wages increase rate
M per cent = Sum of technological change rate plus operating deterioration rate
Appendix 7.1: Computer Solution for the Original Model
(Continuous Mode)

The Computer Program INVS2 that I wrote for the solution of the original model is given here. Also in this Appendix are Tables for \( \omega_0 \) values of 0.10, 0.25 and 0.50 (Tables 7.6 - 7.8) and a Chart comparing the results of the continuous and discrete modes for \( \omega_0 = 0.10 \). (Figure 7.7).
FORTRAN PROGRAM – INVS2

INTEGER N(7),PR(14),II(19),UK(19),UK2(21)
REAL XI, X1/2, 05, 10, 25, 50, 1,00 /
WRITE (2,5)
5 FORMAT(1X,41HINVESTMENT AND TECHNOLOGICAL CHANGE MODEL/ 
C 1H, 3X, 41H CALCULATION IN FIRST YEAR EARNINGS AND INVESTMENT LIFE/
C 3X, 41H, 41H VARIOUS PROPORTIONS OF INITIAL YEARLY WAGES TO CAPITAL/
C OUTLAY / 1H, 3X, 21H CAPITAL OUTLAY = 10)
DO 3 I = 1, 19
3 0K1(I) = (I-1)*2 / 100.
DO 4 L = 1, 21
4 0L2(L) = (L-2 - 22) / 100.
DO 7 IA = 1, 7
WRITE (2,6) IA, W0(IA), (UK1(I), I=1,19)
6 FORMAT(1H4.2)
DO 8 K2 = 1, 21
DO 9 K1 = 1, 19
10 IF(K1 = 1) GOTO 12
110 IF(K2 = 1) GOTO 30
140 P(K2) = .0
110 EXIT 
90 TO 9
100 ITT=1
X1=EXP(-0.51(K1))
X2=EXP(-UK2(K2))
110 P0=X1(K1)*(1.-X2)/UK2(K2)/(1.-X1)
ITT=ITT+1
IF(ITT = 10) GOTO 120
120 ITT=0
X1=EXP(-0.51(K1))
X2=EXP(-UK2(K2))
140 P(K2) = .0
110 EXIT 
120 ITT=1
X1=EXP(-0.51(K1))
X2=EXP(-UK2(K2))
110 P0=X1(K1)*(1.-X2)/UK2(K2)/(1.-X1)
ITT=ITT+1
IF(ITT = 10) GOTO 130
130 ITT=0
X2=EXP(-UK2(K2))
110 P0=X1(K1)*(1.-X2)/UK2(K2))/(1.-X1)
ITT=ITT+1
IF(ITT = 10) GOTO 140
140 EXIT 
150 EXIT 
STOP

END OF SEGMENT LENGTH 508, NAME INVS2
<table>
<thead>
<tr>
<th></th>
<th>0.02</th>
<th>0.04</th>
<th>0.06</th>
<th>0.08</th>
<th>0.10</th>
<th>0.12</th>
<th>0.14</th>
<th>0.16</th>
<th>0.18</th>
<th>0.20</th>
<th>0.22</th>
<th>0.24</th>
<th>0.26</th>
<th>0.28</th>
<th>0.30</th>
<th>0.32</th>
<th>0.34</th>
<th>0.36</th>
<th>0.38</th>
<th>0.40</th>
<th>0.42</th>
<th>0.44</th>
<th>0.46</th>
<th>0.48</th>
<th>0.50</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25</td>
<td>0.04</td>
<td>0.06</td>
<td>0.08</td>
<td>0.10</td>
<td>0.12</td>
<td>0.14</td>
<td>0.16</td>
<td>0.18</td>
<td>0.20</td>
<td>0.22</td>
<td>0.24</td>
<td>0.26</td>
<td>0.28</td>
<td>0.30</td>
<td>0.32</td>
<td>0.34</td>
<td>0.36</td>
<td>0.38</td>
<td>0.40</td>
<td>0.42</td>
<td>0.44</td>
<td>0.46</td>
<td>0.48</td>
<td>0.50</td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>0.02</td>
<td>0.04</td>
<td>0.06</td>
<td>0.08</td>
<td>0.10</td>
<td>0.12</td>
<td>0.14</td>
<td>0.16</td>
<td>0.18</td>
<td>0.20</td>
<td>0.22</td>
<td>0.24</td>
<td>0.26</td>
<td>0.28</td>
<td>0.30</td>
<td>0.32</td>
<td>0.34</td>
<td>0.36</td>
<td>0.38</td>
<td>0.40</td>
<td>0.42</td>
<td>0.44</td>
<td>0.46</td>
<td>0.48</td>
<td>0.50</td>
</tr>
</tbody>
</table>

Table 7.8. S-Model, Continuous Mode, $W_0 = 0.50$
Fig. 7.7 S-Model, Comparison of Results Continuous and Discrete Modes

Initial Operating cost = 10 per cent
Capital outlay

F = Initial year per cent earnings on capital (discrete)

T = Life of investment (discrete)

F = Initial per cent earnings on capital (continuous)

T = Life of investment (continuous)

G per cent = Sum of DCF return rate plus technological change rate minus wages increase rate

M per cent = Sum of technological change rate plus operating deterioration rate
Appendix 7.2: Alternatives to the Graphical Presentation

There are many ways of giving the results a graphical-visual presentation. Here we present a few additional ways to the one used in the main body of this chapter. Each one of these alternatives has a few obvious advantages, but also, and that is not less obvious, some disadvantages as well.

The inability of any single two dimensional presentation to cover all the information in an easy way stems from the number of parameters that the S-method covers. Even if we ignored T -"the length of life" as being a by-product, we would be left with 4 explicit variables - F, W₀, G, M (related to £1.00 initial capital outlay). In fact, we try to reduce a 4 dimensional space into 2 dimensions. With limited graphical sophistication (no use of colour or semi-transparent paper) we had to "divide" the values of one parameter into a number of separate charts. Each chart is plotted for one single value of that parameter. This division is, therefore, the "Charts dimension". In the main presentation this parameter is W₀. In each chart we have one parameter on the horizontal "X axis" and one on the vertical "Y axis" (in the main presentation these are the parameters "G" and "F", respectively). The last parameter, the "free-axis" is "imposed" on each chart in the form of isoquants. Each graph represents a single value of that parameter ("M" in the main presentation). These lines are comparable, e.g. to barometric pressure lines (isobars) drawn on a geographical map. The variable T in the main presentation is used in an analogous way to the variable F and the plane of the graph in fact covers that dimension as well.
The charts given in this Appendix are:

<table>
<thead>
<tr>
<th>Chart</th>
<th>X Axis</th>
<th>Y Axis</th>
<th>Free Axis</th>
<th>Charts Axis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chart 1:</td>
<td>G</td>
<td>F, T</td>
<td>W₀</td>
<td>M (for M = 4)</td>
</tr>
<tr>
<td>(Figure 7.8)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chart 2:</td>
<td>W₀</td>
<td>F, T</td>
<td>G</td>
<td>M (for M = 4)</td>
</tr>
<tr>
<td>(Figure 7.9)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chart 3:</td>
<td>W₀</td>
<td>F, T</td>
<td>M</td>
<td>G (for G = 10)</td>
</tr>
<tr>
<td>(Figure 7.10)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

More complications arise if we try to divide the parameter G into "r" and "b - a". Though the division has great intuitive attraction, it is proved impractical because it complicates the process of finding the 'answer'. It seems clear that an early calculation of G as a sum of "r" and "b - a" before using the charts is much more practical and, therefore, recommended.
Fig. 7.8 S-Model

$M$ (technical change rate + deterioration rate) = 4 per cent.

$F$ = Initial year per cent earnings on capital

$T$ = Life of investment

$G$ per cent = Sum of DCF return rate plus technological change rate minus wages increase rate

$W$ = Initial Operating cost

Capital outlay
Fig 7.9 S-Model

M (technical change rate + deterioration rate) = 4 per cent

--- F = Initial year per cent earnings on capital

----- T = Life of investment

G per cent = Sum of DCF return rate plus technological change rate minus wages increase rate

-. W = Initial Operating cost

Capital outlay
Fig. 7.10 S-Model

For $G = 10$ per cent

--- $F =$ Initial year per cent earnings on capital

-------- $T =$ Life of investment

$W =$ Initial Operating cost

Capital outlay

$M =$ Sum of technological change rate plus operating deterioration rate

($M = b + c$)
Appendix 7.3: The Length of Life as a Function of $M (=b+c)$, and $\frac{P_0}{W_0}$

Though the calculation of the lengths of life is not a target in itself in the applications of the model, it is possible to calculate the length of life simply as a function of $b + c$ and $\frac{P_0}{W_0}$. This derives from Equation (6) Chapter 6:

$$P_0 \cdot e^{(a-b)T} = W_0 \cdot e^{(a+c)T},$$

from where we obtain:

$$T = \frac{1}{b+c} \cdot \ln \frac{P_0}{W_0}$$

(see equation (7) in Chapter 6)

Table 7.9 below gives the length of life as a function of $P_0$ and $\frac{P_0}{W_0}$. Some insight into the application of the S-method can be gained from looking at the figures. (Note that lengths of life of 100 years or more are given the value 99.9. This has been done to simplify the tabulation).
FORTRAN PROGRAM - LIFE

MASTER LIFE

DIMENSION A(20), H1(20), SHOP(20)

DO 14 JK=0,20,20
  I=1,20
  A(I) = (I+JK)/100.
  R(I) = A(I)
  CONTINUE

10 FORMAT (A6.6)

CALCULATION OF LENGTH OF LIFE

AL = L/10.

DO 12 J=1,40
  XL = XL+AL
  Y = A(J)
  SHP = Y*31(K)
  CONTINUE

12 IF(SHP = 99.9) 10,10,9

10 SHP = 99.9

CONTINUE

WRITE (2,6) SHP(K), K=1,20, XL

6 FORMAT (2H ,F5,2,4X, 21, (1X ,F4.1), 3X ,F5.2)

CONTINUE

13 CONTINUE

CONTINUE

STOP

END

END OF SEGMENT, LENGTH 188, NAME LIFE
Table 9. Calculation of Length of Life

| Person | Age | Length of Life
|--------|-----|----------------|
| 1      | 1.10| 2.5, 2.5, 3.3, 2.4, 1.9, 1.6, 1.4, 1.2, 1.1, 1.0, 0.9, 0.8, 0.7, 0.6, 0.5, 0.5, 0.5
| 1.20 | 1.20 | 2.5, 2.5, 3.3, 2.4, 1.9, 1.6, 1.4, 1.2, 1.1, 1.0, 0.9, 0.8, 0.7, 0.6, 0.5, 0.5, 0.5
| 1.30 | 1.30 | 2.5, 2.5, 3.3, 2.4, 1.9, 1.6, 1.4, 1.2, 1.1, 1.0, 0.9, 0.8, 0.7, 0.6, 0.5, 0.5, 0.5
| 1.40 | 1.40 | 2.5, 2.5, 3.3, 2.4, 1.9, 1.6, 1.4, 1.2, 1.1, 1.0, 0.9, 0.8, 0.7, 0.6, 0.5, 0.5, 0.5
| 1.50 | 1.50 | 2.5, 2.5, 3.3, 2.4, 1.9, 1.6, 1.4, 1.2, 1.1, 1.0, 0.9, 0.8, 0.7, 0.6, 0.5, 0.5, 0.5
| 1.60 | 1.60 | 2.5, 2.5, 3.3, 2.4, 1.9, 1.6, 1.4, 1.2, 1.1, 1.0, 0.9, 0.8, 0.7, 0.6, 0.5, 0.5, 0.5
| 1.70 | 1.70 | 2.5, 2.5, 3.3, 2.4, 1.9, 1.6, 1.4, 1.2, 1.1, 1.0, 0.9, 0.8, 0.7, 0.6, 0.5, 0.5, 0.5
| 1.80 | 1.80 | 2.5, 2.5, 3.3, 2.4, 1.9, 1.6, 1.4, 1.2, 1.1, 1.0, 0.9, 0.8, 0.7, 0.6, 0.5, 0.5, 0.5
| 1.90 | 1.90 | 2.5, 2.5, 3.3, 2.4, 1.9, 1.6, 1.4, 1.2, 1.1, 1.0, 0.9, 0.8, 0.7, 0.6, 0.5, 0.5, 0.5
| 2.00 | 2.00 | 2.5, 2.5, 3.3, 2.4, 1.9, 1.6, 1.4, 1.2, 1.1, 1.0, 0.9, 0.8, 0.7, 0.6, 0.5, 0.5, 0.5
| 2.10 | 2.10 | 2.5, 2.5, 3.3, 2.4, 1.9, 1.6, 1.4, 1.2, 1.1, 1.0, 0.9, 0.8, 0.7, 0.6, 0.5, 0.5, 0.5
| 2.20 | 2.20 | 2.5, 2.5, 3.3, 2.4, 1.9, 1.6, 1.4, 1.2, 1.1, 1.0, 0.9, 0.8, 0.7, 0.6, 0.5, 0.5, 0.5
| 2.30 | 2.30 | 2.5, 2.5, 3.3, 2.4, 1.9, 1.6, 1.4, 1.2, 1.1, 1.0, 0.9, 0.8, 0.7, 0.6, 0.5, 0.5, 0.5
| 2.40 | 2.40 | 2.5, 2.5, 3.3, 2.4, 1.9, 1.6, 1.4, 1.2, 1.1, 1.0, 0.9, 0.8, 0.7, 0.6, 0.5, 0.5, 0.5
| 2.50 | 2.50 | 2.5, 2.5, 3.3, 2.4, 1.9, 1.6, 1.4, 1.2, 1.1, 1.0, 0.9, 0.8, 0.7, 0.6, 0.5, 0.5, 0.5
| 2.60 | 2.60 | 2.5, 2.5, 3.3, 2.4, 1.9, 1.6, 1.4, 1.2, 1.1, 1.0, 0.9, 0.8, 0.7, 0.6, 0.5, 0.5, 0.5
| 2.70 | 2.70 | 2.5, 2.5, 3.3, 2.4, 1.9, 1.6, 1.4, 1.2, 1.1, 1.0, 0.9, 0.8, 0.7, 0.6, 0.5, 0.5, 0.5
| 2.80 | 2.80 | 2.5, 2.5, 3.3, 2.4, 1.9, 1.6, 1.4, 1.2, 1.1, 1.0, 0.9, 0.8, 0.7, 0.6, 0.5, 0.5, 0.5
| 2.90 | 2.90 | 2.5, 2.5, 3.3, 2.4, 1.9, 1.6, 1.4, 1.2, 1.1, 1.0, 0.9, 0.8, 0.7, 0.6, 0.5, 0.5, 0.5
| 3.00 | 3.00 | 2.5, 2.5, 3.3, 2.4, 1.9, 1.6, 1.4, 1.2, 1.1, 1.0, 0.9, 0.8, 0.7, 0.6, 0.5, 0.5, 0.5
| 3.20 | 3.20 | 2.5, 2.5, 3.3, 2.4, 1.9, 1.6, 1.4, 1.2, 1.1, 1.0, 0.9, 0.8, 0.7, 0.6, 0.5, 0.5, 0.5
| 3.40 | 3.40 | 2.5, 2.5, 3.3, 2.4, 1.9, 1.6, 1.4, 1.2, 1.1, 1.0, 0.9, 0.8, 0.7, 0.6, 0.5, 0.5, 0.5
| 3.60 | 3.60 | 2.5, 2.5, 3.3, 2.4, 1.9, 1.6, 1.4, 1.2, 1.1, 1.0, 0.9, 0.8, 0.7, 0.6, 0.5, 0.5, 0.5
| 3.80 | 3.80 | 2.5, 2.5, 3.3, 2.4, 1.9, 1.6, 1.4, 1.2, 1.1, 1.0, 0.9, 0.8, 0.7, 0.6, 0.5, 0.5, 0.5
| 4.00 | 4.00 | 2.5, 2.5, 3.3, 2.4, 1.9, 1.6, 1.4, 1.2, 1.1, 1.0, 0.9, 0.8, 0.7, 0.6, 0.5, 0.5, 0.5
| 4.20 | 4.20 | 2.5, 2.5, 3.3, 2.4, 1.9, 1.6, 1.4, 1.2, 1.1, 1.0, 0.9, 0.8, 0.7, 0.6, 0.5, 0.5, 0.5
| 4.40 | 4.40 | 2.5, 2.5, 3.3, 2.4, 1.9, 1.6, 1.4, 1.2, 1.1, 1.0, 0.9, 0.8, 0.7, 0.6, 0.5, 0.5, 0.5
| 4.60 | 4.60 | 2.5, 2.5, 3.3, 2.4, 1.9, 1.6, 1.4, 1.2, 1.1, 1.0, 0.9, 0.8, 0.7, 0.6, 0.5, 0.5, 0.5
| 4.80 | 4.80 | 2.5, 2.5, 3.3, 2.4, 1.9, 1.6, 1.4, 1.2, 1.1, 1.0, 0.9, 0.8, 0.7, 0.6, 0.5, 0.5, 0.5
| 5.00 | 5.00 | 2.5, 2.5, 3.3, 2.4, 1.9, 1.6, 1.4, 1.2, 1.1, 1.0, 0.9, 0.8, 0.7, 0.6, 0.5, 0.5, 0.5
<table>
<thead>
<tr>
<th>Row</th>
<th>Column</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>0.01</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>0.02</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>0.03</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>0.04</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>0.05</td>
</tr>
<tr>
<td>6</td>
<td>7</td>
<td>0.06</td>
</tr>
<tr>
<td>7</td>
<td>8</td>
<td>0.07</td>
</tr>
<tr>
<td>8</td>
<td>9</td>
<td>0.08</td>
</tr>
<tr>
<td>9</td>
<td>10</td>
<td>0.09</td>
</tr>
<tr>
<td>10</td>
<td>11</td>
<td>0.10</td>
</tr>
<tr>
<td>11</td>
<td>12</td>
<td>0.11</td>
</tr>
<tr>
<td>12</td>
<td>13</td>
<td>0.12</td>
</tr>
<tr>
<td>13</td>
<td>14</td>
<td>0.13</td>
</tr>
<tr>
<td>14</td>
<td>15</td>
<td>0.14</td>
</tr>
<tr>
<td>15</td>
<td>16</td>
<td>0.15</td>
</tr>
<tr>
<td>16</td>
<td>17</td>
<td>0.16</td>
</tr>
<tr>
<td>17</td>
<td>18</td>
<td>0.17</td>
</tr>
<tr>
<td>18</td>
<td>19</td>
<td>0.18</td>
</tr>
<tr>
<td>19</td>
<td>20</td>
<td>0.19</td>
</tr>
<tr>
<td>20</td>
<td>21</td>
<td>0.20</td>
</tr>
<tr>
<td>21</td>
<td>22</td>
<td>0.21</td>
</tr>
<tr>
<td>22</td>
<td>23</td>
<td>0.22</td>
</tr>
<tr>
<td>23</td>
<td>24</td>
<td>0.23</td>
</tr>
<tr>
<td>24</td>
<td>25</td>
<td>0.24</td>
</tr>
<tr>
<td>25</td>
<td>26</td>
<td>0.25</td>
</tr>
<tr>
<td>26</td>
<td>27</td>
<td>0.26</td>
</tr>
<tr>
<td>27</td>
<td>28</td>
<td>0.27</td>
</tr>
<tr>
<td>28</td>
<td>29</td>
<td>0.28</td>
</tr>
<tr>
<td>29</td>
<td>30</td>
<td>0.29</td>
</tr>
<tr>
<td>30</td>
<td>31</td>
<td>0.30</td>
</tr>
<tr>
<td>31</td>
<td>32</td>
<td>0.31</td>
</tr>
<tr>
<td>32</td>
<td>33</td>
<td>0.32</td>
</tr>
<tr>
<td>33</td>
<td>34</td>
<td>0.33</td>
</tr>
<tr>
<td>34</td>
<td>35</td>
<td>0.34</td>
</tr>
<tr>
<td>35</td>
<td>36</td>
<td>0.35</td>
</tr>
<tr>
<td>36</td>
<td>37</td>
<td>0.36</td>
</tr>
<tr>
<td>37</td>
<td>38</td>
<td>0.37</td>
</tr>
<tr>
<td>38</td>
<td>39</td>
<td>0.38</td>
</tr>
<tr>
<td>39</td>
<td>40</td>
<td>0.39</td>
</tr>
<tr>
<td>40</td>
<td>41</td>
<td>0.40</td>
</tr>
</tbody>
</table>
Table 9. Calculation of Length of Life (Cont'd):

| B/C | 0.01 | 0.02 | 0.03 | 0.04 | 0.05 | 0.06 | 0.07 | 0.08 | 0.09 | 0.10 | 0.11 | 0.12 | 0.13 | 0.14 | 0.15 | 0.16 | 0.17 | 0.18 | 0.19 | 0.20 |
|-----|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|
| P/Ho|      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 5.50|      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 6.10|      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 6.50|      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 7.00|      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 7.50|      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 8.00|      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 8.50|      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 9.00|      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 9.50|      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 10.00|      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 10.50|      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 11.00|      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 11.50|      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 12.00|      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 12.50|      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 13.00|      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 13.50|      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 14.00|      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 14.50|      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 15.00|      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 15.50|      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 16.00|      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 16.50|      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 17.00|      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 17.50|      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 18.00|      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 18.50|      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 19.00|      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 19.50|      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 20.00|      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 20.50|      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 21.00|      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 21.50|      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 22.00|      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 22.50|      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 23.00|      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 23.50|      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 24.00|      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 24.50|      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 25.00|      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |

P/Ho: wingspan
<table>
<thead>
<tr>
<th>Body</th>
<th>5.50</th>
<th>6.00</th>
<th>6.50</th>
<th>7.00</th>
<th>7.50</th>
<th>8.00</th>
<th>8.50</th>
<th>9.00</th>
<th>9.50</th>
<th>10.00</th>
<th>10.50</th>
<th>11.00</th>
<th>11.50</th>
<th>12.00</th>
<th>12.50</th>
<th>13.00</th>
<th>13.50</th>
<th>14.00</th>
<th>14.50</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.00</td>
<td>3.1</td>
<td>3.3</td>
<td>3.5</td>
<td>3.7</td>
<td>3.9</td>
<td>4.1</td>
<td>4.3</td>
<td>4.5</td>
<td>4.7</td>
<td>4.9</td>
<td>5.1</td>
<td>5.3</td>
<td>5.5</td>
<td>5.7</td>
<td>5.9</td>
<td>6.1</td>
<td>6.3</td>
<td>6.5</td>
<td>6.7</td>
</tr>
<tr>
<td>8.50</td>
<td>3.1</td>
<td>3.2</td>
<td>3.3</td>
<td>3.4</td>
<td>3.5</td>
<td>3.6</td>
<td>3.7</td>
<td>3.8</td>
<td>3.9</td>
<td>4.0</td>
<td>4.1</td>
<td>4.2</td>
<td>4.3</td>
<td>4.4</td>
<td>4.5</td>
<td>4.6</td>
<td>4.7</td>
<td>4.8</td>
<td>4.9</td>
</tr>
<tr>
<td>9.00</td>
<td>3.1</td>
<td>3.2</td>
<td>3.3</td>
<td>3.4</td>
<td>3.5</td>
<td>3.6</td>
<td>3.7</td>
<td>3.8</td>
<td>3.9</td>
<td>4.0</td>
<td>4.1</td>
<td>4.2</td>
<td>4.3</td>
<td>4.4</td>
<td>4.5</td>
<td>4.6</td>
<td>4.7</td>
<td>4.8</td>
<td>4.9</td>
</tr>
<tr>
<td>9.50</td>
<td>3.1</td>
<td>3.2</td>
<td>3.3</td>
<td>3.4</td>
<td>3.5</td>
<td>3.6</td>
<td>3.7</td>
<td>3.8</td>
<td>3.9</td>
<td>4.0</td>
<td>4.1</td>
<td>4.2</td>
<td>4.3</td>
<td>4.4</td>
<td>4.5</td>
<td>4.6</td>
<td>4.7</td>
<td>4.8</td>
<td>4.9</td>
</tr>
<tr>
<td>10.0</td>
<td>3.1</td>
<td>3.2</td>
<td>3.3</td>
<td>3.3</td>
<td>3.4</td>
<td>3.5</td>
<td>3.6</td>
<td>3.7</td>
<td>3.8</td>
<td>3.9</td>
<td>4.0</td>
<td>4.1</td>
<td>4.2</td>
<td>4.3</td>
<td>4.4</td>
<td>4.5</td>
<td>4.6</td>
<td>4.7</td>
<td>4.8</td>
</tr>
<tr>
<td>10.5</td>
<td>3.1</td>
<td>3.2</td>
<td>3.2</td>
<td>3.3</td>
<td>3.4</td>
<td>3.5</td>
<td>3.6</td>
<td>3.7</td>
<td>3.8</td>
<td>3.9</td>
<td>4.0</td>
<td>4.1</td>
<td>4.2</td>
<td>4.3</td>
<td>4.4</td>
<td>4.5</td>
<td>4.6</td>
<td>4.7</td>
<td>4.8</td>
</tr>
</tbody>
</table>

Table 9. Calculation of Length of Life (Cont'd.)

-0.21 0.22 0.23 0.24 0.25 0.26 0.27 0.28 0.29 0.30 0.31 0.32 0.33 0.34 0.35 0.36 0.37 0.38 0.39 0.40
Appendix 7.4: The Relation of Profitability to Investment Length of Life (Sensitivity Analysis)

The discussion so far has dealt only with optimal points, i.e., optimal parameter combinations. It is important to investigate what happens "outside" this optimum. Thus, for example, it is important to know how profitability of an investment project is being reduced if a project's life is shortened or extended - away from the optimum. In this Appendix I show the relation between profitability and length of life. Section 1 in this Appendix presents a computer program for DCFROR sensitivity analysis of the continuous mode and gives examples for it. Section 2 gives an analysis of the present value of costs for an example in the discrete mode. (Shone gives a similar P.V. analysis for the continuous mode)\(^1\). All these results show that profitability is very insensitive to the shortening or the extension of the life of the project.

\(^1\) Shone (1975) op. cit. p.43
FORTRAN PROGRAM - SENS

MASTER SENS

C SENSITIVITY ANALYSIS OF THE INTERNAL RATE OF RETURN IN SHONE'S MODEL
C TO THE LENGTH OF LIFE PARAMETER

DIMENSION H(10), I(10), J(10), UCF(2), RN(8), TDN(8)

DATA R / 0.04, 0.06, 0.08, 0.10, 0.12, 0.14, 0.16, 0.18, 0.20, 0.22 /

C   P / 0.53, 0.73, 0.85, 0.97, 1.11, 1.25, 1.30, 1.37 /

C   T / 15, 16, 17, 18, 19, 20, 21, 22 /

C   DR / -0.2, -0.5, -0.7, -0.9, -0.9, -0.8, -0.1, -0.1 /

C   IO = 0.10

DO 36 IO = 1, 10
DO 35 I1 = 2, 12
DO 34 I2 = 1, 4

J = I1 + 2 + 12
TT3 = I(10)
TT1 = (TT3 - TT1) / 2.

RI = R(I1) - DR(J)

DO 33 I3 = 1, 10

IF (ABS(H(J)) .LT. 0.00001) GO TO 60

RT1 = T(I1) + I1

TT2 = (TT3 - TT1) / 2.

CONTINUE

RT2 = R(I1) - RN(J)

WRITE (2, 48) P(I1), H(I1), K(I1), T(I1), TDN(K), K=1, 8,

(RMN(1), L = 1, 8 )

FORMAT (160, 16F15.3, 15H 0P, COSTS = F4.2)

C 20H MAX DCF RETURN R = 3.2, 30H AT T = F2.0, 6H YEARS/ 0.6

C 1X, 1HT, 8 (2X, F4.1) / 1X, 1HT, 8 (2X, F4.3) )

CONTINUE

STOP

60 CONTINUE

C - IO * TT2 - 1, .GO TO 29

END

END IF SEGIIF. JT, LENTH 279, NAME SENS
Table 7.10 S-Model, Continuous Mode — Sensitivity Analysis by Program SENS — showing how DCFROR is related to length of life.

Worked Examples:

Parameters

\( W_o = 0.10, \ b = 4\%, \ a = 2\%, \ c = 2\% \)

<table>
<thead>
<tr>
<th>PRICE</th>
<th>UP, CUSIS = 0.10</th>
<th>MAX LCF RETURN R = 0.04</th>
<th>AT T = 15. YEARS</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>10.5</td>
<td>11.0</td>
<td>11.7</td>
</tr>
<tr>
<td>R</td>
<td>0.02</td>
<td>0.025</td>
<td>0.030</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>PRICE</th>
<th>UP, CUSIS = 0.10</th>
<th>MAX LCF RETURN R = 0.06</th>
<th>AT T = 16. YEARS</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>10.5</td>
<td>11.1</td>
<td>11.8</td>
</tr>
<tr>
<td>R</td>
<td>0.04</td>
<td>0.055</td>
<td>0.055</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>PRICE</th>
<th>UP, CUSIS = 0.10</th>
<th>MAX LCF RETURN R = 0.08</th>
<th>AT T = 16. YEARS</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>10.7</td>
<td>11.4</td>
<td>12.2</td>
</tr>
<tr>
<td>R</td>
<td>0.06</td>
<td>0.070</td>
<td>0.075</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>PRICE</th>
<th>UP, CUSIS = 0.10</th>
<th>MAX LCF RETURN R = 0.10</th>
<th>AT T = 17. YEARS</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>10.6</td>
<td>11.3</td>
<td>12.2</td>
</tr>
<tr>
<td>R</td>
<td>0.08</td>
<td>0.095</td>
<td>0.095</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>PRICE</th>
<th>UP, CUSIS = 0.10</th>
<th>MAX LCF RETURN R = 0.12</th>
<th>AT T = 18. YEARS</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>10.7</td>
<td>11.4</td>
<td>12.4</td>
</tr>
<tr>
<td>R</td>
<td>0.10</td>
<td>0.115</td>
<td>0.115</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>PRICE</th>
<th>UP, CUSIS = 0.10</th>
<th>MAX LCF RETURN R = 0.14</th>
<th>AT T = 19. YEARS</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>10.5</td>
<td>11.2</td>
<td>12.2</td>
</tr>
<tr>
<td>R</td>
<td>0.12</td>
<td>0.125</td>
<td>0.130</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>PRICE</th>
<th>UP, CUSIS = 0.10</th>
<th>MAX LCF RETURN R = 0.16</th>
<th>AT T = 19. YEARS</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>10.4</td>
<td>11.2</td>
<td>12.2</td>
</tr>
<tr>
<td>R</td>
<td>0.14</td>
<td>0.145</td>
<td>0.150</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>PRICE</th>
<th>UP, CUSIS = 0.10</th>
<th>MAX LCF RETURN R = 0.18</th>
<th>AT T = 20. YEARS</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>10.2</td>
<td>11.0</td>
<td>12.1</td>
</tr>
<tr>
<td>R</td>
<td>0.15</td>
<td>0.165</td>
<td>0.170</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>PRICE</th>
<th>UP, CUSIS = 0.10</th>
<th>MAX LCF RETURN R = 0.20</th>
<th>AT T = 21. YEARS</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>10.0</td>
<td>10.7</td>
<td>11.0</td>
</tr>
<tr>
<td>R</td>
<td>0.18</td>
<td>0.185</td>
<td>0.190</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>PRICE</th>
<th>UP, CUSIS = 0.10</th>
<th>MAX LCF RETURN R = 0.22</th>
<th>AT T = 21. YEARS</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>9.0</td>
<td>10.3</td>
<td>11.4</td>
</tr>
<tr>
<td>R</td>
<td>0.20</td>
<td>0.205</td>
<td>0.210</td>
</tr>
</tbody>
</table>

Note: When required length of life 'T' for a given rate of return 'R' is more than twice the required length of life (starred number) for maximum ECF return than the program SENS prints 'T' value that is twice that starred optimal-length-of-life.
### Section 2. PV Sensitivity Analysis.

Table 7.11: S-Model, Discrete Mode: PV of operating profit for various lengths of life.

Parameters: $K_0 = 1.00$; $P_o = .50$; $W_o = .25$.

<table>
<thead>
<tr>
<th>$T$</th>
<th>$\sum_{i=1}^{T} \frac{P_o}{(1+G)^i}$</th>
<th>$\sum_{i=1}^{T} \frac{W_o}{(1+H)^i}$</th>
<th>$(1) - (2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.4464</td>
<td>0.2558</td>
<td>0.2106</td>
</tr>
<tr>
<td>2</td>
<td>0.8450</td>
<td>0.4583</td>
<td>0.3867</td>
</tr>
<tr>
<td>3</td>
<td>1.2009</td>
<td>0.6682</td>
<td>0.5327</td>
</tr>
<tr>
<td>4</td>
<td>1.5187</td>
<td>0.8663</td>
<td>0.6524</td>
</tr>
<tr>
<td>5</td>
<td>1.8024</td>
<td>1.0531</td>
<td>0.7493</td>
</tr>
<tr>
<td>6</td>
<td>2.0557</td>
<td>1.2293</td>
<td>0.8264</td>
</tr>
<tr>
<td>7</td>
<td>2.2819</td>
<td>1.3951</td>
<td>0.8868</td>
</tr>
<tr>
<td>8</td>
<td>2.4838</td>
<td>1.5524</td>
<td>0.9314</td>
</tr>
<tr>
<td>9</td>
<td>2.6641</td>
<td>1.7004</td>
<td>0.9637</td>
</tr>
<tr>
<td>10</td>
<td>2.8251</td>
<td>1.8400</td>
<td>0.9851</td>
</tr>
<tr>
<td>11</td>
<td>2.9688</td>
<td>1.9717</td>
<td>0.9971</td>
</tr>
<tr>
<td>12</td>
<td>3.0972</td>
<td>2.0960</td>
<td>1.0012</td>
</tr>
<tr>
<td>13</td>
<td>3.2118</td>
<td>2.2132</td>
<td>0.9986</td>
</tr>
<tr>
<td>14</td>
<td>3.3141</td>
<td>2.3237</td>
<td>0.9904</td>
</tr>
<tr>
<td>15</td>
<td>3.4054</td>
<td>2.4281</td>
<td>0.9773</td>
</tr>
<tr>
<td>16</td>
<td>3.4870</td>
<td>2.5265</td>
<td>0.9605</td>
</tr>
<tr>
<td>17</td>
<td>3.5598</td>
<td>2.6193</td>
<td>0.9405</td>
</tr>
<tr>
<td>18</td>
<td>3.6248</td>
<td>2.7069</td>
<td>0.9179</td>
</tr>
<tr>
<td>19</td>
<td>3.6829</td>
<td>2.7895</td>
<td>0.8934</td>
</tr>
<tr>
<td>20</td>
<td>3.7377</td>
<td>2.8675</td>
<td>0.8672</td>
</tr>
</tbody>
</table>

Note that the P.V. over the range of 9-16 years is within 5% of the optimal P.V. at 12 years. The optimal P.V. is not exactly 1 because of rounding errors.
CHAPTER 8

S - METHOD REVIEWED AND COMPARED WITH OTHER METHODS

The bulk of this Chapter, in Section 8.1, is a methodological comparison of the S-system and the 'practical' replacement systems discussed in Chapter 5. The parameters of the S system are interpreted in a way that facilitates comparison and emphasis is inevitably put on the S system as replacement model.

Section 8.2 comments on the technical change element in the S system which is a key factor behind its development. Section 8.3 lists a large number of considerations that enter real life investment decision making and which are somewhat outside the assumptions (and for that matter outside the ORM and MAPI models).

8.1 Methodological Comparison with the 'Practical' Replacement Methods

The 'practical' methods of assessing replacement proposals discussed in Chapter 5 are: the Optimal Replacement Method of Merrett and Sykes; the various MAPI models developed by George Terborgh; and the adaptation of Terborgh's method by Connor and Evans. The method presented in Chapter 6 and 7 is wider in context than the others. It aims at a closer tie with established and developing economic theory and deals with problems that are not covered by the others. In particular it provides a unified method of dealing with problems of pricing as well as with new investment and replacement decisions. This type of advantage is crucial to the S-system but it will not be examined here. Here I shall examine only how it compares with other methods or "systems" in their special field - assessment of replacement projects.

1) See Sir Robert Shono, "Price and Investment Relationships", Elek 1975; Passin where these relations are discussed.
There is a great similarity between the S-model and the other methods. This can be demonstrated by comparing Figures 6.1 and 5.2. Shone himself shows how Terborgh's model can be used in a pricing decision. There are nevertheless subtle differences some of them will be discussed here. I have already analysed mathematically both Terborgh's method (Chapter 5) and Shone's method (Chapter 6), so the comparison will be mainly in way of discussion.

I would like to add at the outset that there is no evidence of a large scale acceptance of the MAPI model in the USA or of the other methods in the UK. If anything, there is strong evidence to the contrary. Therefore, the proper way to assess the value of the S-method is as something novel rather than as replacing existing methods.

6.1.1. Two Theoretical Aspects

It is of great interest to make a formal structural comparison between the S-model and the other models. Here I shall consider two aspects. One aspect will be to express the S-model in terms of "standard assumptions" - comparable to Terborgh's two standard assumptions. The second aspect will be to look at the S-model from the next-year-comparison point of view.

1) *ibid* p. 99.

2) See Chapter 4 above.
I find both aspects very valuable in understanding similarity and difference between the S-model and the others.

i) "Standard Assumptions"

Using Terborgh's terminology (5.4.) the S-model can be expressed, and in fact enlarged by the following two standard assumptions (for notation see Chapter 6):

1) A Future Challenger at time $t$ will have the adverse minimum of the Present Challenger multiplied by $e^{(a - b)t}$.

2) The Present Challenger will accumulate deterioration at the rate of

\[ W_0 \left[ e^{(a + c)t} - e^{(a - b)t} \right] \]

Terborgh's highly comparable standard assumptions are:

1) Future Challengers will repeat the adverse minimum of the present one.

2) The Present Challenger will accumulate deterioration at a constant rate.

The adverse minimum of the Present Challenger is basically the 'F' parameter, in Chapter 7.

ii) Next Year Comparison

As emphasised in Chapter 5, Merrett and Sykes use Terborgh's cost model to arrive at a replacement decision by what seems to be
a different approach. They compare immediate replacement with a postponed replacement, in effect they compare two infinite streams of costs. The result was, as stressed in Chapter 5, that for the same cost model one would get exactly the same replacement rule.

It will be shown that the same approach can be applied to the cost pattern of the S-model. There are a number of ways of showing that. I shall use the discrete S-model (See Chapter 7) to compare immediate investment and a one year postponed investment.

Costs associated with immediate investment are:

\[
\begin{array}{cccccc}
0 & 1 & \cdots & T & T+1 & \cdots \\
K_0 & W_0 & \frac{1}{(1-a-c)^i} & K_T & W_T & \frac{1}{(1-a-c)^i} & K_{2T} & \text{Year}=i
\end{array}
\]

Costs associated with a one-year-postponed investment are:

\[
\begin{array}{cccccc}
0 & 1 & 2 & \cdots & T+1 & T+2 & \cdots & 2T+1 & \cdots \\
K_1 & W_1 & \frac{1}{(1-a-c)^i} & K_{T+1} & W_{T+1} & \frac{1}{(1-a-c)^i} & K_{2T+1} & \text{Year}=i
\end{array}
\]

The incremental cash flow to consider is

\[
K_0 + W_0 \sum_{i=1}^{T} \frac{1}{(1+r-a-c)^i} + \frac{1}{(1+r)^T} (K_T + W_T \sum_{i=1}^{T} \frac{1}{(1+r-a-c)^i}) + \cdots
\]

\[
- \frac{1}{1+r} (K_1 + W_1 \sum_{i=1}^{T} \frac{1}{(1+r-a-c)^i}) - \frac{1}{(1+r)^T+1} (K_{T+1} + W_{T+1} \sum_{i=1}^{T} \frac{1}{(1+r-a-c)^i}) - \cdots (1)
\]

Which is an inconvenient expression, fortunately we can simplify this expression (1) with the aid of equation (3) in Chapter 7, which can be restated as:
The expression on the right hand side appears in (1), separately for each generation of replacement in both replacement chains.

Also we know (from (4) in Chapter 7) that

\[ P_t = P_o \cdot \frac{1}{(1+b-a)^t} \]  

Therefore expression (1) can be rewritten in the convenient form of:

\[ P_o \sum_{i=1}^{\infty} \frac{1}{(1+x+b-a)^i} - \frac{1}{(1+x)} P_1 \sum_{i=2}^{\infty} \frac{1}{(1+r+b-a)^i} \]  

or \[ P_o \cdot \frac{1}{1+r+b-a} \]  

Expression (6) is the discounted difference between the cost associated with a chain of replacement starting by an immediate investment and a chain of replacement starting by a new investment next year.

So, regarding replacement problems where a chain of replacement starting next year is preceded by a one year retention of an existing asset we can say that immediate replacement is preferable to replacement
next year (and therefore justified) if next year (undiscounted) operating costs associated with the existing plant exceed

\[ P_0 \cdot \frac{1}{(1+b-a)} \]

This is virtually the same criterion used in the direct approach that is derived from information on the immediate replacement only (and from assumptions on the behaviour of future cost).

It is very important to be aware of this possible interpretation of the decision rule in the S-model.

8.1.2. Exponential Change vs Linear Change - Discussion

The ORM system and to a great extent the MAPI system discussed in Chapter 5 assume that technological change is constant over time in absolute, not percentage, terms. This leads to the conclusion that the operating costs in new plant decrease by constant absolute amounts. This means that, if technological change reduces costs at 5 percent a year, then operating costs would be negative after twenty years. Perhaps it would be claimed that it is not the technological change element alone that is included in the linear parameter, but a combination of technological change and deterioration in performance at existing plant which sets a linear pace of advantage of the new over the old with the passage of time. Such an argument has limited significance since deterioration is in many cases, a minor factor. Indeed this argument is not advanced by Terborgh or Merrett and Sykes.

Another argument can be that the 'negative' costs affect only future generations of investments and that because of discounting
the effect is significant in relation to what really matters - the current replacement decision. One cannot ignore this argument, but still it seems that assumptions of linearity in the face of the dominant effect of technological change rather than deterioration might lead to wrong answers through the effect on the first replacement. (The profitability of the new investment will be underestimated because the effect of future technological change is exaggerated). The S-method is not caught in the pitfalls of linear relative decline of incumbent plant. It explicitly assumes the separate impact of technological change and deterioration, both with an exponential time pattern (therefore, the possibility of negative costs is precluded).

Further, in practice firms experience the impact of technical progress embodied in new plants commonly in the form of their own wage and other operating costs rising without their being able to pass on such rising costs into higher prices. They are competing with new and more efficient plants which can pay the higher costs without corresponding increases in prices. This means that technical progress is felt by existing plant as a rise in wages and other costs, and these are normally measured as a percentage increase and not an absolute rise. It should be noted that neither the ORM nor the MAPI method make a distinction between deterioration proper and the impact of wage increases in existing plants. The S-system does make the distinction.
Again, when dealing with problems of inflation, the issue is one of an expected percentage rise in prices and costs and not of an absolute or simple interest rise. The treatment of inflation in the linear models is unsatisfactory.\(^1\)

Hence, it seems more natural and to accord more closely with experience to use a model that is based on percentage parameters, as in the S-system, rather than to use one with linear parameters as is the case in the other models discussed.

8.1.3. The Complications in the Determination of \(W_o/K_o\)

Nevertheless the use of a percentage and not an absolute measure of change introduces an additional link between the elements of change and the initial operating costs (in themselves linked to the capital outlay). This necessitates additional information and could perhaps counter some of the appeal of the S-method. But the extra information required is more apparent than real.

Certainly the S-system requires clear information about the total relevant or responsive operating costs at new plant, since it is a percentage change in these responsive costs which is a key parameter. It also needs a clear measure of the difference in costs between new and old plant. The other methods require only the information about the difference in operating costs between the old and the new, and a measure of future absolute changes in cost at existing

\(^1\) See Sir Robert Shone, (1975) p.98.
and still newer plant. In all cases, however, whether absolute or percentage changes are sought, these have to be determined from a wide profile of well-documented or estimated values of operating-costs items, otherwise the figures have no quantitative value and are nothing more than a guess\(^1\). True, there can be operating-cost elements that are not affected by the replacement proposal; therefore they need not be quantified in the assessment process (provided that continuation with the activity at all is viable). But none of the systems require these additional details. The S-method specifically includes in the initial operating-cost parameter only those elements that are affected by deterioration and are responsive to improvement through new investment.

The additional complication, if any, that the method entails, is a complication of judgement. It is a matter of deciding on the value of the initial operating cost that will best reflect the impact of both deterioration and obsolescence. This is rather a 'goodness of fit' problem within the set of assumptions (exponential as against linear rates of change) and with the independently available information.

8.1.4. Scrap Value

The literature on investment and replacement devotes considerable attention to the question of scrap value. Yet the S-system does not include any scrap-value parameters. The reason is that it is difficult to build a simple model that includes a number of important economic factors, as this system does, and still cater for a scrap variable.

\(^1\) See Exhibits 4.1, 4.2 and 5.1.
In practice, over a considerable industrial range, the complication does not exist, mainly because much industrial equipment commonly has little, if any, salvage value. In addition, time discount makes this value, at the time of the investment decision, insignificant. Therefore, no damage will be incurred if any ultimate scrap value of the new investment is disregarded when assessing its merits. Salvage value of existing plant creates some problems. A way to overcome them is by charging the (notional) interest on the realizable value of existing plant and its capital consumption (i.e., annual reduction in salvage value), if any, to the operating cost of the existing plant.

In the cases where the ultimate scrap value of the new equipment is expected to be significantly high, a simple approximation can be used. It is to subtract the discounted estimated scrap value of the new plant at the estimated replacement time from its purchase value when installed. The calculation then uses a modified capital value in assessing the required operating cost savings. The solution using the graphs of Chapter 7 also includes a calculated 'length of life'. For any practical purposes and where the scrap value is not expected to vary significantly with age at 'about the time of replacement' the given answer is satisfactory.

1) In theory it is possible to include various patterns of salvage in the S-system. I attempted this during an early stage of my work. But since this inclusion significantly complicates the basic equation of Chapter 6 and in effect precludes a design of multiple cut-off rate charts, I left this consideration out.
Finally, the type of scrap value that is included in the MAPI and OEM systems is not, as one might perhaps expect, a sophisticated element that has an independent time pattern and thus determines, and in turn is determined by, the length of life of the investment in an explicit calculation. It is just a guess - the eventual scrap value at the time of replacement of the new equipment. And this time of replacement is itself supposed to be known. It can in practical terms be said that the S - system is capable of dealing with the scrap value broadly to the same extent as the other systems.

8.1.5. A Single Cut-Off Rate v. A Multiple Cut-Off Rate

Terborgh uses a single cut-off rate of 8.25% for assessing replacement projects. Though he states that his method still gives fair results when this parameter deviates within limits from the prescribed value, no measure for this impact are given. The diligent user of Terborgh's approach has to produce his own tables to get the correct answer for other values of the cost of capital. Merrett and Sykes's method adopts a similar basic approach. Their cut-off rate is 8%; they claim that the results do not vary significantly with rates of discount over the range 6% to 12%. Many users may find themselves outside the range. Connor and Evans use a discount rate of 10% as the basis of their tables. These tables show the gross cost saving which is required to justify replacement on the basis that a 10 per cent return on capital is needed.

In contrast to the other methods, the S - method permits easy change from one cut-off rate to another. The user chooses
his own rate and can make a sensitivity analysis to see whether the project is viable at other costs of capital in case he is wrong in his first estimation of the cost of capital.

8.1.6. Apparent Replacement Criteria

The literature on replacement (see Chapter 5) is concerned with deciding on the optimal replacement date through the minimization of costs streams or through short cuts to answering this question. With the establishment of DCF methods in the late 1950's there was a great temptation to convert every investment decision rule to some form of DCFROR. That is why both Terborgh and Merrett and Sykes introduced the use of the artificial and elusive concept of 'relative returns'. The concept has been dealt with in Chapter 5 in considering both the MAPI and ORM systems. It can be summarised again as follows. Replacement is possible either immediately or at a given time T in the future. The time series of costs for each alternative is known. Now, examine the additional advantage (or disadvantage) accruing from immediate replacement over replacement at T, (T is usually 1 year). The difficulty is that the additional advantage is calculated as a certain rate of return on the investment carried out now - the 'relative return'. If the 'return' exceeds the cut-off rate, then immediate replacement is indicated; if not, it simply means do not replace.

This decision process, albeit leading in many cases to correct results (provided, of course, that the assumptions on which the decision is made are valid) is awkward and foreign to the way the businessman thinks. He looks for a direct answer to the question, 'Does it pay me to replace or not?' He does not
want to be involved in the technical details of 'relative return' over T years or in any other 'indirect' answers. He looks for a straightforward answer. And this the S-system aims to provide.

The criterion employed by the S-system (and in fact by Terborgh's earlier work and by Connor and Evans's) is simply to indicate the level of operating cost saving that a new asset needs in order to justify its introduction. Yet it should be again stressed that the S-system inherently takes account of the impact of future action whether the firm itself or its competitors on the profitability of immediate replacement through a view that is taken about the likely future pattern of cost and price changes.

8.1.7. Technical Progress

The technical change 'obsolescence' in the Terborgh and Merrett and Sykes models is expressed as a linear percentage per annum of the capital investment. But there is no attempt there to arrive at any logical connection between this figure and the realities of technical change. These models essentially are concerned with financial principles and methodology rather than with the underlying economic processes. Nevertheless, it can be deduced that, in these models technical progress affects operating costs but not capital costs. So while the S-system assumes that technological change is neutral as between the saving of capital and labour — a form of change which coincides with long-term observation over a considerable range of industries and which
many economists would hold as a norm - Merrett and Sykes state that capital costs of 'successive generations of assets are assumed to remain constant in real terms', while the same successive generations of new plant are assumed to have lower operating costs as compared with earlier plant. In effect they, as well as Terborgh assume a biased technical advance with operational saving but no capital saving as successive new vintages of new plant are developed.

8.1.8. The Length of Life

One apparent difference between the S - method and other methods in particular Terborgh's (1967) and Connor and Evans is the approach to the 'length of life'. The S - method computes a length of life from information about technological change. The others, it may be said, compute technological change from information about the life of new equipment.

It may be argued that mathematically, in all the systems discussed, there is little or no difference whether one uses the life as an external parameter or whether one used the technological change (and deterioration) as the external parameter. In all systems, for given cost parameters there is (nearly) a one-to-one correspondence between these two. If the correct value of the external parameter is used then the correct decision is arrived at either way. But such an argument clearly ignores consideration of causality. It is the technological change that

1) Only 'nearly' so because the life parameter is discrete, see discussion in 5.4.
determines the length of life equipment and not vice versa.

In Chapter 5 I made the supposition that Terborgh converted the MAPI method in 1950 to use 'N' - the length of life as an external parameter, mainly for considerations of computational simplicity. Computational simplicity of this sort is hardly a justification today, with easy availability of computers.

There is another argument not methodological but pragmatic that appears to favour the use of a length of life as an external parameter. This is the simple fact that profitability of a characteristic investment and replacement project is highly insensitive to the length of life of the project. This is true and evidence for that is given in Chapters 5 and 7. But as Shone points out, gross errors in estimation of life can still be made and are made.¹)

The use of correct length of life is particularly important in new investment decisions and in pricing decisions. Both these decisions are fairly clearly subjected to the test of the market place. Companies might price themselves out of the market because of an excessive expectation for a fast technological change or they might miss an opportunity to capture a new market by a new investment. As Shone points out, there are wide implications to that²)

8.1.9. Comparison of Numerical Results: Exponential vs. Linear Models

Systematic comparison of results between the systems is extremely difficult. This is due to differences in parameters

1) Shone (1975) op. cit. Chapter 11.

2) Shone (1975) loc. cit.
used (use of length of life or obsolescence-deterioration as the external parameter), to difference in time patterns (whether first year income is concentrated a year after investment or only half a year, whether the incidence of deterioration starts a year after investment or two years after it, etc.), to differences in actual decision criteria, etc. Also there is the fundamental question of parameter estimation, which may not be independent of the decision model used

So, in order to produce some meaningful comparison I have reduced the S-model to its original continuous mode and reduced the basic Terborgh's model to its continuous equivalent — the one I developed in Appendix 5.2.

The result of a few numerical comparisons are given in Table 8.1. I used the same capital cost and discounting factor for both models — which is unambiguous. I also used Terborgh's constant gradient as the corresponding initial 'gradient' for the S-system. In the S-system this gradient is not a single parameter by a more sensitive combination of a number of parameters ($\omega_0$, $a$, $b$, and $c$, to be precise).

Table 8.1. shows a range of results in the exponential model that corresponds to a single result in the linear model. The trends are clear to see. Differences are significant in capital intensive projects ($W_0 = 10\%$). Also of interest is the distinction that the exponential model makes between technical change and deterioration. The linear model is 'blind' to this distinction.

1) The discussion on the purpose, comparability and consistency of models in microeconomics in Chapter 3 is relevant here, too.
Table 8.1

The Linear Continuous Model and the Exponential Continuous Model (S Model)

Numerical Comparison for Corresponding Parameters

<table>
<thead>
<tr>
<th>r</th>
<th>linear continuous model</th>
<th>Exponential continuous model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>( W_o = 10% )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>T</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>7</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>8</td>
</tr>
<tr>
<td>14</td>
<td></td>
<td>8</td>
</tr>
<tr>
<td>18</td>
<td></td>
<td>8</td>
</tr>
</tbody>
</table>

Capital investment - £1000

\( r \) = cost of capital (\%)

\( W_o \) = Initial operating costs, expressed as a rate of capital costs

\( G \) = the annual Gradient of the linear model £20 p.a.

\( b \) = technical progress rate in S - model
c = deterioration rate in S model
a = wage increase factor \( \text{assumed 0 in the examples above} \)
T = length of life (figure rounded to a whole years)
F = "First year earning" or "initial adverse minimum" expressed in £s.

The calculations for the linear model derive from equation (28) in Chapter 5 and for the exponential model from equation (4) in Chapter 6. The given values for the exponential model are from the Printout of FORTRAN program INVS2 given in Appendix 7.1.
8.2 The Technical Progress As a Key Element in the S-Model

8.2.1. General Points

Technological change has numerous meanings in Technical and Economic papers. The S-model is concerned with a more limited range of concepts. As a microeconomic model it deals with technological change as affecting the production side only. That is to say, the questions of improved quality of output and introduction of new products are not examined. Furthermore, in this model the interest is not in the process itself, but in how it affects and rather how it should affect these types of decision:

1. New investment decision
2. Pricing decision for the output
3. Plant and equipment replacement decision

I would mention that for the purpose of the S-model improved design of equipment and the application of economies of scale in the production process are considered technological change exactly in the same way as major innovations in production. Being aware of the complications that are involved in this 'simplification' the model uses the criterion of the reduction of production costs over time at fixed factor prices of a unit of output as the 'technological change'.

Another assumption is that the technological change considered is a 'single tier' phenomenon. This means that e.g. an asset replacement decision today is 'somehow' related to future successive replacements of the asset in question. The case where a 'higher tier'

1) The content of this section is related to observations made in Chapter 2 and 3.
technological change would require the abandonment in the foreseeable future of the whole system that includes this asset is not dealt with. In such case the assessment of replacement of a given asset should be, for any practical purpose, confined to the end of life of the 'system' and not be based on an infinite chain of replacements of that asset.

These assumptions whether specified or not are the same as those that underlie most of the work in the area, notably work on equipment replacement.

An all important feature of the S-model is that it unifies replacement and expansion investment decisions, and these two again with long term marginal cost pricing into one single mathematical framework. This, to my best knowledge has not been done by any other normative models. "Unification" means that the same mathematical structure is used for either of the three.

In constructing the specified nature of technological change that is incorporated in the model the following requirements were observed.

1. The technological change element is introduced in a manner that would facilitate a unique solution to:
   a) What price to charge for the output?
   b) Is new investment proposal viable?
   c) Is it the right time to replace existing plant?
2. The nature of technological change as specified follows
Economic argumentation and past observations. It should be sufficient to cover a wide range of real cases.

3. The model is reasonably simple to allow its use without much effort by students of Managerial Economics.

4. The technological change element in the model is particularly suitable for the realities of regulated industries, price-leader-industries, etc: the Steel Industry in Britain and elsewhere being a case of special interest.

The chosen profile of technological change answers all four requirements. In particular it gives a clear solution to the three questions in 1. It is a 'neutral technological change'; it reduces capital costs at the same rate it reduces operating costs. These are both reduced (or increased) exponentially with time. Beside being in line with past development in industry in general it gives the user of the model a fairly good answer even in cases where the change is biased either to capital saving or to labour saving.

The assumption that technological change is exponential and not linear follows economic logic and as it turns out does not complicate the use of the model. The model can cater for three types of technological change.

1. Embodied technological change - technological change that affects costs in new plant only. (This is the standard interpretation of technological change in the model - the parameter 'b')

2. Disembodied technological change that affects both new and incumbent plant. (This factor is like a negative
wage increase, i.e. negative 'a')

3. Residual technological change that affects only existing plant, mainly through improved usage. (This is a negative deterioration, i.e. negative 'c')

8.2.2. Uses of the S - Model

The model has been used for a number of years with considerable success by students of Managerial Economics at the Graduate Business Centre of the City University. The model has been used in a special research project on steel prices at Nottingham University.

The model specifies technological change as a separate parameter. This parameter is of theoretical value and is useful in class work. In practical applications a simpler concept can be used instead - (Within the S - model). It is cost reduction (or increase) in successive new plants which is the impact of the above mentioned pure technological change offset by the concurrent wage increase. This pair of forces has the same effect on operating costs and capital costs (the wage increase affects capital costs through its impact on the capital-goods-industry).

On balance it seems that the approach to technological change in this model is valuable in solving practical problems, in applied economic research and as a teaching tool. There are no absolute ways of assessing its incremental value to existing theories and

---

1) The results of that work constitute Part III of Sir R. Shone (1975) op. cit.

2) Using the notation of Chapter 6 it is (b-a).
methods. Perhaps the main value of the model and the innovative content of it is to produce reasonably good solution to each one of the problems it deals with - pricing, new investment and replacement and to demonstrate the inherent relationships of all three.
The S-model like any other specified decision model uses some simplifying assumptions about what parameters determine optimal decision. In this section I shall discuss elements that are not covered by the model. Some of these elements can be supplemented to it without difficulties, others require different interpretations of the structural parameters and yet others cannot be incorporated in it at all. Of the elements not included some are of minor importance because they do not affect the calculated values much, others because the cost of wrong decisions, due to their omission is small. Some elements are not included because they apply only to rare cases. The importance of elements like scrap value or risk cannot be easily denied and their omission from the model was a matter of judgement during the process of the model construction. The neatness of the model and the clarity of exposition were weighed against their inclusion and were found preferable to loading the model by the additional variable. As a matter of fact all deterministic models are based on preference of clarity and neatness to the inclusion of risk elements. The following discussion does not give an exhaustive list of all the factors that govern relevant decisions, its aim is to cover what I regard as the important factors and to demonstrate why it is impossible to include some of them in a workable system.

8.3.1. Different Time Patterns for Elements that are Included in the Model

1. Technological change - (cost reduction) is assumed embodied in new investment, neutral in the sense that
it affects operating costs and capital costs to the same extent. It is assumed that cost reduction is gradual and is at an exponential rate. In reality cost reduction of a given production process moves along these lines only by chance. Usually it is different, cost reduction is a mixture of embodied and disembodied changes it is not neutral and it occurs in 'jumps', furthermore, these jumps are in many cases foreseeable. On the other hand, it would be most cumbersome to introduce a 'jump' parameter in a general decision model. If the S-model is to be judged not on what it excludes but on its incremental merits to existing models certainly an important point in its favour is the way it deals with technological change. The other 'practical' models Terborgh's and Merrett and Sykes's ignore the impact of technological change on capital costs, they do not segregate a 'pure' technological change factor and a wage increase factor, they rather look at the mixed effect. Their assumption of linear cost reduction can create serious decision errors.

ii. **Deterioration** - is assumed to start immediately after the installation of new plant and to be an exponential function of operating cost, thus not affecting output at all. Again, in reality deterioration does not necessarily start immediately. More often than not, it is a time function of maintenance cost and not other operating costs. In some cases an important element of deter-
ioration is the reduction of output. It is impossible within the strict assumptions of the model of a constant number of units of output per time, to cater for this type of deterioration. Looser assumptions are required for that. Here is the place to say that the other models bypass the problem by dealing with money proceeds only and by avoiding the question of whether reduction in income is due to increased costs or reduced output or both. The general view behind this model is that in most relevant cases the impact of deterioration is secondary to obsolescence in importance and that a constant rate over the life is a convenient and useful 'average'.

iii. Capital Investment. If strictly interpreted the model assumes capital investment to occur at a point of time rather than over a number of years. Moreover, this interpretation does not allow for a running-in period and full production is assumed to start immediately after investment. The problem it creates is more likely to arise in major new projects than in replacement projects. The difficulty in using the model may nevertheless be mitigated by capitalising all capital costs into the last year before full production starts.

8.3.2. Other Elements

1. Scrap value - is omitted from this model. (See discussion in 8.1.4., above). The case where this omission might lead to expensively wrong decisions is where there is a great reduction in discounted scrap value at about the time signalled by the model for the 'length of life' of the investment, or where the discounted scrap value is very high. In both cases the DCF return might be
significantly different from the one calculated. The reason for the exclusion is doublefold. It facilitates very easy and still meaningful solutions within the theoretical background underlying the model. Secondly, in most industrial applications - whole plants, heavy machines and complex installations - there is no much scrap value as such because the costs of transfer and reinstallation of old equipment would be prohibitive.

ii. Risk - is an important element that is not included explicitly. That is to say, the model does not deal with more than a single line of outcome. Technical change, deterioration and wage increase rate are all predetermined. The model does not cater for the possibility of other values of the parameters than those explicitly used. The deficiency is mitigated by a careful choice of the parameters. (e.g. in expansion investment decisions, by raising the required return rate in the calculation.) The use of charts broadens the scope for risk or sensitivity analysis in the way of showing the impact of changed parameters on the results. The charts nevertheless are not a sufficient sensitivity analysis tool as they cannot show the impact on profitability of errors in the estimation of parameters.

iii. Taxation - is not inherently included but it can be incorporated in the model, as shown in Chapter 6 (therefore, it will not be discussed here).
iv. **Financial considerations** - arise when various financial alternatives are attached to the projects. Examples are: hire purchase schemes, payment agreement, buy or lease considerations. The whole range of different financial circumstances in fact, revolves around the question of a multiple choice of equipment a question avoided by other models as well as this one. There is no ready solution to the problem. The rate of gearing is a most important financial consideration even when it is not related directly to a single project. It affects the firm's cost of capital and interacts with taxation.

v. **More action alternatives.** The number of alternatives that a firm has, especially in replacement problems is undoubtedly greater than just buying new equipment or retaining old equipment. First, there can be a purchase of secondhand machines of various ages, second, there can be an overhaul and modernisation of old plant and third, there can be the choice of time; introduction of new plant does not have to be done simultaneously with closure of old plant. There is the argument of keeping old plant as standby to cope with over-capacity or the argument to use plant, e.g. vehicles, on more limited assignments than prior to their displacement.

vi. **Change of scale.** The model does not deal with the case where there is a change of scale of production in successive vintages of equipment. It does not deal with the
problem of partly combined replacement and expansion.
The reason for that is that the model in its more restrictive interpretation is centred on the concept of unit of output (i.e. fixed effective capacity) per unit of time. Therefore, all the values: capital costs, operating costs and, revenue are determined for a fixed output. A different scale of output would require a different set of parameters. But it must be added that even a looser interpretation of the parameters as in Terborgh's work does not overcome the fundamental difficulty of answering simultaneously a cost minimization problem (replacement) and profit maximization (expansion).

vii. Technical change concept. Technological change here is simply cost reduction per unit of output. The model is based on the assumption that technological change affects all users in exactly the same way and at the same time. This is a part of perfect competition situation or its hypothetical imposition (long range marginal cost pricing in the Nationalised Industries) that serve as a key assumption behind this multiple purpose model. In reality of course, diffusion of new methods takes time. Some users are quicker than others in using new technologies undoubtedly there is the element of "learning by doing" - the act of investment in new technologies enhances technical advancement. This sort of relation where the rate of technological change and the frequency of replacement are mutually determined is not sought in the model.
and probably is not of much importance in actual decisions: technological change is, therefore, given as an external parameter. The model can cope with both embodied and disembodied types of technical change\(^1\).

viii. Multiple process, multiple output, multiple market. These are vast bodies of complications. They all cause serious difficulties in pricing problems and in expansion investment problems. The S-model as an economic model is a single process, single output, single market model (and so are in fact the MAPI model and the ORM model - if one attempts to attribute to them an economic meaning rather than a financial meaning). The difficulties are not so great perhaps in applying the model to replacement problems. Multiple output and multiple market are considerations in income maximisation not in cost minimisation. Replacement of a multiple process requires more details but is not different in principle from replacement of a single process.

ix. Business cycles. This is another problem of change in volume of output, it is mainly in decision on timing of replacement. Its explicit introduction would make the model complicated but there are cases when real decisions sought ought to take account of market conditions. Availability of funds too, enters this line of consideration.

\(^1\) Disembodied change in the form of negative 'c' or 'a' parameters in the basic S-model in Chapter 6.
x. **Limited Service Life Problems** are met in many expansion and replacement problems. The service given by an asset in question is known to discontinue as from a certain point in the future. This is because a contract ends because of the advent of a substitute to the service given by the asset, or because production is due to start in a new factory so that the machines in the old one will be scrapped (therefore, there is no reason to link a machine in the old plant with a similar machine that will be used in the new factory sometime in the future). Again this type of problems requires a separate treatment from the one given by the model.

8.3.3. **Final Remarks**

By listing a great number of complications in the use of the model I only tried to throw some light on the genuine difficulties involved in taming the general problem. It was not suggested that other models do the job better. On the contrary, other models only evade certain problems. For example, by dealing with monetary yearly income they simply avoid the question of whether deterioration is due to cost increase or due to reduction in output. If they at all seem applicable to a greater number of problems than the S-model it is because they give looser interpretation to highly comparable parameters.
8.4 Summary

The S-model and the underlying model of the MAPI are structurally very similar though there are some obvious structural differences between them. Greater differences appear when the models are used as decision methods, i.e. as replacement decision methods. Thus the MAPI method culminates as a manual that uses charts drawn for a very restrictive range of the value of the main parameters. The S-method covers a wider range of these parameters but at the same time does not directly include considerations of tax and future scrap values.

Similarity between the S-model and basic linear model is illustrated. Firstly the S-model is defined by way of two standard assumptions in analogy to the way the original MAPI model is defined and secondly the decision rule of the discrete S-model is constructed in the form of explicit next-year-comparison, the way the Merrett & Sykes's model is constructed.

Differences between the S-method and the other methods appear in a number of areas. First the S-model is an exponential model while the others are linear. The future movements of costs in the linear models are expressed independently of the initial costs while in the S-model they are not. There are differences in the treatment of scrap value and in the apparent investment criteria. The linear models use the length of life as an external variable unlike the S-model which prefers an explicit use of the rate of technological change. The S-model is drawn for a multiple cut-off-rate while all the others employ a single rate. A numerical comparison highlights basic differences between the models.
Technological change is a key factor behind the construction of the S-model. The model is capable of including various types of technological change in the three problems, pricing investment and replacement it caters for.

Many considerations that enter real life investment or replacement decisions are left out of decision models, the S-model is no exception. The ability of the S-model to cope with some of these considerations is discussed.
CHAPTER 9
CONCLUDING OBSERVATIONS

Most of the observations and conclusions in the various subjects discussed in this study are given in earlier Chapters and are condensed in Chapter summaries. They will not be repeated here. There nevertheless are some more general observations, these will be given here.

9.1 Robustness of One-Year-Comparison in Replacement Problems.

The intuitive approach to the replacement problem, the one advanced by Smith\(^1\) and practised to a certain extent by Merrett & Sykes\(^2\) is to find the optimal date of the first replacement. Once this date is found then one knows whether to replace immediately or not.

The methods advanced in this study, the S-method (in its discrete form)\(^3\) and the MAPI method\(^4\), one way or another are based on comparing immediate replacement with a one year retention of existing asset followed then by replacement. These methods do not directly examine how immediate replacement compares with a 2-year postponement, a 3-year postponement, etc. Terborgh in his first book\(^5\) tried to do such a multiple comparison by computing an 'adverse minimum' of the defender, but later abandoned this additional comparison.

The decision rule employed therefore is: "accept a replacement proposal if immediate replacement is preferable to a one year postponement, reject a replacement proposal if otherwise". Let us now investigate where, within the behavioural cost assumptions this rule will lead to the universally correct answer and where it will not. The possibilities are:

1. Immediate replacement is preferable to all later replacement dates. The rule indicates 'replace now' and it is correct.
2. Replacement next year (and perhaps replacement at later dates as well) is preferable to immediate replacement. The rule indicates 'do not replace', and it is correct.
3. Immediate replacement is preferable to replacement next year but a first replacement at some date later than next year is preferable to immediate replacement. The rule indicates 'replace now' and it is incorrect.

It may be said that, within the assumptions, the decision rule satisfies sufficient conditions for 'rejection' and only necessary (but not sufficient) conditions for acceptance of replacement proposals. The rule therefore never wrongly indicates rejection. It may though (possibility (3) above) commit the error of indicating 'action', i.e. replacement, while 'no-action' is the right answer.

The decision rule thus is 'myopic'; and this has caused concern to some writers. I shall briefly show that this 'myopia' of the S-model and of the MAPI model is an extremely robust and powerful simplification.

1) e.g. a) B. Shore, "Replacement Decisions Under Capital Budgeting Constraints", The Engineering Economist, Summer 1975, pp. 243-256.
Myopic investment decision rules are mentioned in other contexts in economics sometimes they are rejected (on theoretical grounds)\(^1\) and sometimes totally accepted\(^2\). The justification here will be based on mathematical grounds as well as on institutional grounds. The justification will follow the argument that cases where the rule is wrong are rare and if it is wrong the costs of being wrong are relatively small.

Table 9.1 demonstrates the analysis required in order to investigate how sufficient is the basic rule of comparing immediate replacement with a one year postponement of replacement. For simplicity I have included in the Table only one additional option, that of replacing in two years time. Using a MAPI model and following the discussion in Chapter 5 we may say that once the first replacement has taken place then all relevant costs associated with the succession of 'challengers' to follow are equal to a constant annuity series of the 'adverse minimum'. Thus, within this model, the only costs that may upset the 'myopic' decision rule are those related to the 'defender'. So what we are looking for in Table 9.1 are cases where immediate replacement is preferable to replacement in year 1 and where replacement in year 2 is preferable to replacement now – two requirements that will be quantified below.

Assuming a discounting factor 'r' let us look at the simple case where the defender has no salvage value. This may turn out a rather artificial case but it will conveniently illustrate the analysis and the type of conclusions to be deduced from it.


Table 9.1 Costs and Cost Equivalents Associated with Different Dates of First Replacement (Model used - basic MAPI model)

<table>
<thead>
<tr>
<th>Year</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>...</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) Replace 'now'</td>
<td>-</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>...</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(-S₀)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(b) Replace next year</td>
<td>-</td>
<td>OI₁</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>...</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(-S₁)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(c) Replace in year 2</td>
<td>-</td>
<td>OI₁</td>
<td>OI₂</td>
<td>A</td>
<td>A</td>
<td>...</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(-S₂)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notation:

A - Adverse minimum - annuity equivalent of the relevant costs of the new asset and its successors, computed as from the year following replacement.

Sᵢ - Salvage value (if any) of old asset at the time of replacement (i = 0, 1, 2, ....)

OIᵢ - 'Operating inferiority' of old asset (the defender) i.e. the difference in operating cost in year i between the old asset and the best available new asset in the year (i = 1, 2 ....)

Note: A similar table can be constructed on the basis of S-model. The MAPI model is slightly simpler here as it employs the same adverse minimum 'A' every year. The S-model would use a different adverse minimum value every year (though it would be the same for all options in a year). See 8.1.1.
First requirement is:

\[ PV \left( \text{"Immediate replacement" less "Replacement next year"} \right) < 0 \]

or

\[ PV = \frac{(A - OI_1)}{1 + r} = \frac{X}{1+r} < 0 \quad \text{(Using } A-OI_1 = x) \]

Second requirement is:

\[ PV \left( \text{"Immediate replacement" less "Replacement in two years"} \right) > 0 \]

or

\[ PV = \frac{A - OI_1}{1 + r} + \frac{A - OI_2}{(1 + r)^2} > 0 \]

or \( (A - OI_2) > -X (1+r) \)

So one may deduce that in order for the decision rule to be incorrect it is not enough that the "operating inferiority" in year 2 be lower than the adverse minimum it has to be substantially lower to counter the impact of \( X \) in year 1 and that of the interest on \( X \). In effect what is sought is reduction of \( 2X + Xr \) in the operating costs of the defender between years 1 and 2. The higher \( X \) is, the more unlikely is the possibility that replacement in year 2 will be preferable to replacement now.

As said above, the example proved to be artificial. This in itself stresses how unlikely such situations are. Normally, one would expect that:

\[ OI_2 > OI_1 \]
It is possible, of course, that the defender may have a positive salvage value. I shall not outline this mathematically, the procedure for doing it is the same as above. Cases where difficulties arise are just as artificial as in the example 'without salvage value' above, though, perhaps, less objectionable 1).

The S-model and the MAPI model give the detailed cost behaviour of the first challenger and they assume certain relations between successive vintages of equipment. There are nevertheless realistic situations outside these assumptions. If there is expected to be a technological break-through that will result in a substantial cost reduction to be started in two years time and if this is not reflected in costs of earlier vintages of equipment then the standard 'myopic' rule used will not suffice.

A judicious use of the decision rule of comparing immediate replacement with a postponed one is still, in most cases, an extremely useful way of reducing information about a replacement problem, even if not directly used in the decision making. So, a very clear indication to

1) If we assume constant salvage value or even a constant annual decrease in salvage value the situation will be the same as above, where only an 'absurd' value of 0.12 will render the decision rule incorrect.

A more subtle situation arises if one assumes a large drop in salvage value over the first year such that would make immediate replacement marginally preferable to replacement in a year's time. If this is followed by very low or no further reduction in salvage value in the second year, coupled with low or no increase in operating inferiority then there will be a situation where the myopic decision rule will be incorrect. But even then, over two years, the cost of being incorrect does not exceed the discounted value of the drop in salvage value over the first year (this conclusion is developed from Table 9.1).
replace or a very clear indication to avoid replacement are particularly valuable. There are few other approaches that would do that much.

The use of a one year comparison or any implied decision tool derives its strength also from the institutional framework in which decisions are made.

If budgeting and tentative authorisation of projects is an annual exercise then the natural period of possible postponement of a replacement is one year which therefore should be regarded as the immediate alternative to replacement 'now'.

A justification for limiting the comparison to a one-year-comparison is the fact that detailed budgeting is done for a period of only one year. There is little or no value in determining today an exact date for a future replacement. This is so because the question of replacement could and should be re-examined in the future taking into account relevant information that will be available then. See Figure 4.1.
9.2 Budgeting, Rationing and the Use of Replacement Models.

Here and there in Chapter 4 above I pointed out that companies do not always employ a purely financial budget. Such a budget would select any project put forward that would satisfy a given profitability test showing that the project will generate sufficient income to pay for the funds it requires. With varied frequencies companies may add and employ more constraints in the process of projects selection - a situation generally described as 'rationing'. Thus, a company may delimit the volume of funds allocated for replacement investment in a given year. Alternatively it may require that replacement projects should satisfy a cut-off rate that is higher than what funds actually cost.

There are a number of reasons for this practice, some of them associated with business cycles. In periods of boom companies may have special preference for expansion projects. In periods of severe recession companies may scrap old plants without matching this with any explicit replacement. Such cyclical phenomena usually are the product of rationing budgets. Sometimes cycles are catered for without the need for rationing, so when funds are abundant and the cost of capital low more replacement projects than the perennial average will pass the profitability test and vice versa in periods of shortage of funds.

The practical replacement models can conveniently fit in within a financial budgeting system (provided they cover the particular cost of capital used by the system). A question to ask would be: how useful can such stylised models be within a rationing budget system? My answer is: they are still useful tools of reducing information; but one has to treat them with caution.
The S-model of course has not been developed in a manual-form, so one cannot give a very specific answer as to how a rationing budget can accommodate it; some points of interest and difficulty will however be mentioned. If the rationing is in the form of a cut-off rate higher than the company's cost capital either for replacement proposals alone or for a mixed-bag of replacement and expansion proposals then this higher cut-off rate may be used. If the rationing is in volume of replacement budget then some additional measure of profitability like Terborgh's 'urgency rating' can be employed. If the rationing is in the form of a fixed overall investment budget, so that replacement and expansion proposals compete for the same pool of funds then there is no simple single criterion for accepting projects. Perhaps the proper solution in this case is to produce a set of information - one that can be judged by a number of criteria. As far as replacement proposals go such a set would include: the amount of capital required, the amount by which the saving in operating cost exceeds 'F' the first year earning, the required rate of return, etc.

The MAPI and the ORM schemes give answers that are linked to particular tax and cost of capital situations. Following a fashionable trend in the 1960s these answers are already in the form of a discounted rate of return. Their solutions may be useful if there is a rationing budget for replacement projects: projects can be ranked according to their relative return (urgency rating' or'DCF return on extended yield'). If the rationing is determined by a higher cut-off rate hurdle then their solution is of very limited use. (Charts based on these methods are constructed for a given single cut-off rate). This is so particularly

1) See definition of 'F' in 7.3; also refer to Table 6.1.
if expansion projects compete with replacement projects for the same funds. The most deceiving and therefore undesirable use of these models is where both expansion and replacement projects compete for funds allocated from the same fixed investment budget. Here the relative return concept can be a very misleading tool for ranking. The practical solution as mentioned above in the context of S-model is to produce information that will be judged by multiple criteria.

9.3 An Interpretation of the Technological-Change Factor in Replacement Models.

Loosely defined, the 'technological-change' factor may be regarded as the same economic force in all replacement models. One may detect, though, a number of possible ways to interpret this force.

The term technological change or obsolescence as used by V.L. Smith \(^1\) and by Merrett & Sykes \(^2\) has one, particular, sense. It describes expected (operating) cost reduction in future vintages of plant and equipment as they become available. The immediate use of such technological progress is in calculating the opportunity cost of keeping an incumbent asset for a prescribed time - as against replacing it; The 'opportunity cost' is the benefit forgone'; i.e. the benefit from replacement. The moment to replace is when this opportunity cost exceeds the benefit from keeping the incumbent asset for the prescribed length of time.

The second approach to technological change is more conveniently associated with the S-model\(^1\)). It is not a separate approach but rather a complementary approach. If the previous approach regards technological change as an improvement of future alternatives, then the second approach regards technological change as a direct constraint on today's investment one which shortens the (expected) life of investment carried out today, as compared with a situation where such constraint does not exist. As a production (i.e. investment) constraint technological change has its cost or 'shadow price'. Replacement, or for that matter any investment, will be justified only if the benefit from it will cover the cost of that constraint. In the S-model the cost of the technological change constraint forms a part of the 'F' factor\(^2\).

This interpretation of technological change as a direct, nearly explicit, production constraint associated with investment today has an important insight value, in particular in the face of technological uncertainty. It enables us to relate the magnitude of a required 'F' to the 'severity' of a technological change 'constraint'. We know that the higher the technological change rate the sooner will equipment installed today be replaced and the faster will be the implementation of yet further future improvement, embodied in the next generation of investment. But this also means that new equipment installed today will have to pay for itself the required cost of capital in a shorter period, or, in other words, the faster the technical change the higher is 'F'. The Tables and Charts in Chapter 7 illustrate the sensitivity of F (and the life of investment) to the rate of technological change.

\(^2\) See definition of 'F' in 7.3; also refer to Table 6.1.
In 3.3.4 above I discussed changes in the expectation of technological change showing e.g. how an increase in the expected rate of technological change would raise the required output price.\textsuperscript{1)} Such an argument can be quantified with the aid of the Tables and the Charts. These may show the required increase in 'F' to compensate for a marginal increase in the expected rate of technological change.

\textsuperscript{1)} See discussion in 3.3.4 above. Detailed investigation of these changes is given by: H.R. Fisher, "Obsolescence and Optimum Replacement Timing", The Chemical Engineer, April 1963, pp. 86-96.
9.4 Summary

The theoretical formulation of the replacement problem looks at the replacement problem as the selection of the optimal date of replacement. The solution procedure of the S-model and the MAPI model which in effect compares replacement "now" and "next year" give only a 'local optimization', confined to these two possible dates. Ignoring possible later dates for the first replacement the decision rule these models employ may therefore be considered a 'myopic rule'. It is not the object of 'practical' models to forecast the optimal replacement date but simply to answer whether to replace this year or not. As a 'proxy' to answering that question the decision rule appears to be extremely robust. It is powerful mathematically and justified institutionally.

Though models like the S-model and the MAPI model are devised for financial budgeting purpose they are still of some use in a rationing budget.

It is expedient for the purpose of investment appraisal to consider future technological change simply as an investment constraint: a factor that reduces the attractiveness of investing in replacement of existing assets. The Tables and Charts in Chapter 7 are useful in quantifying the effects and changes in expected technological progress have on pricing, investment and replacement.
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