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A Cross Layer Solution to Address TCP Intra-flow
Performance Degradation in Multihop Ad hoc
Networks

Ehsan Hamadani and Veselin Rakocevic

Abstract— Incorporating the concept of TCP end-to-end con- For instance, since bit error rates are very low in wired
gestion control for wireless networks is one of the primary networks, nearly all TCP versions assume that packet losses
concerns in designing ad hoc networks since TCP was primagil 516 que to congestion and therefore invoke their congestion
designed and optimized based on the assumptions for wired trol hani . ¢ hi On the oth
networks. In this study, our interest lies on tackling the TCP control- mechanism _|n responS(_e 0 suc oss_e§. n the (_) er
instability and in particular intra-flow instability probl em since hand, because of wireless medium CharaCtGHSt.'C_ and.mpltlh
due to the nature of applications in multihop ad hoc networks nature of ad hoc networks, such networks exhibit a richer set
connection instability or starvation even for a short pericd of time  of packet losses, including medium access contention gdrops
can have a negative impact on the Quality of Service and may yanqom channel errors and route failure where in practice

not be acceptable for the end user. Through a detailed analis it . . .
will be shown that the main causes of TCP intra-flow instabily ~€aCch are required to be addressed differently. Ignoringethe

lies in overloading the network by sending more packets than Properties of wireless ad hoc networks can obviously lead to
the capacity of the channel. Based on this, the paper propose poor TCP performance as shown in previous research studies
a novel cross Iayer_ solution called “TCP Conte_ntion Co_ntrdl (e.g. [2]-[10]).
tnheagN g}/&‘%’;‘;‘fg'3c’)r?‘tjg]‘f}:vgeog‘?oon‘ig;t?;no:ftiﬂgg‘geg%a ";é‘é Not surprisingly, multihop ad hoc networks exhibit serious

L y P performance issues when TCP runs over IEEE 802.11 as

as well as the throughput achieved by connections. The simation . .
results show TCP Contention Control can drastically improwe Nneither TCP nor IEEE 802.11 MAC have been designed based

TCP stability over 802.11 multihop ad hoc networks. on the properties of such networks. Therefore, during the
Index Terms- Contention, intra-flow instability, multiple ad hoc ~ '€cent years, a number of research StUd_'eS have highlighted
networks, TCP. some of the problems TCP encounters in ad hoc networks
[4], [10]-[18]. However, one of the key areas that has not
|. INTRODUCTION attracted enough attention and needs to be addressedrfurthe

Multihop ad hoc networks are collection of wireless nodés the deployment of TCP in ad hoc networks is the problem
dynamically forming a temporary network without the use o3 TCP instability where the receiver (data sink) does not
any preexisting network infrastructure or centralized adm receive any packets for a period of time and therefore the
istration. Consequently, ad hoc networks are fundamgntafionnection throughput drops to zero or fluctuates rapidly. |
different from conventional stationary wireless and wiregarticular, due to the nature of scenarios in which ad hoc
computer networks. During recent years, ad hoc networks hdietworks are used (e.g. emergency operation and battlefield
attracted considerable commercial and research intelrest.communication), disconnectivity or starvation even fohars
particular, the de facto adoption of the popular IEEE 802.1riod of time can have a devastating impact on the Quality
standard [1] has further fuelled the deployment of wireleg¥ Service and may not be acceptable for the end user. In
transceivers in a variety of computing devices such as PDAther words, ad-hoc network users are likely more willing
by ensuring inter-operability among vendors thereby ajdirfo receive a continuous and stable flow of data rather than
the technology’s market penetration. However, as injtitle ~ sending/receiving large bulk of data instantly.
deployment of these wireless technological advances camén general, TCP instability can be broken down into two
in the form of an extension to the fixed LAN infrastructurdroad categories named d€P intra-flow and TCP inter-
model, the 802.11 standard was mostly evolved and optimiziew instability, where the former is caused by the interaction
for infrastructure-based wireless LANs rather than ad h&dé nodes belonging to the same TCP connection, while the
networks. latter happens when nodes belonging to different connestio

To enable seamless integration of ad hoc networks with thgeract. Due to complexity and different nature of TCPantr
Internet, TCP seems to be the natural choice for users of fiv and inter-flow instability, this paper only investigatthe
hoc networks that want to communicate reliably with eachCP intra-flow instability problem in fine details.
other and with the Internet. Here also, despite the fact thatThe rest of this paper is organized as follows: section I
in theory TCP should not care whether the network lay@nalyzes the underlying cause of TCP intra-flow instability
is running over wired or wireless connections, in practic®y giving a number of simple but yet important examples that
this does matter because TCP has been carefully optimizeil shed lights on the roots of the problem. Some of the most
based on assumptions that are specific to wired networksportant related work are reviewed in section Ill. Sectign

. . presents the details of the proposed cross layer solutian th
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Fig. 1: TCP packet self interference.

Il. INTRA-FLOW INSTABILITY
A. Description

TCP intra-flow instability refers to the situation where the
successive transmissions of packets in a single TCP flow,
interfere with each other (link layer intra-flow interfecs)
and result in large number of contention related packetsrop
and hence TCP instability in the network. Therefore, we 2)
begin our discussion of TCP intra-flow instability by reviagy
different types of intra-flow interference and their impact
TCP instability.

B. Intra-flow Interference

As mentioned earlier, the intra-flow interference refers to
situations where transmission interference in a single TG
causes packet drop in the network. In particular, when TCP
runs over 802.11, the intra-flow interference can be broken
down into the following categories:

1) Interference of TCP packets with each other
2) Interference between TCP packets and 802.11 control
packets

3) Interference of 802.11 control packets with each other
Here, TCP packets refer to either TCP DATA or TCP ACK
packets and 802.11 control packets include MACK (802.11
acknowledgements) and Request To Send/Clear To Send
(RTS/CTS) if used.
To investigate and explain each category, in all subsequent
analysis it is assumed one TCP flow is running on a 6 hop
chain from node A (as data source) to node G (as data sink)
and the transmission range of nodes is shown by a circle
around them.

1) TCP self interference
In principle, the TCP self interference is caused by
two effects. One is the interference caused between
TCP DATA (TCP ACK) packets transmission with each
other which prevents concurrent transmissions within
a neighborhood area. For instance, as shown in figure
1, a transmission from node A interferes with node C,
which cannot simultaneously communicate with node
D. Similarly, a transmission by node D may cause a
collision at node B.

This type of interference can harm TCP mainly in two

ways. Firstly, it greatly decreases the TCP throughput
in ad hoc networks since in most occasions, very few
simultaneous packet transmissions can occur in the
network. For instance, in the above example,
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simultaneous transmission is possible. The other impact
of such interference is on increasing the end-to-end
delay. This is also because a successful transmission
can occur only if nodes within the spatial channel reuse
of that node are silent during the entire transmission.
This means packets have to wait for a relatively long
period of time in the node’s buffer before the node
can get a chance to access the channel. Therefore,
the packets in multihop connections experience longer
gueuing delay and hence larger end-to-end delay.

The second part of the TCP self interference is caused
by interference between TCP DATA and TCP ACK
packets along the forward and return paths, respectively.
In essence, this interference can specially result in TCP
ACK drop as there are larger number of TCP DATA
frames on the forward route compared to the smaller
number of the TCP ACK packets in the return path.
So, the medium will be on average mostly accessed by
TCP DATA frames and as a result significant amount of
ACKs will be lost because of collisions while accessing
the channel.

TCP and 802.11 control packets interference

The other type of intra-flow interference in the link
layer happens between the TCP packets (TCP DATA or
TCP ACK) and one of the 802.11 control packets (RTS,
CTS, or MACK). However, it is important to note that
regarding 802.11 MAC timing specification, the DCF
protocol ensures that CTS frame transmission will be
successfully received at its destination (the one who sent
the RTS), if the CTS frame has been issued in response
to the RTS. This is because successful RTS frame trans-
mission silences all the nodes in the neighborhood of
the source either for a duration specified in the duration
field of the RTS or for EIFS time (if collision occurs)
which is large enough to transmit a CTS. Therefore, the
CTS frame cannot collide with any frame at the source.
Using a similar argument, it can be concluded that a
successful TCP frame transmission ensures a successful
MACK frame transmission. Thus, there cannot be CTS
and MACK frames drop at the intended destination (the
node who is waiting to receive the packet) because of
medium contention.

Figure 2 reviews one the most common scenarios of
TCP packet drop due to 802.11 control and TCP packets
collision.

Here, station D has TCP DATA to send to E and it
sends its data after a RTS/CTS handshake with node
E. Meanwhile B has a TCP DATA to send to C, thus
starts its own RTS handshake. However, due to ongoing
TCP DATA transmission between D and E, the B's RTS
is dropped at C. Although B resends the RTS after
performing an exponential backoff, in most of the cases
all its RTS retransmissions (7 by default) are collided at
node C and therefore node B drops the TCP pdacket

3) 802.11 control packets self interference

The last type of intra-flow interference happens between
802.11 RTS, CTS control packets if the RTS/CTS hand-
shake is used prior to data transmission. We should note
that despite the small size of RTS and CTS packets

links 1This is due to the relatively large amount of time the charimelccupied

A-B and E-F represent maximum possible concurre@hen sending TCP DATA.

channel usage while if link D-E is active, only one
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Here, to confine the packet losses to contention drop, it
is assumed the channel is error-free, no routing messages

are exchanged between the nodes and all nodes have infinite
buffers. Therefore, the packet losses and retransmissigns
restricted to intra-flow interference related drops. It isac

RTS X RTS

RTS from the result in figure 4 that intra-flow interference can
cTS trigger a large number of TCP retransmissions/TCP cormesti
RTS retransmissio window fluctuation and therefore TCP instability.

,,'"5. ________ To explain further how intra-flow interference can cause
. TCP instability, we should note that according to 802.11 MAC
e wyﬂ DATA 1| DATA standard, if a node cannot reach its adjacent node within the
RTS retransmission\‘\i"""": limited number of allowed retries (MAC-Retry-Limit), it Wi
- 3 drop the packet. These packet drops are wrongly perceived as
congestion by the TCP and result into false trigger of TCP
congestion control algorithm, frequent TCP retransmissio
Fig. 2. RTS & TCP DATA collision. and therefore TCP instabi"ty_
Having shown the impact of intra-flow interference on TCP
instability, the next question is how it is possible to midm
the intra-flow interference in multihop ad hoc networks? The

answer to this question is not straightforward as each type o
‘ ‘ ‘ ‘ ‘ ‘ intra-flow interferences discussed above are differenatune
and therefore needs to be addressed separately. For i@stanc
RTS

TCP packets or 802.11 control packets self interference can
be best eliminated by designing a smart decentralized link
R TR, layer schedule that coordinates the concurrent transmnissi
between different pairs to maximize the channel utilizatio
and minimize the number of collisions. On the other hand,
Fig. 3: 802.11 control packets collisions. TCP with 802.11 control packets interference is best to be
addressed by reconsidering the link layer timing specitioat
cket transmission coordination and prioritization. ldver,
h schemes can be quite topology dependent and confined
specific scenarios. This is obviously hard to achieve in
s namic multihop ad hoc network environments where the
the other hand, the self |nterfgrence between the R_ ology of the network is changing rapidly and it is not
and CTS control packets can fail the channel reservatioll cip e to propagate global topology information to indiaal
scheme and lead to a loss of data packets as w des. More importantly, due to scarce channel resourtes, i

Figure 3 depicts a typical scenario of control packe‘g simply unrealistic to broadcast information regardihg t

sHeIf m;erference ansTlgngoSf LCPdp?]CT(et as_r? E:esl:ltf' topology and the current activity of nodes across the ndtwor
ere B starts an - andshake wit €10 The next alternative solution is to alleviate all types of

trangmgur;)g %TCP palckebt. T.he. CTS repl){ frng) CD'fhtra-row interferences discussed above by controlling th
received by B correctly, but it Is not received by Dyqq, 0t of outstanding data in the network. It should be noted

which is hidden from B, due to a collision with aNihat, though this approach does not fully solve the indigidu
RTS packet sent from E to F. This happens because

E, being far away from both B and C, does not hear
either the RTS or the CTS packet and is unaware 14 : : .
the communication between B and C. Node B assum ] — ownd
that the channel is successfully reserved and procee 1z2- o T T
with transmission of the data packet to C. Therefore, tt 1 : 1

compared to data packets, the frequent losses of con@a
packets can waste channel resources and have undel-alr
able impact on the performance of higher layers. O

TCP transmission from B is vulnerable to interferenc gt ;
from D, which has not been able to set its Networ &
Allocation Vector (NAV) accordingly, and may initiate % 8
a transmission to any of its neighbors before the da §
transmission is over. o eh AR ] !
C. Intra-flow Interference and Intra-flow Instability RIS L B O SRR
Having reviewed the three types of intra-flow interference ;
let us explain in more detail how such link layer interfer —2r{ =~ RN i
ences and packet drops can create TCP intra-flow instabil ‘ A
However, before that and to show the impact of intra-flo 900 20 240 260 280 300

interference on TCP stability, let us review figure 4 thatveio Time (sec)

the change of congestion window (cwnd) and the instances of

TCP retransmission in a static 6 hop chain topology (simil&ig. 4: lllustration of TCP congestion window change in a ho
to figure 1) using 802.11 MAC. chain topology.
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and therefore giving the network the opportunity to recover
However, soon after TCP restarts, it creates network oadrlo
again by overestimating the available BDP of the path, and
the cycle repeats.

Stage 2
Excessive MAC
Contention

Ill. RELATED WORK

Stage 3
Link layer
Retransmission

Stage 1

ficinoetonarioad During recent years, many studies have shown that limiting

the amount of outstanding data in the network can greatly
improve TCP stability. In an early paper by Gerla et.al. {B¢
authors showed by simulations that TCP performance degrade
for congestion window greater than 1 packet when the MAC
layer offers no ACK protection; They further showed thathwi
the link-layer ACK (MACK) protection, certain performance
gain can be realized by allowing a slightly larger congestio
window (2-3 packets).

To limit the amount of outstanding data in the network,
[22] proposed to adjust the maximum window size parameter
to 4 packets as this is the smallest value of window size for
facilitating the fast retransmission scheme for TCP cotioes
running over IEEE 802.11 based ad-hoc networks.

Fig. 5: Network overload and intra-flow instability cycle. The authors in [8] showed that due to the spatial reuse and
transmission interference property of the IEEE 802.11 MAC

: . . . : layer protocol in a chain topology, a sensible choice is to

intra-interference scenarios explained before, it addr®she set TCP congestion window t§h, where is the length of

prob_lem by minimizing the unnecessary intra-flow interfere the chain. They further showed that TCP tends to overshoot
and its adverse effects on TCP instability. To better undacs _, . : . ) .
}hIS optimal value and operates in larger window size as we

this, we should note that the performance of TCP d'reCté/prained earlier. In the same paper, they proposed Ligérla

depends on its flight size (swnd) which its optimal valu . . '
) . andom Early Dropping (LRED), which aims to control the
should be proportional to bandwidth-delay product (BDP) CP window size by tuning the link-layer dropping probaili

the entire path of the data flow [6], [19]. The excess of thlzg'ccording to the perceived channel contentions. In essence

threshold does not brlng.any additional perfprm_anpe erma'q.(s:{milar to the RED algorithm [23] with a linearly increasing
ment, but only leads to increased queue size in intermediate . -

. rop curve as the queue size exceeds a minimum value,
nodes along the connection. On the other hand, as sh ED increases its packet dropping probability when thk-lin
in [4], [6], [14], [20], the BDP of a TCP connection over P ppIng p y

. . layer contention level, measured by the retransmissiontspu
multihop 802.11 networks tends to be very small. This Bxceeds a minimurm threshold. To this aim, in LRED the link

mainly because in 802.11, the number of packets in flig@yer maintains a moving average of the number of packet
is limited by the per-hop acknowledgements at the MAretransmissions and the head-of-line packet is droppe#éda

layer. Such property is clearly quite different from wifad with a probability based on this average retransmissiomtou

networks, where multiple packets can be pushed into a pI'?1eparticular, at each node, if the average retransmissoimtc

back-to-back without waiting for the first packet to reack thi% smaller than a minimum threshold, the head-of-line pecke

other end of the link [21]. Therefore, as compared with thare transmitted as usual. When the average retransmission
of wired networks, ad hoc networks running on top of 802.1% | g

MAC, have much smaller BDP. However, as shown in [4]{:10unt becomes larger, the dropping/marking probabilityeis

[14], TCP grows its congestion window far beyond its optima s the minimum of the computed dropping probability a_nd an
value and overestimates the available BDP Upper bound. It was shown there that LRED can provide an

: . : .early sign of network overload to the transport layer protoc
Figure 5 explains the chain of events that occur followin . .y
. . - nd therefore force the TCP sender to reduce its transmissio
a network overload and lead to TCP intra-flow instability.

The intra-flow instability cycle initially starts when ireas- rate_. .
. ._Finally, to decrease the amount of channel contention in
ing the network overload (stage 1) causes more contentl?z:in

SS07 uonueluoD 18xded

Stage 4
TCP Timeout/ TCP
Fast retransmit

Stage 5
TCP Retransmission

the network, the authors in [24] present a cross layer ajghroa
among nodes as all of them try to access the channel (stage 2J. . ' . .
. narmed adaptive TCP that adaptively adjust the TCP maximum

On the other hand, when the level of contention goes up, more . . o

. s - wihdow size according to the number of RTS retransmissions
packets need to be retransmitted as the probability ofsiotli
: X : : . t the MAC layer at the TCP sender to control the number
increases with the increasing level of contention (stage

This in turn introduces extra network overload and theeefor data packets in the network and thus decrease the channel

closing the inner part of the cycle (stage1 stage 2— sage contention.

3 — stage 1). This cycle is continued until one or more nodes

cannot reach its adjacent node within a limited number eftri IV. TCP CONTENTION CONTROL

(specified by the MAC Retry Limit in 802.11 MAC standard)A. Description

and drop the packet (packet contention loss). This packst lo As discussed earlier, a high percentage of intra-flow inter-
is then recovered by the TCP sender either through TCP fastence and therefore contention drops can be eliminated by
retransmit or through TCP timeout (stage 4). In both casefscreasing the amount of traffic load in the network. However
TCP drops its congestion window resulting in a sharp drqnis can be a very challenging task. On one hand, if the amount
in number of newly injected packets to the network (stage gj data in the network is reduced beyond the bandwidth delay
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product (BDP) of that flow, the channel resources are under-
utilized. On the other hand, any increase above the BDP
does not bring additional performance enhancement, byt onl
leads to increased queue size in intermediate nodes along
the connection and other consequences as discussed.earlier
Therefore, the main question in limiting the traffic load is
how to set properly the amount of outstanding data in the
network to achieve maximum throughput while minimizing
the queueing delay experienced by individual packets. .

In this section, the above issue is addressed by introdwacing
cross layer solution called TCP ConTention Control (TCTC).
In simple words, TCTC adjusts the TCP transmission rate
to minimize the level of unnecessary contention in the in-
termediate nodes. To this aim, during fixed probe intervals,
TCP receiver monitors both the achieved throughput and the
level of contention experienced by packets during thatruale
Then, based on these observations, the receiver estinftes t
optimum amount of traffic to get the maximum throughput and
the minimum contention delay for each connection. Finally,
the TCTC propagate the information back to the sender to
adjust its transmission rate.

Using this information, the TCP sender now sets its trans-
mission rate not merely based on the level of congestiondn thihe

JOURNAL OF INTERNET ENGINEERING, VOL. 2, NO. 1, JUNE 2008

contention delay are increased, the TCTC entaght
Contentionstage. In Light Contention stage, the TCTC
slowly decreases thetwnd by one MSS per probe
interval to control the amount of outstanding data in the
network while avoiding unnecessary reduction in TCP
throughput by implementing additive decrease. In other
words, the Light contention stage is entered when the
network is in early stages of overload.

Severe Contention

Severe Contentiostage is entered whenever the receiver
sees an increase in the level of contention delay while the
achieved throughput has been decreased. This situation is
a clear sign of network overload since it shows the push of
more data into the network has just increased the amount
of contention experienced by individual packets without
increasing the throughput seen by the receiver. This situ-
ation can also happen if suddenly the level of contention
in the network increases (e.g. a second connection starts
using the intermediate nodes). To combat this, the TCTC
sets itsctwndto 2*MSS to force the sender to minimize
its transmission rate.

pseudo code in Algorithm 1, summarizes the calculation

network and the available buffer size at the receiver batais of ctwndin different stages.

the level of medium contention experienced by intermediate|t js important to note that because of TCP Delayed ACK
nodes. More precisely, while TCP congestion control agjusdigorithm [25], the minimunttwndin TCTC is set to 2*MSS

the TCP transmission rate to avoid creating congestion { make sure at least 2 segments are in the network and can
the intermediate network buffers, TCP contention contrgligger the transmission of TCP ACK at the receiver without
adjusts the TCP transmission rate to avoid creating quepgiting for maximum ACK delay timer to expire.

build up in the intermediate network buffers. Therefores th As it can be seen in Algorithm 1, the condition on which
main advantage of TCTC over previous algorithms (e.9. [Htages are entered is according to the value of two parasneter
[8], [22]) is its ability to adjust the TCP transmission rateyamedDeltarnroughput (AThroughput) @Nd Deltacontention,

dynamically based on the current level of network load.

(AContention)-

~Since the key element in TCTC is optimum TCP flighteita,,0ugnput, Which is calculated as in formula 1, simply
Slze, In the fOllOWIhg we eXplaInS how TCTC estimates th@ompares the amount of data received by the receiver (|n

optimum TCP flight size.

Bytes) in the current probe interval (probe-new) and thé las

probe interval (probe-old)

B. Optimum Load Estimation
To estimate the optimum amount of traffic that should be

sent by the sender to get the maximum throughput while AThroughput =

keeping the contention delay minimum, TCTC defines a new
variable calledTCP Contention Window (ctwndYhe value

(data receivefroe-new* (probe-old)
(data receivefrobe-old* (Probe-new)

1)

Deltacontention ON the other hand compares the average

of the ctwnd is determined according to the TCTC stages &¥nount of contention delay experienced by all packets durin

defined below:
o Fast Probe

the current probe interval with the average contentionydela
experienced by packets during the last probe interval. é¢n th

When a TCP connection is established, the TCTC entd}eXt subsection, we explain hal¥eltaconention acquires the

the Fast Probestate where thetwnd is increased expo-
nentially. This is very similar to the TCP slow start phase

required information on contention delay values.

in TCP congestion control where the TCP sender prob€s Contention Delay Measurement
the available bandwidth in a short time. The Fast ProbeThe main objective of measuring contention delay is to

is also entered after the network is recovered back fropgflect the current level of contention in the network. Tcsthi

Severe Contention stage explained shortly.
o Slow Probe

aim,
places the first fragment of that packet at the beginning of a

the contention delay is measured from the time a node

Slow probeis entered when the receiver realizes that bofiyffer until the packet leaves the buffer for actual trarssioin

the achieved throughput and the packet contention delgy the physical layer. Also, the contention delay timerdesi
have decreased compared to the last probe interval. dgch node only resets to zero when the node receives a MACK.
this situation, the receiver concludes the network is being this manner the contention delay includes the periodHer t
under-utilized and tries to gradually increase the amougiccessful RTS/CTS exchange, if this exchange is useddor th
of newly injected data into the network by adding ongacket. In addition, the contention delay for a retransitt
MSS toctwndin every probe interval (additive increasepacket will start from time the original packet was placed in

« Light Contention

the head of the buffer for the first time until the correspoigdi

If after changing the amount of injected data to thfIACK is received. If after reaching maximum retry limit, the

network, both the throughput and the level of packet
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Algorithm 1 PSEUDO CODE OF CALCULATING CTWND IN DIFFERENT STAGES
if AThroughput >1 then
if AContention > 1 then
| TCP_Contention = TCP_Contention — % /I Light Contention
else
TCP_Contention = TCP_Contention + MSS Il Fast Probe
end if
else
if AContention > 1 then
TCP_Contention = TCP_Contention + 2 MSS I/ Severe Contention
else
TCP_Contention = TCP_Contention + % /I Slow Probe
end if -
end if
if TCP_Contention <2x MSS then
TCP _Contention =2+ MSS
end if

packet cannot be transmitted, the value of contention dslayof the MAC header of data frames. In particular, our frame
added to the contention delay of the next packet. "type" is equal to "10" (Data packet) and the "subtype" is set
The value of measured contention delay is then insertgm"1000" as an indication of CDF-enabled data frame. This is
inside the Contention Delay Field (CDF) using the optionab provide backward support within the existing IEEE 802.11
field in 802.11 MAC. More precisely, each packet records tletandard specification, since a CDF-enabled data framddshou
contention delay it experienced in each node and add the niewvof a different type with respect to a normal data frame.
contention delay to the CDF. In this manner, the Cumulative
Contention Delay (CCD) experienced by each packet aloRg pohaqating the Contention Delay Information
the path are delivered to the final receiver (TCP receiverg T ) .
TCP receiver then calculates the value of Contention Dela&Havmg calculat_ed the optimum \_/alue of network overlogd
per Hop (CDH) by dividing the CCD by total number of hopé) er the next period of the_probe |r_1terval, 'Fhe r_1ext questl_on
traversed by that specific packet. The main property of CDH'B how to propagate this information (which is stored_m
its independency from number of hops traversed by the pacl{é{’m(’) bac_:k .to the sender S0 the TCP sender can adjusts
Finally the receiver derives the Mean Contention Delay ng‘ transmission rate accordingly. To answer that, we shoul

Hop (MCDH) by calculating the mean value of CDH receiveHOte that the TCP sender cannot have a number of outstanding
during each probe interval segments larger than time/nd which is advertised by its own

Having the value of MCDH, theltaconsention aS Shown receiver. By default, the TCP receiver advertises its atal

in equation 2 is derived by comparing the MCDH received brfceiving buffer size, in order to avoid saturation by a fast
the receiver in current probe interval (probe-new) and ése | connection (flow control). We propose to extend the use of

probe interval (probe-old) rwnd to gccommodate the valu_e _otwnd in order to allow
the receiver to limit the transmission rate of the TCP sender
MCDHprobe—new 2 also when the path used by the connection exhibits a high

MCDHpTobe—old

AContention =

D. Contention Delay Field MAC Header

To carry the value of CDF inside a packet, we use th ewes: 2 s s s 2 6 Vel 02312 4
extended IEEE 802.11 MAC protocol packet format with Frame | Dugion’ | Adhess | | Addess 2 | addess3 | S0 | Agiess o | opion | Frme | s
optional fields inside the MAC header as suggested in [26]. | = © e
essence, a new field called "options" is proposed as a varial
length field which extends standard MAC header. To perfort
separation of the data encapsulated into the frame from tl
MAC header, the option contains a Header Length field whic
specifies the entire length of the MAC header, including th
list of options. In addition, each option consists of optigpe,
length and data as shown in figure 6. The Header Length

Header
Length

Option 1]

Option N ‘

Option
Type

Option
Length

Option
Data

field is required to handle the case when a node does not Fig. 6: Options-enabled IEEE 802.11 data frame.
support the corresponding option and therefore the knayded

of the option’s length makes skipping the current optioneras MAC Header

jumping to the next one for processing. Bytess2 2 s P 6 2 6 1 omn 4

Since in the proposed model, the only option being used
the CDF field, the 802.11 data packet supporting contentic
delay field is similar to figure 7 with the Frame Control value
of 101000. Fig. 7: CDF-enabled IEEE 802.11 data frame.

Note that here we have introduced a new type of data packet
using the available reserved types in the Frame Control field

Frame
Control

Address 1

Address 2

Address 3

Address 4

CDF

FCS

Duration/

Sequence
m Control

Frame
Body




152 JOURNAL OF INTERNET ENGINEERING, VOL. 2, NO. 1, JUNE 2008

contention and frame collision probability as well as itfaddt Retry_Limit) as has been specified in IEEE 802.11 MAC
flow control mechanism. In other words, when TCTC is usedtandard. All scenarios unless otherwise stated, congist o
the new value ofwnd becomes the minimum of the availablenodes with no mobility.

buffer size of the receiver (available receiver buffer) dhe

current value ofttwnd as shown below in equation 3. B. Simulation Results

rwnd = Min(available receiver buffectwnd) 3) To evaluate the efficiency of the proposed algorithm, let us
first review figure 8 which shows the underlying cause of TCP
F. Choice of Probe Interval packe_t drops in the Iink_ layer under varying numb_er of_ho_ps in
Itis ol f the ab di . that the choi afchaln topology. The importance of the results in this figure
IS clear from e above discussions mat the ChoiCe v, fing out the roots of TCP retransmissions triggered from
probe interval at the receiver can affect the performance t?ufe link layer
TCTC. Too large probe interval_means that TCTC_responds 00 it can be seen a majority of higher layer packets are
slovgly _tot con'lten_tlllon CI? arjrgce_? én the _rt1_etvvtork Wf;llet_too jrr; ropped because of excessive contention between competing
probe in er\éab Wi dr_n% el K tsenslj'\t/ﬁ ofconlen lon deaxodes in the default algorithm. This clearly confirm the role
experienced Dy individual packets and therefore lea of intra-flow interference on TCP performance. Meanwhile,
fluctuation. Heuristically, the probe mt_erval O.f one RTEsEs a considerable number of packets are dropped due to large
to be the natural and reasonable choice as it gives the BCeN | nber of outstanding data in the network and congestion.
enough time to monitor the packets it received during o

RTT and th s it dati f sender's t . ese two issues are clearly addressed using the proposed
andtnen sets Its recommenaation ot senders ra_nmlssélgorithm where the TCTC almost drops the TCP packet drops
rate (usingctwnd for the next RTT. However, to provide the

. . ) : to zero by limiting TCP flight size and therefore controllin
receiver with the correct and up to date information on trBe y 9 g 9

: ¢ of . awnd on the level of network teni oth congestion and contention in the network.
'Mpact of previousstwnd on the 1evel of NEwork Contention, 1, o\ 41 ate the TCP stability, let us consider the results of
thectwndshould be updated in every other RTT. Therefore, w

WRe TCP segment delay shown in figure 9.
recommend thetwndgets updated every 2*RTT and remains As it is obvious from the above results, TCP segments in

fixed ttr)]etweelrg ttW(')t L;]pdates. _In :jhls way, 'E[hetref[f |vertcan tin e proposed scheme experience a lower and less fluctuating
sure the packets It nas received are sent Into the netwak a elay in contrary to the default algorithm. More specifigall
the sender has applied the changes imposed by the receiver

. ) e using the proposed scheme, the TCP segments delay
Fhe last probe mterval.. H"’?"'”g the value of the T.CTC PrOft ctuation is on average 3% in each scenarios, the figure
interval, the other major issue is that TCP receiver (whi

is running the TCTC algorithm) is unaware of connection&i]SeS up to 44% when the default algorithm is deployed. Fur-
RTT2. This problem can be solved by using the fact th ermore, while the TCP segment delay is bounded between

ding to 1271, i It di _ dh " %t to 40 ms depending on number of hops traversed by the
;Cgtz:ro:éges(t)io[n \;\;i;r:jgvvsr:izzie g;nem:;n;:rlzoef ":)aclfectsniev;'](t)roezcket in the proposed algorithm, the TCP packets segment
o el high in th fault algorith hich

RTT) does not grow beyond 5 packets. Therefore, consideri ay can be as high as 800ms in the default algorithm whic

: L . ) . _ Wplies a high sensitivity of packet delay to hop counts. It
this es_tlmat|on_ together with the d|§CUSS|on g|ven_ear_ttm is also interesting to note that the TCP instability in the
probe interval in receiver can be defined as the period |nl\1vh|8efault algorithm becomes more serious, as the number of
2*5=10 packets are received. Note that although this is ghouhopS increases ’

estimation, it clearly solves our design objectives of grob While the above results shows the improvement of the

interval which is merely the frequency of updating TCTC. TCP stability when the proposed schemes are deployed, it is
very important to make sure that such stability has not been
V. RESULTS achieved in the cost of compromising TCP goodput. To this
A. Simulation Model aim, figure 10 presents the aggregated TCP goodput achieved
All simulations are performed using OPNET simulator [28cross different number of hops.
The transmission range is set to 100m according to the 862.11
testbed measurements presented in [13]. In physical lay~~
Direct Sequence Spread Spectrum (DSSS) technology w 16

—k— Défault (Retry ;rhreshold Exéeed)
- - Default (Buffer Overflow)

2Mbps data rate is adopted and the channel uses free-sg —— Proposed (Retry Threshold Exceed)
with no external noise. Each node has a 20 packet MAC lay 4| ~& - Proposed (Buffer Overfiow) |
buffer pool and in all scenarios, the application operates 3 |

asymptotic condition (i.e., it always has packets ready fi€

transmission). The scheduling of packet transmissionFOFI  § 10

Nodes use DSR as the routing protocol. In transport layeP, T(g
NewReno flavor is deployed and the TCP advertised windcg 8
is set its maximum value of 64KB so the receiver buffe
size does not affect the TCP congestion window size. TC &
MSS size is assumed to be fixed at 1460B. RTS/CTS messi £
exchange is used for packets larger than 256B (therefore
RTS/CTS is done for TCP-ACK packets). The number ¢ 2
retransmission at MAC layer is set to 4 for packets great
than 256B (Long_Retry_Limit) and 7 for other packets (Short 0}

Hop Count

2Assuming the receiver is not sending any data packets teWEE® sender
or there is a route asymmetry between the forward and retattm p Fig. 8: The nature of higher layer drops in a chain topology.
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Fig. 9: TCP segment delay in a chain topology.

The results are very promising as it shows there is on

& Default average 34% goodput improvement in all scenarios when the
14 - Proposed | | proposed schemes are applied in comparison to using default
B protocaols.
512 Finally, to evaluate the efficiency of the proposed algonith
& in controlling the level of congestion and unnecessary con-
810 tention in the network, let us consider the number of TCP
g-ﬁ retransmissions for both schemes as shown in figure 11.
5 s The results show that in comparison to the default algorithm
S the proposed scheme has dramatically reduced the number of
3 s TCP retransmissions by controlling the amount of outstagdi
data in the network. It is important to note that the reductio
4 in TCP retransmissions without any reduction in TCP goodput
clearly demonstrate the efficiency of the proposed algarith
2 ‘ . . ‘ in utilizing channel resources and tuning TCP sender trans-

! 2 3 Number“of Hops > 6 mission rate close to its optimum value.
In addition to transport layer metrics, a number of measure-
Fig. 10: TCP goodput in a chain topology. ments have been also performed in the link layer to evaluate
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Fig. 11: Average number of TCP retransmissions in a chaialogyy. Fig. 13: Average link layer attempts in a chain topology.

From the results presented there, it can be claimed that on
the performance of the proposed algorithms in particulamfr average 32% less transmission is required in the proposed
the power efficiency point of view. scheme compared to the default algorithm to deliver the

As the first link layer metric, figure 12 shows the averaggéame amount of link layer data traffic. In other words, the
time in milliseconds that packets are kept in queues befgsfoposed algorithm can reduce the number of unnecessary
transmitted into the network using the default and proposggcket transmission by a factor of one third and therefore ca
algorithm. save considerable amount of energy.
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Fig. 14: 4 hop chain topology with interference.
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Fig. 12: Average queueing delay in a chain topology. . — Probe interval = 2 packets
181 (
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TR

The results suggest the proposed algorithm keeps the queu 3 L7y
ing delay and hence the number of packets in the buffer verj§ 1.6t : ! e
low and literally fixed during the simulation time and across < _ ! ‘
all number of hops. It is worth mentioning again that such &
decrease in the queueing delay has been achieved without a & 14/
compromise in the TCP goodput. In other words, the new @ 13t
algorithm has merely reduced the unnecessary buffering c
packets in the network.

In addition, figure 13 compares the average number of link 1.1-
layer attempts before a packet is successfully transmnivtéd
next hop. This metric can be used as a indication of relative
power consumption efficiency of different algorithms.

100 200 300 400 500 600
Time (sec)

o
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g. 15: Impact of probe interval choice on buffer size.
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