
              

City, University of London Institutional Repository

Citation: Lazareva, A., Asad, M. and Slabaugh, G. G. (2017). Learning to Deblur Adaptive 
Optics Retinal Images. Paper presented at the 14th International Conference, ICIAR 2017, 
5-7 Jul 2017, Montreal, Canada. 

This is the accepted version of the paper. 

This version of the publication may differ from the final published 
version. 

Permanent repository link:  https://openaccess.city.ac.uk/id/eprint/17195/

Link to published version: 

Copyright: City Research Online aims to make research outputs of City, 
University of London available to a wider audience. Copyright and Moral 
Rights remain with the author(s) and/or copyright holders. URLs from 
City Research Online may be freely distributed and linked to.

Reuse: Copies of full items can be used for personal research or study, 
educational, or not-for-profit purposes without prior permission or 
charge. Provided that the authors, title and full bibliographic details are 
credited, a hyperlink and/or URL is given for the original metadata page 
and the content is not changed in any way. 

City Research Online:            http://openaccess.city.ac.uk/            publications@city.ac.uk

City Research Online

http://openaccess.city.ac.uk/
mailto:publications@city.ac.uk


Learning to Deblur Adaptive Optics Retinal Images  

Anfisa Lazareva 1*, Muhammad Asad 2, Greg Slabaugh 2 

1 Department of Electrical and Electronic Engineering, City, University of London, London, 
UK 

anfisa.lazareva.1@city.ac.uk 
 2 Department of Computer Science, City, University of London, London, UK 

Abstract. In this paper we propose a blind deconvolution approach for recon-
struction of Adaptive Optics (AO) high-resolution retinal images. The frame-
work employs Random Forest to learn the mapping of retinal images onto the 
space of blur kernels expressed in terms of Zernike coefficients. A specially de-
signed feature extraction technique allows inference of blur kernels for retinal 
images of various quality, taken at different locations of the retina. This model 
is validated on synthetically generated images as well as real AO high-
resolution retinal images. The obtained results on the synthetic data showed an 
average root-mean-square error of 0.0051 for the predicted blur kernels and 
0.0464 for the reconstructed images, compared to the ground truth (GT). The 
assessment of the reconstructed AO retinal images demonstrated that the con-
trast, sharpness and visual quality of the images have been significantly im-
proved. 

Keywords: Adaptive Optics imaging, deconvolution, image restoration, regres-
sion, Random Forest 

1  Introduction 

Direct observation of the retina suffers from various optical aberrations of the eye. A 
wavefront sensor in an AO instrument performs calculation and compensation of 
high-order ocular aberrations thus providing a high level of resolution when imaging 
the retina. Despite this, due to hardware limitations of the wavefront corrector, this 
correction is not perfect. Therefore, the acquired retinal images are still corrupted by 
residual aberrations resulting in blur. Enhancement of the retinal images facilitates 
better distinction of photoreceptor cells and thereby assists clinicians in the examina-
tion of living retina, allowing for more accurate quantitative analysis of photoreceptor 
cell packing density. Additional improvements in the contrast and resolution of retinal 
images can be obtained a posteriori, by using an image restoration technique such as 
image deconvolution. In AO, the degradation function of the system can be estimated 
partially from wavefront sensing (WFS), assuming that the measurements of the de-
formable mirror are accurate [1]. Based on the information about the residual errors 
after AO correction, the system's point spread function (PSF) can be reconstructed 
and employed in the deconvolution process [2]. However, the WFS is not a reliable 
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source of data due to multiple types of noise in the AO imaging system as well as the 
unsynchronized process of image capturing and wavefront calculation. As a result, the 
obtained WFS data does not always correspond to the acquired set of frames. There-
fore, ordinary deconvolution from WFS is not a suitable method for post-processing 
of AO images [1].  

When the PSF is not available, ‘blind’ deconvolution, a more generalized tech-
nique, can be applied to the images. This type of image deconvolution allows for 
recovery of the object and the PSF distributions simultaneously from a series of 
measurements. This is made by the use of physical constraints about the target and 
knowledge of the imaging system [3]. A few blind deconvolution methods have been 
reported in the literature for restoring AO high-resolution retinal images [4–6]. How-
ever, conventional blind deconvolution has a drawback of getting trapped in local 
minima that makes it hard to find a unique solution, especially when there is only a 
single blurred image to be restored [1]. 

In this paper, we propose an image deconvolution method based on a multi-variate 
Random Forest regressor. Although a number of learning-based techniques have been 
proposed in the literature for the purposes of image deconvolution [7], [8], these 
methods rely on generalized models and therefore their accuracy is limited to specific 
types of blur. In addition, in most of the reported methods the achieved resolution of 
the recovered blur kernel is often found to be restricted by size. In our work, the pro-
posed framework is specifically designed for deconvolution of retinal images ac-
quired with a commercially available flood-illuminated AO instrument (rtx1, Imagine 
Eyes, Orsay, France). The blur kernel is modeled by the physics/optics of the AO 
system and thus constrained as a member in a class of parametric functions. This al-
lows to significantly reduce the space of valid PSFs. A convolution kernel is estimat-
ed through non-linear regression of retinal images onto the space of PSFs expressed in 
terms of Zernike coefficients. By performing regression on a compact representation 
of the PSF, we are able to infer a convolution blur kernel for AO retinal images with-
out compromising the resolution of the PSF. The feature extraction technique is spe-
cially developed to allow for better generalization on a large set of retinal images. To 
our knowledge, learning-based methods have not been previously used for AO retinal 
images.  

2 Method 

2.1 Image Model  

Many tasks in image processing can be formulated as a regression problem where we 
learn a mapping function ௪݂:	ܺ → ܻ from the input space ܺ to the output space ܻ, 
which is parametrized by a learned parameter [7] ݓ. The task of image deconvolution 
requires estimation of original image ܺ from its degraded observations ܻ obtained as 
a result of convolution with the system’s PSF ݓ and an additive noise ݊. In that sense, 
the imaging process can be expressed as follows: 

ܻ	 = 	ܺ ∗ 	ݓ + 	݊	. (1) 



Given that, the GT is provided in the form of training data ܶ composed of input 
and output image pairs ( ܺ , ܻ

ீ்), learning the optimal convolution kernel ݓ∗ can be 
generally formulated using the principle of empirical risk minimization:  

∗ݓ = argmin
௪

ฮ ܻ
ீ் −	 ܺ ∗ ฮݓ

ଶ,
ே

ୀଵ

 (2) 

where ܰ is a total number of samples. 
We propose solving this problem with Random Forest, where optimal convolu-

tion kernel ݓ∗ is found through non-linear regression of blurred images { ܻ
ீ்} onto 

the space of system’s PSFs {ݓ}. In this work, the PSFs of AO system {ݓ} are de-
fined by the vectors of Zernike coefficients {ࢇ} and the blurred images are represent-
ed by Histograms of oriented Gradients (HoG) {ࡴ} [9]. Then, with the use of the 
Random Forest we learn a mapping function ݂:	{ࡴ} →  .{ࢇ}

The proposed deconvolution approach was developed as one of the stages in the 
image processing framework for enhancement of high-resolution retinal images [10]. 
In this framework, the system’s noise is filtered prior to the image deconvolution 
stage. Therefore, here, we neglect the noise term ݊ and assume that images are cor-
rupted only by convolution blur kernel ݓ. 

2.2 Multi-variate Random Forest 

The forest is a collection of ܶ decision trees which are trained independently using a 
training dataset ܷ	 = 	 ࡴ}  }. Each tree consists of non-terminal split nodes andࢇ,
terminal leaf nodes. The split nodes are responsible for performing a binary split on 
the input dataset, whereas the leaf nodes store the probability distribution of data ar-
riving at their terminal position. At the jth split node, splitting function ݂൫ ܷ ,Θ൯ learns 
the optimal parameter ߆	 = 	 (݇, ߬), where ݇ is the index of the test image feature and 
߬ is its corresponding learned threshold defining the split. The optimal parameter ߆, 
that maximizes the information gain ܳ( ܷ ,Θ), is selected from a pool of randomly 
generated parameters. Training continues until a maximum depth ܦ is reached or the 
data arriving at the jth node contains a minimum number of samples required for creat-
ing a leaf node. 

In this work, Random Forest consisted of ܶ = 80 trees with a maximum depth 
ܦ = 15. These parameters were established by performing greedy optimization, 
where the root-mean-square error (RMSE) between the training {ࢇ} and predicted 
PSFs ܉∗ was evaluated. 

In order to find an optimal split parameter	߆ at jth split node, an objective func-
tion is defined as the information gain ܳ( ܷ ,Θ): 

ܳ൫ ܷ ,Θ൯ = ൫ܧ ܷ൯ −	∑
ቚೕ

ቚ

หೕห
൫ܧ	 ܷ

൯∈{௧,௧}  , (3) 



where ܧ൫ ܷ൯ = log ൬ ଵ
หೕห

∑ ቀࢇ
 − ቁࢇ

ଶ
ே
ୀଵ ൰ is the multi-variate differential entropy for 

the target vector of Zernike coefficients ࢇ
 with mean ࢇ of data ܷ and ݍ defines the 

data for child nodes. 

2.3 Generation of Training Data 

Since no GT data is available for AO retinal images, the Random Forest was trained 
on synthetically generated retinal images and blur kernels replicating the PSFs of the 
flood-illuminated AO system. For a training dataset	ܷ, a set of convolutional blur 
kernels {ݓ} was generated so as to simulate optical aberrations of the eye. Low-order 
aberrations such as astigmatism, defocus and prism are usually well compensated 
with the Badal system embedded in the AO instrument [11]. These aberrations are 
represented by Zernike polynomials up to 6th order (as defined by Noll [12]). Thus, 
the pupil phase of the PSF was expanded on Zernike polynomials of higher order 
aberrations, retaining terms up to 15th order. An additional term corresponding to 
defocus was added so as to account for residual blur coming from different layers of 
the retina [6]. Mathematically this model of PSF is presented as: 

(߮)ݓ = ቚℑିଵ ቄܲ(ݑ) exp ቀ−j ቀଶగ
ఒ
ቁ y	uቁ exp ቀ	݆	൫߮(ݑ) + ߮ௗ(ݑ)൯ቁቅቚ

ଶ
, (4) 

where ܲ is the pupil function, ߣ is the central wavelength of imaging beam; ݈ is the 
focal length of the optical system; ݕ defines the coordinates of two-dimensional focal 
plane, ߮(ݕ,ݔ) = 	∑ ܼܽ(ݕ,ݔ)ଵହ

ୀ  is the wavefront phase error, ߮ௗ(ݕ,ݔ) =
ܽସܼସ(ݕ,ݔ) is the defocus phase, ܽ and ܼ are Zernike coefficients and Zernike 
polynomial. 

The values of the Zernike coefficients were sampled from a statistical model of 
the wavefront aberrations in healthy eyes reported in [13]. The range of Zernike coef-
ficients was quantized between [݉݁ܽ݊ − ௦௧ௗ

ଶ
,݉݁ܽ݊ + ௦௧ௗ

ଶ
] with the step size of 0.01µm. 

In order to account for partial compensation of aberrations with the AO system, these 
values were scaled by 0.42 [14]. Imaging wavelength and focal plane sampling were 
set according to the specifications of AO instrument, rtx1 (750	݊݉ and 1.6	μ݉). A 
pupil diameter was assigned to 6 ݉݉ and axial length to 24 ݉݉. Since all parameters 
defining the PSF were fixed to constant values, the PSF of the AO system can be 
represented by a vector of Zernike coefficients only, i.e. {ࢇ}. 

In order to generate a set of synthetic blurred retinal images { ܻ}, we firstly creat-
ed an ideal retinal image ܺ, using the algorithm described in [15]. The obtained syn-
thetic image was convolved with each PSF from the set {ݓ}. HoG feature vectors 
were extracted around the strongest corners in small regions of size 10x10 pixels cen-
tered at photoreceptor cell locations. As the cone coordinates are known through the 
process of synthetic image generation, locating windows with photoreceptor cells is 
straightforward. In addition to distinct variations caused by different types of optical
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Fig. 1. Results of synthetic data generation and feature extraction, showing (a) ideal retinal 
image, (b) generated PSF, (c) synthetic blurred retinal image, (d) HoG features extracted from 
cone windows 

blur, the retinal mosaic has a unique pattern, varying across the retina as well as hu-
man eyes. By extracting features from small windows containing a single cone, we 
limit the nature of variations down to the corruption of cone shape due to blur, thus 
assuring the inference of PSFs for any retinal image, taken at different locations of the 
retina. Moreover, due light scattering and the angle of incident light, photoreceptor 
cells appear with different intensity levels in the acquired image. To eliminate these 
variations, for each blurred image HoG features were extracted from 50 windows 
containing the brightest cones only. The resulting vector {ࡴ} of size 36x1 was ob-
tained by averaging HoG features across 50 windows. Fig. 1 shows the example of 
synthetic data generation and image feature extraction. 
 

 

Fig. 2. Flowchart showing the process of training, prediction and image restoration 

2.4 Training, Prediction and Image Restoration 

Training is done offline using the training dataset: HoG feature vectors {ࡴ}, extract-
ed from a set of blurred images { ܻ}, and Zernike coefficients {ࢇ}, where each vector 
represents a combination of different types of optical aberrations in the eye. Based on 
the range of values for each of the Zernike coefficients, we obtained 134,400 combi-



nations of optical PSFs. Thus, the Random Forest was trained on 134,400 synthetic 
blurred retinal images and blur kernels. 

During the training stage, Random Forest learns the optimal split function by 
maximizing the information gain as defined in Eq. 3. The branches in the tree termi-
nate with leaf nodes that contain the vectors of Zernike coefficients arriving as a re-
sult of the splitting process. 

The prediction of Zernike coefficients is done online using the same feature ex-
traction method as for the training stage. In case of real AO retinal images, the cone 
coordinates are found automatically, using the algorithm described in [16]. During the 
prediction, a given image feature vector propagates down the branches of each tree 
where a leaf node gives a posterior probability and the corresponding data. Kernel 
density estimation was used on the data aggregated from all the leaf nodes to find an 
optimal vector of Zernike coefficients ࢇ∗ with the highest posterior probability. 

After prediction, the estimated optimal vector of Zernike coefficients ࢇ∗ was used 
to reconstruct the corresponding PSF ݓ∗, using Eq. 4. Then, the obtained PSF was 
employed in the restoration of the blurred retinal image with Lucy-Richardson decon-
volution algorithm [17], [18]. Fig. 2 illustrates the process of training, prediction and 
image restoration. 

3 Results and Evaluation 

3.1 Experimental Validation using Synthetic Data 

To evaluate the accuracy of the PSF estimation, the synthetic dataset was divided into 
two subsets used for training and testing. The training set was obtained by convolving 
blur kernels { ܻ} with a single uncorrupted retinal image ܺ. To test whether the trained 
Random Forest has generalized well for the inference of convolution blur kernels for 
any retinal images, test data was generated separately. Blur kernels were produced by 
taking the intermediate values from the range of Zernike coefficients and reconstruct-
ing corresponding PSFs. 10 ideal retinal images ܺ were generated so as to reproduce 
different retinal mosaics and convolved with 100 PSFs obtained from randomly gen-
erated vectors of Zernike coefficients. Then, the HoG features were extracted and 
stored for the prediction stage. Thus, the test data composed of 1000 image pairs rep-
resents the unseen data to evaluate the generalization of the Random Forest. 

Fig. 3 presents few examples of the predicted PSFs, corresponding blurred imag-
es, and restored retinal images. These results are compared with GT data: the PSFs 
obtained from training vectors of Zernike coefficients, corresponding blurred images 
and uncorrupted synthetic retinal images ܺ. 

To evaluate the performance of the proposed method, quantitative assessment 
was performed on 1000 synthetically blurred retinal images. All images were normal-
ized from the original range of intensities to [0,1]. The mean RMSE between the pre-
dicted convolutional blur kernels and the GT PSFs was found to be 0.0051 across 100 
samples of each synthetic image ܺ. The mean RMSE between the restored retinal 
images and original synthetic images across 100 samples of each test data was 0.0464. 
This represents 0.5% and 4.6% of generalization error correspondingly. 



Predicted 
PSFs 

    

GT PSFs 

    

RMSE 0.0020 0.0021 0.0031 0.0038 

Predicted 
blurred 
images 

    

GT 
blurred 
images 

    

RMSE 0.0058 0.0060 0.0133 0.0106 

Restored 
images 

    

Original 
images 

    

RMSE 0.0132 0.0322 0.0347 0.0574 

Fig. 3. Deconvolution of four representative synthetic images imitating retina at different ec-
centricities, showing the predicted PSFs, corresponding blurred images, images restored with 
the estimated PSFs and the GT data 



3.2 Experimental Validation using Real AO Retinal Images 

The trained Random Forest was used for predicting convolutional blur kernels for 
high-resolution retinal images, acquired with the flood-illuminated AO instrument in 
different subjects and at various eccentricities. Fig. 4-a, b shows a section of high-
resolution retinal image before and after applying the proposed restoration process. 

In the case of real retinal images, there is no GT data for evaluation of the results. 
For this reason, we assessed the performance of the proposed method in terms of im-
age quality metrics in 25 high-resolution retinal images processed as described in 
[10]. Since the WFS data is not available in a commercial AO instrument, we com-
pared the obtained results with the images restored using a blind deconvolution meth-
od of Sroubek [19]. In this method, blind deconvolution is represented as a l1-
regularized optimization problem, where a solution is found by alternately optimizing 
with respect to the image and kernel blurs. For a faster convergence, minimization is 
addressed with an augmented Lagrangian method (ALM). Based on the results of this 
study, the proposed method outperforms the ALM in terms of the contrast and image 
sharpness (Table 1). From the retinal images processed with the two methods (Fig.4-
b, c), it becomes apparent that the proposed method preserves better the edges of pho-
toreceptor cells as well as achieves better differentiation of individual cells. 

 

a  b c  

Fig. 4. Representative AO high-resolution retinal image before (a) and after restoration using 
the proposed approach (b) and ALM (c). The scale bar is 81 µm 

Table 1. Quality assessment of the original AO retinal images before and after restoration using 
the proposed approach and ALM averaged for 25 images from different subjects. 

 
Original image 

Images restored with 
the proposed method 

Images restored with 
the ALM method 

Image contrast 0.0216 0.0638 0.0479 

Image sharpness 0.2076 0.4100 0.3601 



4 Discussion and Conclusion 

In this paper, we demonstrated that Random Forest regression can be used for esti-
mating PSF of an AO imaging system. The Random Forest was trained on a large 
dataset by learning the mapping of HoG features, extracted from synthetically blurred 
retinal images onto the space of corresponding PSFs represented by Zernike coeffi-
cients. A mathematical model for the PSF was parameterized through the pupil phase, 
thereby significantly reducing the number of unknowns in the regression target. By 
extracting the information about the object shape from a single cone with the use of 
HoG features averaged across the image, we limited the nature of variations present in 
retinal images. This reduced the generalization error and allowed for the inference of 
PSFs from unseen images of various quality, acquired at different locations. 

The validation study on synthetic data showed an average error of 0.0051 for the 
predicted blur kernels and 0.0464 for the reconstructed images, compared to the GT. 
Qualitative analysis of the results indicated that most of the errors come from images 
that were significantly distorted (Fig. 3, last column). In clinical practice, images with 
such poor quality would be rarely used for quantitative assessment of cone photore-
ceptor distribution. Retinal images where photoreceptor cells cannot be resolved are 
usually discarded from analysis or attributed to eye pathologies. While in this study 
the Random Forest was trained on the model of healthy eyes, in case of pathological 
retinas a different model might be required for setting the range of values of Zernike 
coefficients. 

The obtained results proved that the proposed approach is applicable for the en-
hancement of real retinal images. For validation purposes, a comparison analysis was 
performed using 25 retinal images restored with the proposed method and ALM. The 
results demonstrated that the method based on Random Forest regressor provides 
higher image contrast and sharpness than the ALM (Table 1) as well as achieves a 
better differentiation of photoreceptor cells. However, the proposed approach could 
not always restore the regularity of photoreceptor cell shape. This can be attributed to 
the limitations of the proposed method, such as fixed axial length and pupil diameter 
as well as compensation of aberrations up to 15th order Zernike polynomials. Despite 
these limitations, the Random Forest is still able to generalize to most cases. This 
shows the promise of the proposed method, where more complex blur kernels can be 
modeled. We aim to address this in our future work. 
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