This is the accepted version of the paper.

This version of the publication may differ from the final published version.

Permanent repository link:  http://openaccess.city.ac.uk/21499/

Link to published version:

Copyright and reuse:  City Research Online aims to make research outputs of City, University of London available to a wider audience. Copyright and Moral Rights remain with the author(s) and/or copyright holders. URLs from City Research Online may be freely distributed and linked to.
3D Thermal Model of Laser Surface Glazing for Ti6Al4V alloy
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Abstract: Ti6Al4V alloy plays a significant role in the biomedical applications such as bioimplants for its excellent biocompatibility. Its usage can be further extended by improving the surface hardness and wear resistance. In this respect, laser surface glazing (LSG), an advanced surface modification technique, is very useful which can produce thin hardened surface layer and strong metallurgical bonding. Investigation of temporal and spatial temperature distributions of laser glazed surface of materials are essential because temperature plays significant role in achieving required surface properties. Therefore, in this study, a 3D Finite element analysis has been developed to perform transient thermal analysis of LSG for Ti64 alloy. The model investigated temperature distribution, depth of modified zone and heating and cooling. The results show that the peak temperature is attained 2095 K for 300 W laser power, 0.2 mm beam width and 0.15 ms residence time. Since this temperature is above the melting point (1933 K) of Ti64 alloy, the melt depth is calculated 22.5 μm. Furthermore, from the simulation results, the average heating and cooling rates are estimated 1.19×10⁷ Ks⁻¹ and 2.71×10⁶ Ks⁻¹ respectively which indicate the presence of hard phases in the modified zone.
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1. Introduction

Since 1930, Ti6Al4V (widely known as Ti64) alloy is introduced as a bio-implants material [1] for its high strength-to-weight ratio, good corrosion resistance [2–4] and better ability of joining bones with implants (known as Osseo-integration) [5]. These properties make Ti64 alloy preferable as bone and dental implants [6,7], over the other biocompatible metallic materials such as 316L stainless steel, Cobalt and Vanadium steels [1]. However, the implants surface made of Ti64 alloy erodes easily due to the poor hardness and wear resistance. The debris coming off the worn surface gets mixed with blood and bone cells which causes serious infection in the human body [8,9]. Therefore, over the last two decades, laser surface modification techniques [10–13], especially LSG [3,6], have been used to improve surface hardness and wear resistance of Ti64 alloy. In LSG, higher energy density (≈10⁸Wm⁻²) and faster interaction time (≈10⁻³s) produce ultra-fast cooling rate (10⁵-10⁶Ks⁻¹) after melting of the surface of materials. This results into very hard, thin and smooth modified surface with amorphous or semi-crystalline microstructure [14,15]. No additional coating material is required in this process and hence, it gives good metallurgical bonding of modified surface layer with the bulk [14]. However, the rapid cooling rates induced by laser heat source develop residual stress in the modified surface area [16–18].

Comparing to other laser surface modification processes [10,11,13], E. Chikarakara et al. reported that LSG offered an outstanding increment (67%) in surface hardness of Ti64 alloy than the untreated surface [3,6]. Along with improving hardness LSG also enhances wear, corrosion resistance and biocompatibility of the treated surface. However, during LSG, careful selection of the laser parameters such as laser power, beam spot size, scanning velocity, residence time, is prerequisite to achieve the intended properties and avoid surface ablation [8,14]. Experimentally selection of process parameters needs a series of trials where simulation and modelling help optimising process parameters to reduce experimental efforts and also generate theoretical understanding of the process [19–21]. In literature,
several FEA models of various laser modification processes of Ti64 alloys were developed to predict temperatures distributions, heat-affected zone and phases present in the modified surface [2,22]. Yilbas et al. and A. Joshi et al. reported the variation of temperature distributions with laser parameters (laser power, beam width, scanning speed, pulse frequency) from FEA analysis for Ti64 alloy [23,24]. However, to the best knowledge of the authors, modelling of LSG for Ti64 alloy is not available in the literature.

Therefore, in this work, a new 3D FEA model of LSG has been developed for the first time using commercial FEA solver ANSYS APDL 17.2. The model can predict the temperature distributions, heating and cooling rates and depth of modified layer of Ti64 alloy. From temperature distributions, the heating and cooling rates has been calculated which were not previously measured in any LSG experimental works. These heating and cooling rates help to predict the possible phase transformation and subsequent surface properties in the modified layer that can be logically justified from theory and literature.

2. Materials and Methods

The modelling of LSG is performed with Ti64/Ti6Al4V alloy which has chemical composition listed in Table 1. LSG represents a transient heat conduction process. The governing equation of this problem is formulated from the 1st law of thermodynamics and Fourier’s conduction principle [25] as shown in Equation (1). In this study, Equation (1) expresses the thermal phenomena underpinned in LSG with stationary volumetric heat source.

\[
\rho C_p \frac{\partial T}{\partial t} = k \left( \frac{\partial^2 T}{\partial x^2} + \frac{\partial^2 T}{\partial y^2} + \frac{\partial^2 T}{\partial z^2} \right) + Q_{\text{laser}}(x, y, z), \tag{1}
\]

where, \(k\) denotes thermal conductivity, \(C_p\) specific heat and \(\rho\) density of the material. \(Q_{\text{laser}}(x, y, z)\) is the intensity of the volumetric heat source, where \(X, Y,\) and \(Z\) are the global coordinate axes. The intensity distribution of the spherical Gaussian volumetric heat source is expressed by Equation (2) [26,27].

\[
Q_{\text{laser}}(x, y, z) = \frac{64P}{\pi^2 r^3} \exp \left( \frac{-3[(x-x_0)^2+(y-y_0)^2+(z-z_0)^2]}{r^2} \right), \tag{2}
\]

where, \(P\) is laser power, \(r\) is radius of beam, \(A\) is the absorptivity and \((x_0, y_0, z_0)\) is the origin of the spherical beam. The heat source in Equation (2) is considered as continuous wave (CW) in TEM\(_{00}\) mode of CO\(_2\) laser having 10.6 \(\mu\)m wavelength. The operating laser parameters in this model are laser power, \(P=300\) W, beam radius, \(r=0.1\) mm (beam radius=beam width/2, where beam width is 0.2 mm) and the residence time, \(t_\text{r}=0.15\) ms. Residence time is calculated by dividing the beam diameter with laser scanning speed for the CW laser beam. These laser parameters are adopted from a previous experimental study of LSG [14]. The absorptivity, \(A\) of Ti64 alloy is taken 0.4 assuming that laser is absorbed in the flat surface of Ti64 specimen [28]. The initial temperature is considered to be 298 K. Heat loss due to the convection and radiation is ignored as heat source is applied for very brief period (0.15 ms) with small beam width (0.2 mm).

**Table 1.** Chemical composition of Ti64 alloy in %weight [8].

<table>
<thead>
<tr>
<th>Element</th>
<th>C</th>
<th>Si</th>
<th>Fe</th>
<th>O</th>
<th>V</th>
<th>Al</th>
<th>Ti</th>
</tr>
</thead>
<tbody>
<tr>
<td>%weight</td>
<td>0.14</td>
<td>0.01</td>
<td>0.16</td>
<td>0.17</td>
<td>3.97</td>
<td>6.36</td>
<td>Balance</td>
</tr>
</tbody>
</table>

**Numerical modelling set-up**

In this study, a half cylindrical model with 10 mm diameter and 1 mm length has been used and the laser beam is kept stationary, shown in Figure 1, to reduce simulation cost and time. The smaller length of half cylindrical model can be justified by the scale length of thermal diffusion mentioned in A. Issa et al. [29]. The scale length of diffusion \(L_0=\sqrt{\alpha t_\text{r}}\), where \(t_\text{r}\) (s) is the residence time of laser heat.
source and $\alpha$ is the thermal diffusivity of the material. This gives the idea of the maximum length of heat propagation throughout the part. In this case, the scale length is very small (21 $\mu$m) due to the short residence time (0.15 ms) and small beam width (0.2 mm). Therefore, 1 mm length of the half cylinder is sufficient in this simulation and can be idealized as semi-infinite solid, which means the local heating cannot affect farther areas of the model.

The 3D solid model of half cylindrical specimen has been created on mechanical APDL of ANSYS 17.2. A single step transient heat transfer analysis has been carried out applying volumetric heat load, because of the large optical absorption coefficient of Ti64 alloy which is $23.25 \times 10^6$ m$^{-1}$. This optical absorption coefficient is calculated from the extinction coefficient of Ti64 alloy for the wavelength of 10.6 $\mu$m, as it is considered for the CO$_2$ laser [30]. The intensity of the volumetric heat source, $Q_{\text{laser}}(x, y, z)$ has been calculated from Equation (2) for 300 W laser power, 0.2 mm beam width and 0.15 ms residence time as mentioned earlier.

![Figure 1](image)

**Figure 1.** Meshed model of the half solid cylindrical specimen with 10 mm diameter and 1 mm length, where laser beam irradiating on the surface created melt pool; point O is the centre of the melt pool and A is the centre of the half cylindrical specimen.

For the FEA model, Solid 70 element type has been used which has 8 nodes with single degree of freedom as temperature. The surface and sub-surface regions have been meshed finely with gradual coarsening towards the inner region (see, Figure 1) by transitional meshing technique (TMT). TMT helps to reduce the number of elements resulting in increasing efficiency of the simulation process. It also supports in detailed analysis of the surface and subsurface areas where most of the laser material interaction and heating effects are expected to take place based on the scale length, $L_D$ as mentioned earlier. The total numbers of elements for the half cylindrical model are 47060 and the time step size for this transient thermal process has been taken 10$^{-6}$s. Thermo-physical properties of Ti64 alloy utilised in this simulation is presented in Table 2. Those properties at high temperature above melting point have been kept constant. The approximated temperature isotherm above melting point by this simulation could be overestimated due to the constant properties after melting occurs.

**Table 2.** Thermo-physical properties of Ti64 alloy as a function of temperature [2,24].

<table>
<thead>
<tr>
<th>Temperature, K</th>
<th>298</th>
<th>373</th>
<th>573</th>
<th>773</th>
<th>973</th>
<th>1173</th>
<th>1373</th>
<th>1573</th>
<th>1773</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density, kg/m$^3$</td>
<td>4420</td>
<td>4406</td>
<td>4381</td>
<td>4350</td>
<td>4324</td>
<td>4294</td>
<td>4267</td>
<td>4240</td>
<td>4205</td>
</tr>
<tr>
<td>Thermal Conductivity, W/mK</td>
<td>6.8</td>
<td>7.4</td>
<td>9.8</td>
<td>11.8</td>
<td>13.5</td>
<td>20.2</td>
<td>21.2</td>
<td>23.7</td>
<td>25.8</td>
</tr>
<tr>
<td>Specific heat, J/kgK</td>
<td>546</td>
<td>562</td>
<td>606</td>
<td>651</td>
<td>694</td>
<td>734</td>
<td>660</td>
<td>696</td>
<td>732</td>
</tr>
</tbody>
</table>
3. Results and Discussion

In this section, the following results are presented; 1. time-temperature plot, 2. heating and cooling rates and 3. depth of melt pool and HAZ.

3.1. Time-temperature plot

The time-temperature plot, shown in Figure 2, illustrates the temperature variation of the surface with operating time during heating and cooling. From this plot, the peak surface temperature is observed to be 2095 K at 300 W laser power and 0.15 ms residence time. Since, the peak temperature is above the melting point (1933 K) of the Ti64 alloy, it ascertains that a depth of molten or glazed zone must be attained at the selected laser parameters. The time scale in Figure 2 is kept limited up to 0.5 ms because, after this time the cooling curve becomes almost flat, due to the reduction in temperature difference between surface and bulk. However, the surface temperature is observed to cool down to room temperature (298 K) after 1500 ms. If the isothermal temperature lines of melting (1933 K) and β-transus (1268 K; the critical temperature of $\alpha \leftrightarrow \beta$ phase transformation of Ti64 alloy) [31] are superimposed in the time-temperature plot, then the time of phase transformations can also be predicted. For example, at 0.12 ms the surface melting starts and subsequently solidification occurs at 0.18 ms shown in Figure 2. Similarly, when surface reaches β-transus temperature, it is encountered $\alpha \leftrightarrow \beta$ phase transformation at 0.06 ms and 0.35 ms during heating and cooling respectively. By identifying the exact time of the phase transformation and calculating heating and cooling rates for corresponding periods can predict possible phases present in the modified surface [32,33].
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**Figure 2.** Time-temperature plot of surface at the centre of the melt pool (at point O, see Figure 1) from the Ti64 thermal model for 300W laser power, 0.2mm beam width and 0.15ms residence time. Here, mp is the melting point and β-transus is the critical temperature of $\alpha \leftrightarrow \beta$ phase transformation of Ti64 alloy.

3.2. Heating and cooling rates

The slopes, $dT/dt$, of the time-temperature plot define the rates of heating and cooling during LSG modelling. The average heating and cooling rates at point O on the surface, are listed in Table 3. In this model, the average heating rate is almost five times higher than the average cooling rate which are $1.19\times10^7$ Ks$^{-1}$ and $2.41\times10^6$ Ks$^{-1}$ respectively, within the range of initial temperature 298 K and peak surface temperature 2095 K. Such higher heating and cooling rates indicate the presence of amorphous and hard phases in the microstructure of molten zone [8]. In previous studies, it is reported that, due to the short residence or exposure time, cooling rates of $10^6$ to $10^{11}$ Ks$^{-1}$ can be attained in laser processing and this intensive cooling rates freeze the equilibrium phase transformation resulting into amorphous
structure [34]. Initially, the untreated Ti64 alloy is composed of lamella of α and β phases. During LSG, when, the surface temperature rises up and crosses the β-transus, all α phases transformed into β phases. Afterwards, on the onset of cooling all β phase converted into martensitic α phases because of the rapid cooling rate. The molten zone of the surface is assumed to form mixture of amorphous and fine martensitic α, as the presence of refined martensitic α in the laser molten zone due to rapid cooling rates is reported in the literature [8]. However, different shapes of martensitic α grain can be present in the modified zone depending on the range of cooling rates and peak temperatures [35].

<table>
<thead>
<tr>
<th>dT/dt, K s⁻¹</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rate of heating</td>
<td>1.19×10⁷ (298-2095 K, 0.15 ms)</td>
</tr>
<tr>
<td>Rate of cooling</td>
<td>2.41×10⁶ (2095-298 K, 1499.85 ms)</td>
</tr>
</tbody>
</table>

3.3 Depth of Melt pool and HAZ

A temperature isotherm of the transverse cross-section of the specimen at point O (centre of the melt pool) is presented schematically in Figure 3a, where the isotherm shows temperature distribution from surface towards the centre of the half cylindrical specimen up to 60.7 μm depth for time 0.15 ms. The zoomed view of right-hand part the isotherm is presented and scaled in Figure 3b, as the temperature distribution has symmetric distribution along the line OA. The depth of melt pool and HAZ are calculated based on this temperature isotherm. The area having peak temperature above the melting point is referred as melt depth and the area lies above the β-transus, where solid state phase transformation occurs, is designated as HAZ. At 300 W laser power, the calculated depth of melt pool is 22.5 μm whereas the estimated HAZ also has same value of 22.5 μm. The molten zone probably consists of the amorphous and/or refined martensitic α phases depending on the peak temperature and cooling rates. Likewise, the different shapes and sizes of martensitic α and trace amount of β can be retained in HAZ. These amorphous and hard martensitic structure produced from the rapid cooling enhances surface hardness and wear resistance of the Ti64 alloy. Therefore, the high energy intensity and shorter residence time of LSG result into significant increase in hardness and wear resistance of treated surface which in turn magnifies the biomedical applicability of laser surface glazed Ti64 alloy.
Figure 3. a) Schematic representation of the temperature isotherm of the transverse cross-section across point O, over the surface of cylindrical specimen at time 0.15 ms for 300 W laser power and 0.2 mm beam width, b) Zoomed view of the right-hand part of the isotherm and is scaled to show depth of melt pool and HAZ.

5. Conclusions

- A 3D FEA thermal model of LSG with cylindrical specimen has been successfully developed for Ti64 alloy. This model can predict the peak surface temperature, depth of modified zone and heating and cooling rates.

- The peak surface temperature, 2095 K is achieved at for 300 W laser powers, 0.2mm beam width and 0.15ms residence time. Both melt depth and HAZ estimated from the temperature isotherm have equal value which is 22.5 μm.
• The average heating and cooling rates are $1.19 \times 10^7$ and $2.71 \times 10^6$ Ks$^{-1}$ respectively calculated from the time-temperature plot which indicate the presence of hard phases in the modified surface layer.
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