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Abstract 

We study how a bank’s willingness to lend to a previously exclusive firm changes once the firm obtains a 
loan from another bank (“outside loan”) and breaks an exclusive relationship. Using a difference-in-
difference analysis and a setting where outside loans are observable, we document that an outside loan 
triggers a decrease in the initial bank’s willingness to lend to the firm i.e., outside loans are strategic 
substitutes. Consistent with concerns about co-ordination problems and higher indebtedness, we find that 
this reaction is more pronounced the larger the outside loan and it is muted if the initial bank’s existing 
and future loans retain seniority and are protected with valuable collateral. Our results give a benevolent 
role to transparency enabling banks to mitigate adverse effects from outside loans. The resulting 
substitute behavior may also act as a stabilizing force in credit markets limiting positive co-movements 
between lenders, decreasing the possibility of credit freezes and financial crises. 
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1. Introduction 

In most countries, firms gradually move from exclusive bank-lending relationships to borrowing from 

multiple banks. Engaging multiple banks may allow firms to reduce hold-up problems (e.g., Sharpe 

(1990), Rajan (1992), von Thadden (2004), and Ioannidou and Ongena (2010)) and dampen shocks 

impacting the liquidity of their banks (e.g., Detragiache et al. (2000)). A loan from another bank, 

however, can also alter other banks willingness to lend to the firm, including the firm’s initial bank. For 

example, the willingness of a bank to lend to the firm could be perceived as a positive signal about the 

firm and thus increase others banks’ willingness to lend to the firm. More broadly, theories emphasizing 

the role of strategic complementarities in lending predict that one bank’s behavior induces a similar 

behavior from other banks. For example, if one bank cuts its lending to a firm it induces other banks to 

also claw back and vice versa. This dependency can be a source of instability in the financial system as it 

gives rise to “credit freeze” equilibria and “creditor runs” (e.g., Bebchuk and Goldstein (2011), Vives 

(2014)). Loans from other banks, however, can also decrease a bank’s willingness to lend to a firm. For 

example, concerns about possible co-ordination problems with other banks (e.g., Bolton and Scharfstein 

(1996), Bris and Welch (2005)) could trigger a decrease in the initial bank’s willingness to lend to the 

firm. Similar predictions are obtained if firms have limited debt capacity and if higher indebtedness 

increases the firm’s probability of default (e.g., Bizer and DeMarzo (1992), Parlour and Rajan (2001)).1 

Limited debt capacity and negative externalities from outside loans may thus act as a stabilizing force in 

credit markets limiting positive co-movements between lenders. We bring this prediction to the data.  

Using a difference-in-difference analysis, this paper studies how a bank’s willingness to lend to a 

previously exclusive firm changes once the firm obtains a loan from another bank (which we refer to as 

an “outside loan”) and how this change varies with the size of the outside loan and the degree to which 

the bank may be insulated from co-ordination problems and other negative externalities from such loans. 
                                                   
1 Many seminal contributions in banking and corporate finance more generally assume that firms have limited debt 
capacity and that higher debt levels increase borrowers’ moral hazard incentives (see, among others, Myers (1977), 
Holmström and Tirole (1997), Tirole (2006)). As highlighted by the literature on non-exclusivity, under such 
settings loans from other banks impose negative externalities on existing or other banks (see, among others, Bizer 
and DeMarzo (1992), Kahn and Mookherjee (1998), Parlour and Rajan (2001), Bisin and Guaitoli (2004), Attar et 
al. (2010), Attar et al. (2011) and  Bennardo et al. (2014) for a theoretical analysis of non-exclusivity in different 
game-theoretic settings covering moral hazard and adverse selection). 



3 
 

Understanding how a bank’s willingness to lend to a firm may change when another bank begins lending 

to the firm can provide important insights on factors that influence interdependencies and fragility in 

financial markets and it could be informative about the role of transparency in such settings. 

The analysis employs a unique dataset containing information on a bank’s internal limit to each firm 

in an institutional setting that allows for a meaningful test. This is obtained using internal data from one 

of the largest banks in Sweden between April 2002 and December 2008. The internal limit indicates the 

maximum amount that a bank is willing to lend to a firm. It represents the amount for which the bank’s 

loan supply curve becomes vertical. Hence, changes in the internal limit represent changes in loan supply. 

Using this information, we investigate how the bank’s internal limit to a previously exclusive firm 

changes once the firm acquires a loan from another bank. This would not be possible using data on 

outstanding loan amounts as these are equilibrium outcomes that may be driven by both demand and 

supply factors. The institutional setting in Sweden provides a meaningful ground for the analysis: there is 

a credit bureau and a collateral registry in place that allow banks to observe and react to outside loans and 

employ contractual features (e.g., collateral and other covenants) to mitigate any negative externalities.  

To control for changes in macroeconomic and banking conditions during the event window we 

benchmark the changes in the internal limit of firms that obtain loans from other banks (the treatment 

group) with the contemporaneous changes in the internal limit of otherwise very similar firms that do not 

obtain loans from other banks (the control group). The data availability allows us to match firms on a rich 

set of firm characteristics—both public and internal— to obtain treatment and control pairs that are 

similar with respect to many dimensions and are on “parallel trends” with respect to the outcome variable. 

As explained later, the internal variables play a pivotal role in this.  

Overall, we find that loans from other banks are strategic substitutes i.e., the initial bank wants to lend 

less when other banks are lending to a firm. Our estimates suggest an average treatment effect for the 

treatment firms of 6.2 to 8.9 percent (i.e., the initial bank’s internal limit to total assets ratio drops on 

average by 6.2 to 8.9 percentage points more for the treatment firms than for similar control firms). 

Additional tests suggest that it is unlikely that endogeneity and selection biases are affecting the estimated 
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treatment effect. For example,  we obtain similar results if we re-estimate our models for the sub-sample 

of treatment firms’ whose condition was either stable or improving in the immediate period following the 

outside loan, suggesting that reverse causality is unlikely to be driving the bank’s reaction. Following 

firms over time also reveals that the vast majority of the treatment firms are high quality, growing firms 

that may be turning to other banks to finance some of their existing or new projects, consistent with 

evidence in Ioannidou and Ongena (2010). As indicated by their control counterparts, their internal limits 

with the bank should have increased in the absence of the outside loan. They decreased instead.  

Consistent with concerns about co-ordination problems and higher indebtedness, we find that the 

decrease in the initial bank’s willingness to lend is more pronounced the larger the outside loan and it is 

muted if the initial bank has a floating charge on the firm. A floating charge on the firm allows the initial 

bank’s existing and future loans to maintain a senior claim on the firm’s current and future assets and 

gives the bank strong control rights in bankruptcy (see, among others, Franks and Sussman (2005), 

Gennaioli and Rossi (2013), and Cerqueiro, Ongena and Roszbach (2014)).2 Having a floating charge on 

the firm may thus insulate the initial bank from co-ordination and other negative externalities from higher 

indebtedness, which could explain why it does not adjust its willingness to lend to the firm. Additional 

tests holding indebtedness constant indicate that the initial bank’s concerns go beyond a simple debt 

capacity story to one that involves co-ordination problems and other negative externalities.  

Finally, we also study whether the initial bank further protects itself not only by changing its 

willingness to lend to these firms, but also by adjusting other loan contract characteristics on existing and 

new loans. We find that the initial bank increases its collateral requirements after the treatment firm takes 

an outside loan. We do not find any statistically significant changes in loan interest rates. Intensified 

competition between the initial and the new bank may be putting a downward pressure on interest rates. 

                                                   
2 Djankov et al. (2008) find that debt contracts secured with a floating charge are enforced more efficiently: they 
have higher recovery rates and shorter enforcement times.  
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Ioannidou and Ongena (2010), for example, find that banks compete for customers by offering low 

interest rates to new customers to attract them in.3  

Our paper contributes to an ongoing debate about the role of transparency in financial markets (see, 

e.g., Simon (1989), Musto (2004), Greenstone, Oyer, and Vissing-Jorgensen (2006), and Leuz and 

Wysocki (2008)). Transparency—mechanisms that facilitate information transmission between market 

participants— may have differential effects depending on whether loans are strategic complements or 

substitutes. Hertzberg, Liberti and Paravisini (2011), for example, identify a “dark side” to transparency 

in an environment where loans from other banks are strategic complements. In a setting where a firm’s 

repayment ability depends positively on loans from other banks, the authors show that banks decrease 

their lending to the firm when they expect other banks that are currently lending to the firm to crawl back. 

Exploiting an increase in information sharing about some firms, the authors find that banks possessing 

private negative information cut their lending in anticipation of this information becoming public. 

Transparency in their setting reinforces reactions to bad news and gives rise to credit freezes and creditor 

runs. Our findings suggest that firms’ limited debt capacity and negative externalities from other banks 

may act as a stabilizing force in credit markets limiting positive co-movements between different lenders. 

This result depends crucially on the initial bank not being insulated from the increased risk and being able 

to observe loans at other banks as to take actions. Our results thus give a more benevolent role to 

transparency allowing banks to mitigate risk exposures. Importantly, our results are not necessarily 

informative about how a bank may react in a setting where existing lenders crawl back. 

The remainder of the paper is organized as follows. Section 2 reviews the literature and develops 

three testable hypotheses. Section 3 presents the data and the institutional setting, while Section 4 

describes our identification strategy. Section 5 discusses our results and various robustness checks and 

Section 6 concludes.  

 

                                                   
3 This paper and Ioannidou and Ongena (2010) study firms that break an exclusive lending relationship by turning to 
another bank but focus on different aspects. While this paper focuses on what happens to the firms’ credit conditions 
at their initial bank once they break an exclusive relationship, Ioannidou and Ongena (2010) study the loan interest 
rates that these firms receive from their new banks (vis-à-vis their initial banks) and how they develop over time. 
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2. Literature Review and Testable Hypotheses 

To structure our empirical analysis, we first discuss why a loan from another bank could alter the 

initial bank’s willingness to lend to a firm drawing from the extant theoretical literature and summarize 

the key insights from this discussion into three testable hypotheses.4 

Theories emphasizing the role of strategic complementarities in lending argue that, all else equal, 

a loan from another bank could increase a bank’s willingness to lend to a firm. There could be several 

reasons for this. A loan from another bank could be perceived as a positive signal about a firm’s quality 

and thus increase the initial bank’s willingness to lend to the firm (e.g., James (1987), Biais and Gollier 

(1997)). An outside loan could also facilitate a worthwhile project that the initial bank cannot (or does not 

want to) finance alone (e.g., due to lack of sufficient liquidity as in Detragiache et al. (2000) or a too large 

exposure to the firm).5 The involvement of another bank could also increase the firm’s prospects. The 

other bank, for example, could have complementary expertise on the firm’s project or a new area of 

expansion. Outside loans in this case would be strategic complements (i.e., the willingness of one bank to 

provide credit to a firm, reinforces another bank’s willingness to lend to the firm) with the size of the 

complementarities increasing in the size of the other bank’s involvement. 

Theories emphasizing the role of strategic complementarities in lending are often referred to as 

theories of “credit freezes” or “creditor runs”. Such theories are behind mechanisms of financial crises 

and fragility in financial markets (see Bebchuk and Goldstein (2011) and Goldstein (2012)). The source 

of instability in these theories arises from the interdependence in the firm’s ability to repay its loans on 

the actions of other banks towards the firm or towards other parties that interact with the firm. In our 

context, when a firm engages another bank, its repayment ability to the initial bank becomes dependent on 

the actions of the other bank towards the firm. The prospect of co-ordination problems arising from this 

                                                   
4 Because of data availability and the institutional setting in Sweden, our analysis concerns only bank loans to firms. 
The theory, however, is more general and applies to any type of borrower and lender. To match the empirical 
analysis that follows our discussion in this section is framed in terms of banks and firms. 
5 We believe that this possibility is rather unlikely in our setting. As discussed later on, the bank in our dataset is one 
of the largest banks in Sweden, while the vast majority of the firms in our sample are small and medium size 
enterprises. Moreover, until the end of the sample period (2008), Sweden was relatively unaffected by the financial 
crisis. Hence, bank liquidity constraints seem unlikely in our sample.  
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co-dependence could actually induce the initial bank to decrease its willingness to lend to the firm.6 Loans 

from another bank will be strategic substitutes in this case. The degree of substitutability may increase in 

the size of the outside loan as larger outside loans could give rise to more co-ordination problems.  

Loans from other banks could be strategic substitutes for additional reasons. If firms have a 

certain “debt capacity” (i.e., a maximum amount of debt they can support given their assets), a loan from 

another bank should trigger a decrease in the initial bank’s willingness to lend as the outside loans use up 

some of the “slack” on the firm’s debt capacity.7 In the absence of other positive or negative externalities 

from outside loans, if firms have a limited debt capacity, an outside loan should trigger an equal decrease 

in the initial bank’s willingness to lend to the firm, while a similar size loan from the initial bank should 

trigger no reaction as the firm is merely moving along its supply curve with the initial bank.  

If debt levels matter, however, outside loans are likely to generate additional negative 

externalities to the initial bank and thus trigger a larger negative reaction. As highlighted by the literature 

on the non-exclusivity of financial contracts, the higher total indebtedness could increase the firm’s 

probability of default, inducing a devaluation on the initial bank’s existing loans to the firm that is not 

taken into account by the new bank. This is in sharp contrast to a one-bank environment where all effects 

of additional loans are internalized. The specific channel through which the probability of default 

increases varies across models. In Bizer and DeMarzo (1992) and Bennardo et al. (2014), the outside 

loans exacerbate moral hazard: the higher total indebtedness reduces the firm’s work effort resulting in a 

higher probability of default as in Holmström and Tirole (1997). In Parlour and Rajan (2001) and 

                                                   
6 Several seminal contributions in banking and corporate finance highlight such co-ordination problems. Bolton and 
Scharfstein (1996), for example, point to higher costs of debt renegotiation and reduced expected liquidation values 
potentially leading to asset grabbing and creditor runs (see also von Thadden, Berglof and Roland (2010)). Brunner 
and Krahnen (2008) study how banks in Germany aim to mitigate coordination problems by forming “bank pools” 
(i.e., lender coordination through private contracting) when firms are in distress. Bris and Welch (2005) argue that 
more valuable firms may prefer to limit the number of creditors to discipline them, and Ongena, Tümer-Alkan and 
von Westernhagen (2012) suggest that it may be better for a debtor to deal with a relationship lender that has lower 
monitoring costs. Finally, Perotti and Spier (1993) argue that increased leverage (e.g., through equity for debt 
swaps) may be a tool to induce concessions from senior creditors. 
7 The concept of debt capacity is referred to in theoretical and empirical works in corporate finance. Myers (1977), 
for example, defines debt capacity as the point at which an increase in the use of debt reduces the total market value 
of the firm’s debt. Others define it as “sufficiently high” debt ratios such that the cost of financial distress curtails 
further debt issues. In theoretical models such as Holmström and Tirole (1997) or Tirole (2006), debt capacity is 
determined by the pledgeable income to outside investors. 
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Bennardo et al. (2014), the non-exclusivity creates incentives for strategic default. These incentives 

increase in the total amount borrowed and the fraction of assets that firms can exempt from bankruptcy 

proceedings.8  

Overall, it is theoretically unclear whether an outside loan should trigger an increase or decrease 

in the initial bank’s willingness to lend to a firm. This is ultimately an empirical question, which 

motivates our first two hypotheses:  

 

(H1): If outside loans are strategic complements, an outside loan should trigger an increase in the initial 

bank’s willingness to lend to a firm. Everything else equal, a larger outside loan should trigger a larger 

positive reaction in the initial bank’s willingness to lend.  

 

(H2): If outside loans are strategic substitutes, an outside loan should trigger a decrease in the initial 

bank’s willingness to lend to a firm. Everything else equal, a larger outside loan should trigger a larger 

negative reaction in the initial bank’s willingness to lend. 

 

Next, we discuss how contractual features that banks could employ can mitigate co-ordination 

problems and negative contractual externalities from outside loans. In principle, banks could use 

covenants that make loan terms contingent on future borrowing from other sources. It has been argued, 

however, that such covenants are not widely used because they introduce other inefficiencies and are 

difficult to apply in practice.9 Moreover, the ability of covenants to mitigate the increased risk is also 

                                                   
8 Because new banks do not pay for the externality on the existing loans, they can offer loans with more attractive 
terms and create incentives for opportunistic lending (see Bennardo et al. (2014)). 
9 For example, using of debt covenants creditors could permit future borrowing only with the approval of existing 
creditors. This, however, would give veto power to existing creditors and open the door to hold-up problems (see 
Smith and Warner (1979) and Bizer and DeMarzo (1992)). Although hold-up problems could be mitigated if 
contracts could specify ex ante the exact circumstances under which borrowing would be allowed, designing fully 
state-contingent contracts is very difficult in practice and often prohibitively expensive. Making debt callable is an 
alternative mechanism. As pointed out in Bizer and DeMarzo (1992), this would solve the problem only if the call 
price equals the fair market value of debt in the absence of further borrowing. For this to be true the contract would 
either have to specify the fair market value ex ante, which is as complex as writing a fully state-contingent contract 
or base the call price on the ex post market price of debt, which again gives rise to hold-up problems.  
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bounded by limited liability and in some cases they may even aggravate problems by creating incentives 

for opportunistic lending (see Attar et al. (2010)).  

Another approach, first discussed in Fama and Miller (1972), is to prioritize debt (i.e., allow the 

initial bank’s existing debt to the firm to retain seniority over new loans). While prioritization avoids 

dilution of prior debt, as Bizer and DeMarzo (1992) point out this will not solve externalities from 

sequential contracting if the higher levels of debt increase incentives for moral hazard.10 Asking firms to 

pledge collateral could mitigate the increased risk by reducing the lenders losses in the event of default 

and/or mitigating the firms’ likelihood of default. Collateral, for example, could help lenders select better 

quality firms (e.g., Bester (1985, 1987)). It could also help induce better behavior ex post. In Holmström 

and Tirole (1997), for example, the fear of losing the pledged assets mitigates incentives for moral hazard 

by inducing firms to exert higher effort. Similarly, in Parlour and Rajan (2001), collateral provides a 

credible commitment not to engage in strategic default since it is by definition a non-exempt asset.11  

A floating charge on the firm’s assets—a special form of collateral that carries over to future 

loans— could be an effective way to mitigate the extra risk from outside loans. In addition to the 

functions of collateral highlighted above, taking a floating charge on the firm allows the initial bank’s 

current and future loans to maintain a senior claim on the firm’s current and future assets, preventing 

subsequent lenders from undermining their seniority.12 Other types of collateral such as fixed charges, 

pledges, and liens may be less effective in preserving the seniority of the existing lender as they do not 

extend beyond the specified assets and loans.13 A floating charge on a firm could also help mitigate co-

ordination failures and premature liquidations. Recent work by Gennaioli and Rossi (2013) argues that a 

                                                   
10 Ayotte and Skeel Jr (2013) discuss how prioritization influences co-ordination problems in an environment where 
creditors need to decide on new loans or to renegotiate outstanding loans in bankruptcy. They argue that different 
layers of seniority imply that creditors will benefit differentially, aggravating co-ordination problems. 
11 In the context of Attar et al. (2010) valuable collateral could be viewed as a way to sidestep limited liability (i.e., 
an alternative to using courts to enforce unlimited liability). 
12 A floating charge is a general security interest that pertains to a broad pool of a company’s assets including 
intangibles or circulating capital e.g., cash, receivables, and future cash flows and assets (see, for example, Franks 
and Sussman (2005) and Cerqueiro, Ongena and Roszbach (2014)). These assets are not individually identified. The 
property underlying the floating charge can constantly change as part of the firm’s normal course of business. The 
floating charge extents automatically to any underlying property acquired by the firm while the debt is outstanding 
and can be re-used once the debt is repaid.  
13 Fixed charges, pledges, and liens are security interests on specified assets and loans and as such do not carry over 
to any unspecified current or future assets and loans. 
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floating charge gives its holder strong control rights over the reorganization vs. liquidation decision of a 

firm and an “equity-like” stake on the reorganization proceeds, preventing premature liquidations and co-

ordinations failures between multiple creditors. This leads us to our third testable hypothesis: 

 

(H3): If a floating charge on a firm mitigates co-ordination problems and other negative externalities 

from outside loans, everything else equal, a loan from another bank should lead to a smaller decrease in 

the initial bank’s willingness to lend. 

 

3. Data and Institutional Setting 

The paper makes use of a unique dataset containing information on all corporate clients of one of 

the four largest banks in Sweden.14 In particular, the data contain detailed information on the contract and 

performance characteristics of all commercial loans between April 2002 and December 2008 as well as 

information about the borrowing firm. For each loan, we observe the origination and maturity dates, type 

of credit, loan amount, interest rate, fees, collateral as well as its subsequent performance. For each firm, 

we observe its industry, ownership structure, credit history, credit scores as well as the bank’s internal 

limit to the firm—our key dependent variable. 

A bank’s internal limit to a firm indicates the maximum amount that the bank is willing to lend to 

the firm. It is based on the firm’s perceived creditworthiness and repayment ability and is set by a credit 

committee during the so called “limit review meetings”. It is an internal variable that is not communicated 

to the firm and does not involve any commitment to the firm.15 Loans to a firm cannot exceed this limit. 

Changes in the internal limit are determined by the credit committee during a review meeting where the 

firm’s repayment capacity is re-evaluated. From an economic point of view, the internal limit can be 

thought as the point where a bank’s loan supply becomes vertical. Hence, changes in the internal limit 

                                                   
14 The Swedish banking market is rather concentrated with the four largest banking groups accounting for around 80 
percent of total banking assets. At the end of 2003, there were a total of 125 banks established in Sweden.  
15 This is in sharp contrast to credit lines that are communicated and typically committed (see, for example, Jiménez 
et al. (2009), Sufi (2009), and Norden and Weber (2010) on the role of credit lines in alleviating financial and 
liquidity constraints). Although internal limits are not directly communicated, firms could indirectly learn their 
internal limits when they become binding. We return to this point when we discuss our methodology. 
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capture changes in loan supply. Economic theory motivates the existence of such limits on the inability of 

price and other mechanisms to clear credit markets (Stiglitz and Weiss (1981)).16 From an internal 

organizational point of view, internal limits alleviate the need for a committee review meeting for the 

approval of every loan and grant some degree of autonomy to loan officers.  

To determine a firm’s internal limit the credit committee makes use of both internal proprietary 

information (e.g., the loan officer’s report) as well as external public information on the firm’s repayment 

ability. Anticipated demand from the firm is not a factor that is taken into account. The loan officer’s 

report to the committee does not include information on anticipated demand from the firm.17 Important 

information about a firm’s repayment ability and exposures with other counterparties is obtained from the 

main Swedish credit bureau, Upplysningscentralen (UC), and the firm. Through UC the bank can observe 

whether the firm had recent repayment problems with other bank and/or other non-bank counterparties. It 

can also observe the firm’s external rating, and the value of collateral on all outstanding bank loans. The 

information is updated monthly and at any point in time the bank can obtain a report for the past twelve 

months. Through UC the bank can also observe whether other banks or creditors have requested 

information about one of their clients, which can give a signal to the bank that their firm may be 

“shopping” around for credit. The identities of the other banks or creditors cannot be observed through 

the registry. The bank, however, can and typically follows up by requesting additional information 

directly from the firm either at the firm’s annual re-evaluation meeting or earlier if deemed necessary.18 

A firm’s internal limit is typically re-evaluated once a year during a limit review meeting 

scheduled a year earlier at the end of the previous meeting. However, if the firm’s condition changes 

substantially, the meeting could be moved to an earlier date. Such interim meetings maybe associated 
                                                   
16 The seminal work of Stiglitz and Weiss (1981) highlights that the higher risks associated with higher amounts of 
borrowing cannot always be priced through higher interest rate as the interest rate itself may affect the riskiness of 
the pool of borrowers they attract through adverse selection, moral hazard or both. Hence, above a certain level of 
borrowing, a bank is unwilling to lend more no matter what the interest rate is. The internal limit represents this 
amount. Other non-price mechanisms such as collateral and other covenants could expand the bank’s willingness to 
lend to a firm (see, among others, Bester, 1985, 1987; Boot, Thakor, and Udell, 1991; Boot and Thakor, 1994), but 
do not fully eliminate ex post frictions as borrower moral hazard and other frictions may kick in. We highlighted 
some of these frictions in our earlier discussion on the role of collateral and other covenants. 
17 In subsequent robustness analysis we further study the potential role of anticipated demand in our analysis.  
18 The information that loan officers collect from the firm includes items such as revenues, on-going expenses, as 
well as detailed information on how operations are financed.    
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with more intense monitoring (Cerqueiro, Ongena, and Roszbach (2014)). One potential concern, 

however, is that interim meetings may be triggered by increased demand from the firm, which would 

make the internal limits dependent on firms’ loan demand. To investigate this possibility, we examine 

adjustments in the internal limits following interim vs. predetermined meetings. If increased loan demand 

is driving interim meetings and the resulting adjustments in the limits, we would observe that a larger 

fraction of interim meetings, as opposed to meetings that take place on time, are followed by upward 

revisions of the internal limits. We find that this is not the case. About 42 percent of meetings take place 

earlier than their predetermined annual date, 7 percent of which are followed by an increase in the limit. 

The corresponding number for meetings that take place on time is 6 percent, which is very similar 

suggesting that demand is unlikely to be driving these adjustments in the interim meetings.  

In sum, the Swedish institutional setting is such that it allows banks to learn whether one of their 

customers obtains loans from another bank and thus take measures to mitigate some of the resulting 

externalities— an important prerequisite for our analysis. Moreover, Swedish firms have few bank-

lending relationships (see, for example, Ongena and Smith (2000)), which implies that non-exclusivity 

events are an integral part of this institutional setting. This is not the case in Italy, for example, where 

most firms have multiple bank lending relationships. Hence, the combination of institutional features and 

data availability provides a unique opportunity to examine how banks view outside loans by studying how 

the internal limit changes following the origination of loans from another bank.  

To obtain additional information about the firm, the bank dataset is merged with accounting data 

from the main credit bureau, UC, and information from the Swedish registration office, Bolagsverket. 

Accounting data are only available for corporations. This implies that our sample consists only of limited 

liability firms. To determine a firm’s age, the firm’s date of registration is obtained from Bolagsverket. 

The available information from Bolagsverket allows us (as well as current or prospective lenders) to also 

determine whether the firm has posted a floating charge on any of its outstanding loans. This type of 

information has been found to facilitate a more efficient use of collateral in debt contracts (Haselmann et 
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al. (2010)). Data on the value and volatility of the fixed and floating charge assets are obtained from the 

bank dataset and the firm’s accounting statements.19  

Loan covenants are little used in Swedish business lending. While the bank dataset does not 

include any indicators on this, a recent survey by Hansson and Lennartsson (2011) shows that the five 

largest banks in Sweden (our bank is one of them) make little use of loan covenants. Out of 155 loan 

officers, 17 percent indicated that they never used covenants and about 58 percent indicated that they use 

covenants only rarely. This is line with what the bank told us when we asked them about their use of 

covenants and an earlier survey conducted by the Riksbank in 2004, where Swedish loan officers were 

asked about their use of covenants in loan agreements. Hansson and Lennartsson (2011) indicate that the 

main reason banks do not use covenants is because they favor the use of the floating charge instead.20 

Covenant violations give a bank rights to “call in” a loan prior to maturity, which they argue is less 

beneficial than a floating charge. Taking a floating charge on a firm allows the bank’s current and future 

loans to maintain a senior claim on the firm’s current and future assets and in combination with a negative 

pledge clause on the security agreement they prevent future lenders from undermining their seniority.21 

 

4. Methodology 

Below, we describe in detail how our treatment and control groups are defined as well as the firm 

characteristics that we match on and why the resulting matched control firms give a reasonable proxy of 

the unobserved counterfactual.  

 

A. Treatment and Control Groups: Definition and Descriptive Statistics 
                                                   
19 The law determines the types of assets that can be pledged under a floating charge claim and the creditors’ rights 
when a borrower defaults. As of 2004, a floating charge includes inventory, accounts receivable, equipment, real 
estate, financial assets such as cash, bank deposits, bonds, and stocks and can be invoked during bankruptcy like 
other collateral types (see Lag (2003:528) om Företagsinteckningar and Cerqueiro et al. (2014)).  
20 This is also consistent with recent evidence for loans to small firms in the US. Using a proprietary database, 
Minnis and Sutherland (2014) find that US banks’ make very infrequent use of covenants when lending to small 
privately held firms in the US. Covenants are present in only 1% of their 4,518 loans. They find instead that 
collateral and other mechanisms such as relationship length and borrower reputation are more important.   
21 Under the Swedish bankruptcy law a fixed charge enjoys a higher priority over a floating charge even if it is 
subsequently issued. Hence, banks typically combine the floating charge with negative pledge clause on the security 
agreement that prohibits firms from issuing a fixed charge on their floating charge assets. 
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The treatment group consists of firms that enter the sample with an exclusive relationship with 

our bank and during the sample period obtain a loan from another bank.22 We define a relationship as 

exclusive if the firm borrows only from our bank for at least one year and we refer to the first loan(s) 

from other banks as “outside loan(s)”.23 Loans from the firm’s initial bank are referred to instead as 

“inside loans”. We identify whether a firm obtains an outside loan by comparing the bank’s total 

outstanding loans to the firm with the firm’s total bank debt reported in the firm’s annual accounting 

statements. This allows us to once a year identify whether a firm borrows from other banks.24 To 

investigate how the bank responds to an outside loan, we compare the internal limits around the time of 

the non-exclusivity event.  

Figure 1 illustrates our event window. Let 't  indicate when the firm obtains a loan from another 

bank (i.e., when the non-exclusivity event takes place). Let t0 indicate the time that the firm’s first 

accounting statements following the non-exclusivity event are reported (i.e., this is when we can first 

observe the outside loan(s)) and t0-12 indicate the time of the firm’s last accounting statements prior to 

the non-exclusivity event. Since the bank decides on the internal limit once a year, there are two 

possibilities about the timing of any reaction following the non-exclusivity event: the meeting is held 

either sometime between 't  and t0 or between t0 and t0+12. Hence, to evaluate how the bank reacts to the 

non-exclusivity event we study changes in the bank’s internal limits between t0-12 and t0+12.25 To further 

investigate the timing of these changes we also present results for the year prior to the event window and 

for the two sub-periods of the event window separately (between t0-12 and t0 and between t0 and t0+12).  

(Insert Figure 1 about here) 

Due to the length of the event window and the available sample period, the treatment group 

contains firms that obtain a loan from another bank any time during the period 2004:04 to 2007:12. Given 

                                                   
22 About 70 percent of firms in the sample have a single-bank lending relationship. 
23 The results presented in the paper are robust to using two or three years cut-offs, even though the sample is then 
substantially reduced. Results are available from the authors upon request. 
24 This includes commercial, savings, and co-operative banks that are either domestic or foreign owned. 
25 If the firm’s relationship with the bank is terminated prior to t0+12, we use the last observed limit between t0 and 
t0+12. This involves 6 percent of the treatment firms. About 5 percent of Swedish firms have accounting periods 
longer than one year. We exclude those firms from our sample.  
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that data are available between 2002:04 and 2008:12, this allows us to verify that all firms enter the 

sample period with at least one year exclusive relationship with our bank and gives us one year after the 

last possible non-exclusivity event to observe the bank’s limit at t0+12. We omit firms with an internal 

limit lower than SEK 100,000 (approximately $14,000) at time t0-12 since such small exposures are 

typically determined rather “mechanically”.26 We also do not include non-exclusivity events with 

amounts less than 1 percent of the firm’s internal limit at t0-12 as these may stem from noise in combining 

different data sources. Since our goal is to study how the bank’s loan supply reacts to the outside loan, we 

do not include firms whose limit at t0-12 is binding (i.e., it is equal to their outstanding loans and unused 

credit lines at t0-12) and thus could be driven by both demand and supply factors. This yields 991 

treatment firms.  

Figure 2 reports the number of treatment firms in each year as a percentage of the firms with an 

exclusive bank-lending relationship for which the internal limit is not binding. As can be observed in 

Figure 2, this percentage is fairly constant over time varying between 4.5 and 5.5 percent and is 

comparable to rates found in other studies (e.g., 4 percent in Farinha and Santos (2002) for Portugal and 

4.5 percent in Ioannidou and Ongena (2010) for Bolivia). 

(Insert Figure 2 about here) 

To control for changes in macroeconomic and banking conditions during the event window we 

employ a difference-in-difference analysis using a matching procedure. Matching methods estimate the 

counterfactual outcome—the treatment firms’ internal limit in the absence of an outside loan—using the 

outcomes of a sub-sample of otherwise “similar” control firms. A matching technique requires that the 

treatment and control groups contain similar firms and that the matched firms are on “parallel trends” 

with respect to the outcome variable. The existing literature suggests that this is not unlikely. Although a 

firm may want to obtain credit from another bank it may not always be able to— at least not 

instantaneously. Information asymmetries between existing and new banks may prevent firms from 

obtaining credit elsewhere. In Sharpe (1990), for example, when a high quality firm tries to obtain credit 

                                                   
26 For example, firms may hold a company credit card with a minimum amount. Since we want to focus on strategic 
interactions, we do not include such automated decisions. 
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from a new uninformed bank it gets pooled with low quality firms and is offered higher loan rates. This 

implies that high quality firms are less likely to accept an offer from a new bank and that low quality 

firms are more likely to accept such offers. In an amended version of the Sharpe’s (1990) model, von 

Thadden (2004) shows that because of “winner’s curse” banks compete with other banks for their 

customers using “optimal randomization” for borrowers that are at least to them observationally identical. 

This implies that the treatment and control groups may contain very similar firms (i.e., there is “overlap”). 

It also implies that a higher proportion of treatment firms is of lower quality with respect to factors that 

are observable to their initial, but not to the new bank. Evidence in Ioannidou and Ongena (2010) 

corroborates this prediction. The authors find that although most switching firms are high quality firms 

with respect to observable characteristics, a larger fraction of them is worse with respect to unobservable 

risk characteristics than a random draw of the population would suggest (see Figure 5 in Ioannidou and 

Ongena (2010)). Hence, one needs to match not only on publicly observable firm characteristics, but also 

on factors that may be unobservable to the new bank, but are observable to the initial bank and affect its 

credit policies towards the firm. Our matching procedure is geared to meet this challenge.  

We begin by identifying a possible set of matched control firms. This includes firms that, like the 

treatment firms, have an exclusive relationship with our bank at t0-12 for at least one year, but unlike the 

treatment firms retain this exclusive relationship for at least until the end of the event window, t0+12. 

Using information from the accounting statements, the credit bureau, and the bank dataset we match these 

two groups with respect to several firm characteristics at the beginning of the event window, t0-12. The 

set of publicly observable characteristics includes industry, age, size, asset growth, tangible assets, cash 

flows, indicators of leverage such as total debt to total assets and total bank debt to total assets, external 

credit rating, and indicators of recent repayment problems. Some of these variables are observable (to us 

and other banks) through the firm’s accounting statements. Others are observable through the credit 

bureau. This yields our first set of matching variables, which we refer to as “Match 1”. To control for 

bank proprietary information we additionally match on the firm’s internal limit, the distance to limit (i.e., 

the difference between the firm’s internal limit and its outstanding bank debt and committed but unused 
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credit lines), and the interest rate on the most recently originated loan at the initial bank.27 This yields our 

second more preferred matching set, which we refer to as “Match 2”.28 Table 1 provides detailed 

definitions for all matching variables as well as all other variables used in the paper. 

(Insert Table 1 about here) 

For our benchmark analysis, we match on each of these variables individually at t0-12. For 

discrete variables, we use exact matching. For continuous variables, we use caliper matching using a 0.5 

standard deviation radius for each of our matching variables. Our matching technique retains any pair that 

satisfies the matching criteria even if a matched control firm is also a control for another treatment firm 

(i.e., we allow for “replacement”) or a treatment firm has more than one control firm that satisfy the 

matching criteria. Replacement allows for better matches and less bias, but at the expense of precision 

(Rosenbaum (1995)). Allowing for multiple control firms, allows treatment firms that are more likely to 

satisfy the overlap assumption to have more weight in the estimation. These are clearly subjective 

choices. Hence, following good practice in the literature, we report several robustness checks using 

different estimation methods. 

Our baseline matching exercise yields 1,502 pairs corresponding to 290 treatment firms and 947 

control firms for Match 1 and 302 pairs with 125 treatment firms and 260 control firms for Match 2. As 

can be observed in Table 2, the treatment firms for which a match can be found are of better quality than 

their 991 treatment counterparts, especially in Match 2. They are older, smaller firms, with lower growth, 

more tangible assets, higher profitability, higher leverage ratios, and lower default risk (e.g., lower default 

probabilities, better ratings, and perfect credit histories). Hence, by matching we retain the sub-sample of 

treatment firms that are of high quality and maybe turning to another bank because of changing needs or 

because they were able to secure better terms at the new bank. We return to this in robustness checks later 
                                                   
27 When a firm has more than one recently originated loan at t0 – 12, we use the highest interest rate among them. 
Similar results are obtained if we use the average interest rate or the bank’s internal rating instead. Matching on the 
interest rate as opposed to ratings is preferred because the ratings are sometimes missing.  
28 Matching on internal variables such as loan interest rates and internal limit also helps control for other variables 
that are important in shaping financial contracts such as relationship length (Ioannidou and Ongena (2010)). In 
unreported descriptive statistics we in fact confirm that the treatment and control firms in Match 2 are also similar 
with respect to relationship (both economically and statistically). For the entire sample and for Match 1 we instead 
find statistically significant differences between the two groups. As discussed later, additionally matching or adding 
relationship length as a control variable has no material effect on the paper’s key results. 
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on when we follow the treatment firms over time to study how they fair relative to their matched control 

firms in the year or so after the outside loan. As can be observed in Table 2 the outside loan is quite 

sizeable. In all samples, the median outside loan is 5 percent of the firm’s total assets. Given a median 

debt to total assets ratio of 21 to 33 percent (depending on the sample), this implies that the median 

outside loan is somewhere between 24 to 15 percent of the firm’s total debt with the bank. 

(Insert Table 2 about here) 

Next, we compare the differences between the treatment and control groups. As can be observed 

in Table 2, matching removes a lot of the differences between the two groups. However, important 

differences remain, particularly in Match 1. In Match 1 the treatment firms are slightly younger, faster 

growing, with lower leverage, and perfect credit histories, but with higher default probabilities and worse 

credit ratings. This is not the case in Match 2. The two groups of firms are much more similar and the 

small differences that remain suggest that the treatment firms maybe of slightly better quality. 

Nevertheless, as can be observed at the bottom of Table 2, while in the year prior to the outside loan the 

two sets of firms in Match 2 are on similar paths with respect to their limits, this changes dramatically 

after the outside loan, with their limits being substantially and differentially reduced relative to their 

matched counterparts. While the treatment firms’ limit is reduced by 6 to 4 percent, the limit of their 

matched control firms increased by 2 to 4 percent.29 Taken literally, these results suggest that while the 

treatment, firms’ limit should have increased by 2 to 4 percent, it decreased by about 6 to 4 percent.  

While the differences in their characteristics presented above cannot explain the differential 

decrease in the treatment firm’s internal limits, in the empirical analysis that follows we weight 

observations based on the quality of the match. The weights are based on a distance measure that is 

obtained by first standard normalizing the matching variables and then calculating the distance between 

each pair by summing their absolute differences. Larger weights are assigned to control firms for which 

                                                   
29 In unreported tests, we also tested whether the changes in the internal limits reported at the bottom of Table 2 are 
each individually different from zero. In all cases the reported average changes were found to be statistically 
different from zero at least at the 10 percent level.  
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the distance is smaller.30 This allows us to more precisely estimate the treatment effects of interest and 

reduce possible biases arising from differences between the two groups. As can be observed in Table 3, 

putting more weight on the better matches helps remove any remaining differences between the matched 

pairs.  

(Insert Table 3 about here) 

 

B. Empirical Specifications 

Using the matched samples, we estimate the following baseline model:  
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between the treatment firms and the matched control firms scaled by their respective total assets at t0-12, 

which we refer to as the bank’s standardized response:  
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The dependent variable is scaled by total assets to enhance comparability across firms of different 

size and we use total assets prior to the outside loans to avoid endogeneity problems. α  is the constant 

term and ε  is the error term in equation (1). The constant term, α , measures the average change in the 

bank’s willingness to lend to the treatment firms, known as the average treatment effect for the treated 

(ATT). A positive and statistically significant α  is consistent with the net empirical dominance of 

                                                   
30 We calculate the weights as follows. Let Di,j be the distance between treatment firm i and control firm j. The 
weight for each pair is calculated as (1/ Di,j)/∑j (1/ Di,j), such that the sum over each treatment firm equals one. 
Unreported estimations show that results are robust to alternative weighting schemes, such as, for example, equal 
weights. 
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theories predicting an increase in the initial bank’s willingness to lend the firm, implying that outside 

loans are on average strategic complements (H1). A negative and statistically significant α  is instead 

consistent with the net empirical dominance of theories predicting a decrease in the initial bank’s 

willingness, implying that outside loans are on average strategic substitutes (H2).  

To further study how the ATT varies with the outside loan, we augment equation (1) adding the 

size of the outside loan scaled by total assets at t0-12, OutsideLoan, as an explanatory variable: 

 

                           
controltreatmentttt AssetsLimit ,120120,120

)/( −−+∆  = α + β1OutsideLoan + ε                         (2) 

 

The constant term, α , measures the ATT effect when the OutsideLoan is zero, while 1β  

measures the degree to which the ATT effect varies with the size of the outside loan. A positive 

(negative) and statistically significant 1β  is consistent with H1 (H2).  

To test H3, we augment equation (2) introducing an interaction between the OutsideLoan and a 

variable Z indicating whether the initial bank’s claims are protected with a floating charge: 

 

    
controltreatmentttt AssetsLimit ,120120,120

)/( −−+∆  = α + β1OutsideLoan + β2OutsideLoan×Z + β3Z + ε,   (3) 

 

The constant term, α , measures the ATT effect when the OutsideLoan is zero and the initial bank loans 

are not protected. 1β  measures the degree to which the ATT effect varies with the OutsideLoan when its 

loans are not protected and 2β  measures the difference in the ATT effect when the initial bank’s loans are 

protected. Finally, 3β  measures the ATT effect when the initial bank claims are protected and the 

OutsideLoan is zero. Hence, a negative 1β , a positive 2β , and zero or statistically insignificant 3β  are 

consistent with H3.  

Table A1 in the Appendix provides descriptive statistics on the characteristics of treatment firms 

in Match 2 with and without a floating charge. The firms with and without floating charge are very 
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similar. The only statistically significant difference between them is with respect to size and interest rates: 

firms with a floating charge are larger and pay lower loan interest rates. With respect to other 

characteristics, they are younger, faster growing, with higher profitability, higher leverage ratios, and 

better ratings. However, none of these differences is statistically significant as the matching exercise 

neutralizes some of the unconditional differences between firms with and without a floating charge.31  

For our benchmark analysis, equations (1) – (3) are estimated at the matched treatment and 

control pairs using weighted least squares, putting more weights on the better matches. Standard errors 

are clustered at the treatment firm level.32 In robustness checks, we confirm that our results are robust to 

the use of alternative matching techniques (i.e., including distance or matching errors as controls, keeping 

one observation per treatment firm using the closest match, matching with propensity scores). 

 

5. Results  

The results section is structured as follows. We first document the bank’s average reaction after 

the firm obtains a loan from another bank and the degree to which the bank’s reaction depends on the size 

of the outside loan (H1 and H2). We then examine whether the bank’s response depends on whether its 

existing and future loans are protected with a floating charge (H3) or other collateral. Next, we try to 

understand which groups of theories discussed earlier maybe driving the bank’s reaction to the outside 

loan. In subsequent analysis, we also study whether the bank adjusts other margins such as interest rates 

and collateral. Finally, we present results of several robustness tests: reverse-causality tests, and tests for 

other alternative explanations, and results using alternative matching and estimation techniques. 

 

5.1. The Bank’s Average Reaction and the Size of the Outside Loan: Test of H1 and H2 

                                                   
31 Comparing firms with and without a floating charge prior to matching reveals that firms with a floating charge are 
less profitable, have higher probabilities of default, and worse ratings than firms without a floating charge. This is 
consistent with banks requiring a floating charge from riskier borrowers. By studying high quality firms we 
essentially neutralize this channel. Results in Cerqueiro, Ongena, and Roszbach (2014) indicate that there are 
additional differences in industry composition between the two groups of firms emanating from different asset 
structures across industries. In our empirical analysis, we match on industry taking care of such differences. 
32 Results are robust to also clustering with respect to both the treatment and control firms. We do not report those as 
our benchmark as the procedure does not allow us to use weighted least squares. 
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Table 4 reports our main findings with respect to H1 and H2 using our two matching samples.33 

We report results for Match 1 in Panel A and corresponding results for Match 2 in Panel B. Column (I) 

reports the average change in the bank’s willingness to lend when the firm gets an outside loan (i.e., the 

ATT from equation (1)). Column (II) documents how the bank’s response varies with the size of the 

outside loan (equation (2)). The remaining columns of Table 4 report modified specifications of equations 

(1) and (2) to further investigate the timing of the bank’s reaction by looking at the year prior to the event 

window (between t0-24 and t0-12) and by splitting the event window in two (between t0-12 and t0 and 

between t0 and t0+12).  

(Insert Table 4 about here) 

The results in Columns (I) and (II) indicate that an outside loan is followed by a decrease in the 

initial bank’s willingness to lend to the firm and that the decrease is larger, the larger the outside loan. In 

particular, as can be observed in Column (I), the constant term in equation (1) is negative and statistically 

significant, consistent with H2. The size of the estimated coefficient in Panel A indicates that the 

treatment firm’s internal limit to total assets ratio drops on average by 6.2*** percentage points more than 

the ratio of similar control firms i.e., the ATT is -0.062***.34 This amounts to a drop in the average 

treatment firms’ limit to total assets ratio of 14 percent. The coefficient of the OutsideLoan (i.e., the 

outside loan to total assets ratio) in Column (II) is -0.412***, suggesting that a bigger outside loan 

triggers a larger negative reaction, consistent with H2. In terms of economic significance, our estimates 

indicate that $1 from another bank is associated with a drop in the initial bank’s internal limit to the firm 

by 41 cents.35 Similarly, a 1-standard deviation increase in the OutsideLoan (by 0.22) is associated with a 

drop in the firm’s limit to total assets ratio by 0.091 (i.e., -0.412*0.22), which amounts to a drop in the 

average treatment firm’s limit to total assets ratio by 20.7 percent. The intercept is small and insignificant 

in Column (II) suggesting that the bank does not respond to small loans. The estimates in Panel B using 
                                                   
33 For our three hypotheses we present results using both March 1 and Match 2. To preserve space for all robustness 
tests we present results using only our second more conservative matching sample, Match 2. 
34 ***, **, * indicate statistical significance at the 1, 5, and 10 percent levels, respectively.  
35 The change in the treatment firm’s limit at t0+12 following a change in outside loan at t0 is equal to β1. This is 
obtained by multiplying both sides of equation (2) with the treatment firm’s total assets at t0 and then taking the 
derivative with respect to the size of the outside loan. This is possible because the scaling variable, total assets at t0-
12, is not a function of the outside loan. 
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our more conservative matching sample, Match 2, are very similar to those reported in Panel A. The only 

difference is that some of the estimated negative reactions are slightly larger (e.g., the ATT is -8.9*** and 

the coefficient of the OutsideLoan is -0.42***).36 Overall, regardless of the sample used, our results 

suggest that outside loans are on average strategic substitutes, not complements. A 42 cents reduction in 

the initial bank’s willingness to lend does not necessarily imply that the treatment firms’ degree of 

indebtedness increases as their total assets, which are held constant here, may also increase. As discussed 

later on, the treatment firms are experiencing a growth in assets that allows them to maintain higher levels 

of debt without getting more indebted. We return to this in Section 5.5.1. 

When investigating the timing of the bank’s reaction we find that consistent with the parallel 

trends assumption there is no systematic decrease in the bank’s internal limit prior to the event window, 

particularly when using our more conservative Match 2 sample. As can be observed in Columns (III) and 

(IV), the constant term in equation (1) are not statistically significant, while the coefficient of the 

OutsideLoan in equation (2) has marginally significant positive sign in Panel A and is economically and 

statistically equal to zero in Panel B. We also find that most of the banks’ reaction takes places in the 

second half of the event window.37 As can be observed in Columns (V) to (VIII) both the constant term in 

equation (1) and the coefficient of the OutsideLoan in equation (2) are larger in absolute size and enjoy 

higher statistical significance when the model is estimated over the second half of the event window, 

suggesting that most of the reaction takes place between t0 and t0+12. In fact, the OutsideLoan 

coefficients are much smaller and statistically insignificant in the first half of the event window.38 

                                                   
36 In unreported specifications, we control for a non-linear relationship by including a squared term of OutsideLoan. 
For both Match 1 and 2, the square term is not statistically significant and F tests show that the inclusion of a 
squared term does not significantly improve the model fit, suggesting that the relationship is linear. 
37 These models are estimated using the change in the limit in the year prior to the event window (i.e., between t0-24 
and t0-12 in Columns (III) and (IV)) or the change in the limit over the two sub-periods of the event window (i.e., 
between t0-12 and t0 in Columns (V) and (VI) and between t0 and t0+12 in Columns (VII) and (VIII)). All models 
are estimated for the same set of observations used previously in Columns (I) and (II) of Table 4. 
38 In unreported robustness checks, we examine whether the initial bank’s reaction in the first-half of the event 
window is bounded by its existing loans to the firm by re-estimating the model separately for firms where the 
outside loan brought their total bank debt above their internal limits (“above”) and for firms that remained below 
(“below”), but found no compelling evidence that the initial bank’s reaction is bounded by its existing loans to the 
borrower. For both groups of firms, we find again no statistically significant changes between t0-12 and t0.  
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One potential concern is that the caliper matching introduces a selection on treatment firms that 

could influence our estimates. To deal with this, in an unreported specification, we apply a nearest 

neighbor matching with an Abide and Imbens (2011) bias correction to estimate the ATT on the full 

sample of treatment firms. The obtained ATT is negative and significant, -0.062***, which closely 

coincides with estimates in Table 3. This result mitigates the concern that our estimates are influenced by 

a selection on the treatment firms. In the robustness section at the end of the paper, we also discuss 

additional robustness checks with respect to alternative matching and estimation techniques.  

To further scrutinize the sensitivity of our results to unobserved heterogeneity between treatment 

and control firms, we calculate Rosenbaum (2002) bounds for the estimated ATT in Column (I), Table 4. 

We find that the ATT remains negative and significant at a 10 percent level for gamma values up to 1.60 

for Match 1 and 1.55 for Match 2. This implies that unobserved factors (beyond those controlled by our 

matching exercise) would have to cause the odds ratio to be more than 55 to 60 percent higher for the 

treatement relative to the control firms for our conclusions to be altered. This is a large threshold, 

suggesting that it is unlikely that unobserved characteristics can overturn our findings.  

 

5.2. Protection through a Floating Charge: Test of H3 

To investigate whether contractual features such as a floating charge allow banks to protect their 

claims we estimate several specifications of equation (3). We first estimate equation (3) using the 

FloatingCharge dummy. As explained earlier, the floating charge is a special form of collateral that 

carries over to future loans and thus allows the bank’s existing and future loans to maintain a senior claim 

on firm’s current and future assets. The bank’s loans are secured by the assets under the floating charge, 

which implies that the degree with which the initial bank is protected depends on the value of the floating 

charge assets and their volatility. Hence, we also estimate equation (3) using two qualifying variables 

regarding the floating charge value (FloatingChargeValue) and the volatility of their values 
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(FloatingChargeVolatility) instead of a simple dummy variable.39 We also present results with respect to 

fixed charge claims, OtherCollateral, to better understand the role of the floating charge. 

Table 5 presents our findings. All specifications are estimated for both Match 1 and Match 2. 

Results are qualitatively very similar between them. Hence, to conserve space we mainly discuss the 

economic significance of the results using Match 2, our second and more conservative matching sample. 

As can be observed in Columns (I) and (II), the bank does not react to an outside loan when its claims are 

protected through a floating charge. For example, in Column (II) the coefficient of the OutsideLoan is -

0.522***, while the coefficient of the interaction term with the FloatingCharge is 0.601***, resulting in a 

combined coefficient of 0.078, which is neither economically nor statistically different from zero. 

Consistent with H3, we also find that the coefficient of the FloatingCharge is close to zero and it is not 

statistically significant. These findings suggest that when the initial bank’s claims are protected through a 

floating charge, the bank does not react to the outside loan. Instead, when its claims are not protected, a 

$1 from another bank triggers a drop in its internal limit to the firm by 52 cents. 

(Insert Table 5 about here) 

Next, we examine how the bank’s reaction varies with the value of the floating charge assets and 

the volatility of their values. As can be observed in Columns (III) and (IV) of Table 5, any given outside 

loan triggers a smaller negative reaction, the larger the value of the floating charge assets. In Column (IV) 

the coefficient of the OutsideLoan is -0.519***, while the coefficients of the interaction term with value 

is 1.059***. In terms of economic significance, this estimate implies that a 1-standard deviation increase 

                                                   
39 FloatingChargeValue is equal to the value of the floating charge assets as reported by the bank scaled by 
committed bank debt (i.e., outstanding debt and unused credit lines) at t0-12. FloatingChargeVolatility is equal to 
the volatility of earnings in the three years prior to t0-12 divided by the firm’s average assets over that period. This is 
expected to provide a good proxy of the volatility in the floating charge assets as the floating charge assets include 
inventory, accounts receivable, equipment, real estate, financial assets such as cash, bank deposits, bonds, and 
stocks. A lot of the variation in the underlying assets is expected to come from items such as inventory, accounts 
receivable, cash, bank deposits, and thus correlate with variation in the firm’s earnings. 



26 
 

in the FloatingChargeValue (0.298 - see Table A1)40, decreases the bank’s response to the OutsideLoan 

by 0.32 (1.059*0.298). With respect to volatility we do not find a statistically significant effect.41 

To further understand the role of the floating charge, we also investigate the bank’s response 

when its claims are protected through other types of collateral (this includes fixed charge claims, pledges 

and liens). Our indicator, OtherCollateral, is a dummy variable that equals one when the bank’s existing 

debt is only secured with other types of collateral whose value relative to the outstanding loan is greater 

or equal to 80 percent, and it is equal to zero otherwise.42 Everything else equal, these other types of 

collateral should be less effective as they do not necessarily allow the bank’s future loans to retain 

seniority over outside loans. They could, nevertheless, help mitigate some of the externalities if the fear of 

losing the pledged assets mitigates the increased moral hazard associated with the higher levels of debt.  

Results presented in Columns (V) and (VI) of Table 5 suggest that this is not the case. In Column 

(VI), for example, the coefficient of the OutsideLoan is -0.413**, while the coefficient of the interaction 

term is 0. Including the FloatingCharge and OtherCollateral variables in the same specification yields 

similar results. In particular, in Column (VIII) the coefficients of OutsideLoan and 

OutsideLoan*FloatingCharge are -0.495** and 0.585*** whereas the coefficient of 

OutsideLoan*OtherCollateral is -0.101, suggesting that the presence of a floating charge mitigates co-

ordination problems and other negative externalities from outside loans, while other collateral does not. 

All in all, these findings suggest that the explanatory power of the floating charge on a bank’s willingness 

to lend to a firm may rest on its ability to protect not only the bank’s current but also future loans.  

 

5.3. Debt Capacity vs. Co-Ordination Problems and Other Negative Externalities 

So far our results suggest that outside loans are on average strategic substitutes rather than 

complements: a loan from another bank triggers a decrease and not an increase in the initial bank’s 
                                                   
40 In this specification, we do not employ standard normalized values for Z so that the coefficient of the OutsideLoan 
measures the effect of the outside loan on the dependent variable in the absence of a floating charge. This makes the 
coefficient of the OutsideLoan comparable across all specifications of Table 5. 
41 Given the small number of firms with a floating charge, we tested our specifications for multicollinearity using the 
variance inflation factor (VIF). Multicollinearity was not found to be an issue except in Column IV where the VIF 
for FloatingChargeVolatility was marginally above the commonly used threshold of 5 at 5.45. 
42 Similar results are found using different thresholds (e.g., 75 and 85 percent).  
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willingness to lend to the firm. However, it is unclear whether this is only driven by a simple “debt 

capacity story” (i.e., the initial bank is adjusting its willingness to lend to the firm reflecting the fact that 

some of the firm’s debt capacity is now absorbed by another bank) or whether outside loans carry 

additional co-ordination problems and other negative externalities as outlined in the theoretical literature.  

In this section we develop a test to examine whether the initial bank’s reaction goes beyond a 

simple debt capacity story. To do that we benchmark changes in the treatment firms’ internal limits to a 

sub-sample of control firms that at the time of the outside loan, received an inside loan and got indebted 

to a similar degree when neither the inside nor the outside loan brought the two firms’ total bank debt 

above their internal limits with the initial bank.43 A discussed earlier, the treatment firms are experiencing 

a growth in assets that allows them to maintain higher levels of debt without getting more indebted. Using 

a sub-sample of similar control firms with positive demand for loans and similar ex post indebtedness 

may thus provide a better counterfactual if firms have limited debt capacity and debt levels matter (i.e., it 

provide an approximation of what their limit would have been if they were getting indebted to a similar 

degree, but without breaking an exclusive relationship). Requiring that both firms remain below their 

initial internal limits with their initial bank reduces selection concerns that their initial bank may have 

never allowed the treatment firms to get indebted above the amount indicated by their initial limits. We 

want to abstract from cases where the initial bank’s reaction maybe simply driven by firms crossing that 

threshold (i.e., getting indebted more than what their initial bank thought they could support).  

Relative to the control group, a simple debt capacity story predicts that $1 from another bank 

should trigger a decrease in the initial bank’s willingness to lend to the firm by $1 (i.e., inside and outside 

loans are perfect substitutes). A larger than a one-to-one negative reaction instead would suggest that 

channels related to co-ordination problems and other negative externalities from outside loans matter for 

the bank’s response. While these two sets of theories have different predictions, the interpretation of the 
                                                   
43 Specifically we require that: 1) the matched control firm got a loan from the initial bank between t0-12 and t0 like 
the treatment firm, 2) at t0+12 the matched treatment and control firms have similar ratios of total bank debt, and 3) 
the firms outstanding debt with the initial bank at t0-12 plus the outside loan are lower than the initial bank’s internal 
limit to the firm at t0-12. To conserve observations, for this exercise we use a 1-standard deviation calibre instead of 
0.5, which is used in all other exercises. Matching on indebtedness instead of just the size of the inside loan, for 
example, allows us to better control for possible repayments at the initial bank. Results in Section 5.5.1 indicate that 
loans from the initial bank may temporarily overlap with loans from the new bank. 
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estimated OutsideLoan coefficient is complicated by the fact that it measures the net effect of all 

operative channels. This test can thus be informative of whether theories emphasizing the role of co-

ordination problems and other negative externalities are at work if the estimated coefficient of the 

OutsideLoan is smaller than -1. Any other result cannot confirm or reject these theories.44 

Results in Table 6 indicate a larger than a one-to-one reaction. Columns (I) and (II) present 

estimates of equations (1) and (2) for the sub-sample of the Match 2 firms that satisfy the additional 

conditions outlined above. As can be observed in Column (I), the ATT effect for this sub-sample is -

0.077*** and the estimated coefficient of the OutsideLoan in Column (II) is -1.591***.45 The coefficient 

of the OutsideLoan is statistically different from -1 at the 5 percent level suggesting a larger than one-to-

one negative reaction. Overall, these results indicate that the estimated bank reaction goes beyond a 

simple debt capacity story as a $1 from another bank is not equivalent to a $1 from the inside bank, but 

more, suggesting that outside loans carry additional co-ordination problems and negative externalities.  

(Insert Table 6 about here) 

 

5.4. Adjusting Other Margins 

Our empirical analysis so far was geared to study how a bank’s maximum willingness to lend 

changes when a firm becomes non-exclusive. We now study whether the bank responds by adjusting 

other margins as well. For example, in addition to reducing credit supply, the initial bank may further 

protect itself by requiring higher interest rates or increasing collateral requirements on existing and 

subsequent loans to the firm. To investigate this possibility, we study changes in interest rates or 

collateral requirements on the firm’s outstanding loans with the bank between t0-12 and t0+12 by 

replacing the dependent variable in equations (1) and (2) with: 
                                                   
44 A coefficient that is larger than -1 does not necessarily imply that theories involving co-ordination problems and 
other negative externalities are not at work. It could be that other theories that predict a positive reaction are also at 
work reducing the overall average reaction. The only result that can be informative of whether theories involving co-
ordination problems and other negative externalities are at work is a coefficient that is smaller than -1. 
45 In unreported descriptive statistics similar to those reported in Table 2, we confirm that the treatment and control 
firms in this sub-sample are similar to each other and satisfy the parallel trends assumption as the Match 2 sample. 
For additional robustness, we also estimated similar specifications using sub-samples of Match 2 where we only 
match on ex post indebtedness using a 0.5 standard deviation radius. We get similar results with an estimated 
coefficient for OutsideLoan equal to -1.281*** pointing to a larger than a one-to-one reaction to an outside loan.  
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where 
120 −tteInterestRa  (

120 −tCollateral ) and 
120 +tteInterestRa  (

120 +tCollateral ) indicate the average interest rates 

(collateral values scaled by the loan amount at origination) on the firm’s outstanding loans with the bank 

at t0-12 and t0+12, respectively. Using similarly constructed variables, we also study changes on the 

firm’s existing loans with the bank (i.e., loans existing at t0-12 that are still outstanding at t0+12).46  

(Insert Table 7 here) 

Results are reported in Table 7. Panel A reports results for all outstanding loans, while Panel B 

reports results for existing loans. We find that interest rates on all outstanding or existing loans increase 

more for the treatment firms than similar control firms, but this relative increase is not statistically 

significant. Intensified competition between the initial and the new bank may be putting a downward 

pressure on interest rates.  Ioannidou and Ongena (2010), for example, find that right after firms turn to 

another bank their immediately subsequent loans from the new bank carry even lower interest rates than 

the first loans, suggesting that competition between the initial and the new bank maybe intensifying when 

a firm initiates a new lending relationship. With respect to collateral, we find that for all outstanding loans 

as well as for existing loans the collateralization rates for the treatment firms increase more than for the 

control firms by 7.7* to 8.1** percentage points (compared to an average increase of 3 percentage points 

for the control firms). This increase seems to be independent of the size of the outside loan.  

In sum, these results suggest that a bank reacts to the negative externalities and coordination 

issues between lenders not only by adjusting its credit supply, but also by requiring more collateral. 

 

5.5. Robustness Checks 

                                                   
46 We do not consider “new loans” (loans originated after t0 and prior to t0+12) as a separate category as we have too 
few cases where both the treatment and control firms obtain a new loan from our bank for meaningful analysis. 
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5.5.1. Reverse Causality 

The results presented in Table 4 on the timing of the banks reaction suggest that it is unlikely that 

our findings are driven by a prior deterioration in quality. It is possible, however, that the firm’s 

deterioration in quality is still unobserved at t0-12 and thus not captured by our matching variables, but 

materializes later and triggers a contraction in the firm’s internal limit. Additional results presented below 

suggest that this is rather unlikely. In particular, if the reverse-causality story outlined above drives our 

results in Table 4, we should observe that the bank’s reaction is larger or primarily present for firms 

whose quality deteriorates in the year or so after the outside loan (between t0 and t0+12). We do not find 

this to be the case. In particular, using firm profitability and probability of default as measures of credit 

quality, we split the treatment firms in Match 2 in two groups: firms whose quality in the year after the 

outside loan was either stable or improving and firms whose quality was deteriorating, and re-estimate our 

model for these sub-samples. As can be observed in Table 8, we find that reactions to the outside loan are 

primarily driven by firms whose quality was either stable or improving. These are also the overwhelming 

majority of the treatment firms in our matched sample. This is also consistent with evidence in Ioannidou 

and Ongena (2010) who find that most firms who manage to obtain loans from an outside bank are high 

quality firms. Overall, these results are not consistent with the reverse-causality story outlined above.  

(Insert Table 8 about here) 

In additional results reported in Table A2 in the Appendix we investigate this further by 

following firms over time. Studying how the treatment firms developed relative to the control firms in the 

year or so after the outside loan could be informative as to what may be driving these firms to turn to 

another bank. If deteriorating quality is driving firms to turn to another bank, we should observe that 

treatment firms fair worse than the control firms in terms of size and quality. If instead firms are turning 

to another bank for other reasons, we should not observe that treatment firms fair worse than their 

matched control firms. As can be observed in Table A2, we find that treatment firms increase in size and 

they increase more than their matched control firms. This growth takes place between t0-12 and t0. When 

looking at their credit quality, we observe that it is either stable or slightly improving (i.e., there is no 
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change in their profitability over the event window and their probability of default is slightly lower albeit 

to a lower degree than their matched control firms). There is a temporary increase in their leverage ratios 

in the year of the outside loan, but this does not persist till the end of the event window as their debt at the 

initial bank decreases in the following year. Over the entire event window the treatment firms total bank 

debt increases by 5.4 percent, though not significantly so. Their bank debt to total assets ratio, however, 

remained fairly constant given the increase in their total assets.47 Both demand and supply driven 

explanations could be driving this result. For example, the treatment firms may be turning to another bank 

to refinance some of their existing loans and the two overlap temporarily. However, it is also possible that 

concerned with co-ordination problems and other negative externalities arising from the higher 

indebtedness, the initial bank is decreasing its lending to these firms.  

Nevertheless, these patterns are not consistent with the reverse-causality story outlined above. If 

deteriorating quality was driving the treatment firms to turn to another bank and the initial bank’s 

decrease in their internal limit, we would observe that these firms’ quality deteriorates significantly after 

the outside loan, but they don’t. The treatment firms retained after matching are high quality growing 

firms who maybe turning to other banks to finance some of their existing or new projects.  

 

5.5.2. Lower Anticipated Demand  

To investigate whether the observed decreases in the internal limits are driven by lower 

anticipated demand from the firm, we re-estimate our benchmark models for the sub-sample of firms that 

are more likely to be “adding” rather than “switching” away. Everything else equal, drops in anticipated 

demand for loans should be larger for firms switching away rather than firms adding a relationship. If the 

observed decreases in the limits are driven by lower anticipated demand from such firms, dropping the 

switching firms from the sample should lead to smaller estimated reactions.  
                                                   
47 The debt ratios in Table A2 are scaled by total assets at t0-12 as to be able to observe the changes in the firm’s 
debt (and its composition) over the relevant period, holding constant contemporaneous changes in the firm’s total 
assets. This information together with the firms’ average debt ratios at t0-12 reported in Table 2 allow to further 
calculate the treatment and control firms’ debt ratios at t0 and at t0+12 (i.e., allowing both numerators and 
denominators to change). Over the entire event window, the treatment firms’ bank debt to total assets ratios 
increased by 1.8 percentage points. The corresponding figure for the control firms is 0.4 percentage points. Both 
changes are not statistically different from zero. 
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To distinguish between “switchers” and “adders”, we classify as adders any treatment firm that 

continues to have a lending relationship with the initial bank till the end of the event window (“Adders 

1”). All other firms are classified as switchers. Using this definition, 113 of the 125 treatment firms in 

Match 2 are classified as adders. As can be observed in Columns (I) and (II) of Table 9, re-estimating 

equations (1) and (2) using “Adders 1” yields results similar to those presented in Table 4. If anything, 

dropping the small number of switching firms from the sample, gives a larger estimated effect (i.e., the 

OutsideLoan coefficient is -0.487*** instead of -0.423***). One potential concern with the definition of 

adders above is that it relies on ex post information, making the assumption that the initial bank could 

already foresee which firms intended to switch and which ones were adding a relationship. This 

assumption may not necessarily hold. Moreover, ex post variables may also be affected by the way the 

bank reacted to the outside loan. However, to the extent that the termination of a relationship is due to a 

large contraction in their internal limits, selecting on the treatment firms that remain with the bank should 

cut against us, resulting in smaller estimated negative reactions to an outside. Hence, we also re-estimate 

our specifications using a more conservative definition of adders that relies more on ex ante rather than ex 

post information. Our second definitions of adders consist only of firms that during the event window got 

a new loan from the initial bank (“Adders 2”). Only 26 out of the 125 treatment firms are classified as 

adders in this case. Results presented in Columns (III) and (IV) of Table 5 confirm our previous findings 

and yield an even larger estimated negative reactions for this sub-sample, suggesting that lower 

anticipated demand is unlikely to be driving the bank’s estimated reaction to the outside loan.48 

(Insert Table 9 about here) 

 
                                                   
48 In unreported robustness checks, we also investigate whether the bank’s reaction is partly driven by credit 
constraints at the bank or regional-level (using unused credit capacity and the crisis period), concerns about too large 
exposures to the firm (using outstanding loans to a firm to total loans), positive signals and reduced hold-up 
possibilities (using firm and relationship characteristics such as firm size, age, relationship length, and “all-in costs” 
on outstanding loans), but found no support. Dropping the crisis period from the sample yields very similar results. 
Measures of unused limit capacity, bank exposure to the firm, firm size, age, relationship length, and “all-in costs” 
introduced in specifications similar to equation (3) were not found to systematically correlate with the bank’s 
reaction neither in levels nor when interacted with the OutsideLoan, except for relationship length that had a 
negative and statistically significant coefficient in one of the specifications. However, even in that case the estimated 
coefficient of OutsideLoan was materially unchanged at -0.424***. Similar results are obtained if we instead 
additionally match on relationship length. These results are available upon request.  
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5.5.3. Alternative Matching and Estimation Techniques  

Finally, we also investigate the robustness of our findings in Table 4 to different matching and 

estimation choices in addition to those discussed earlier. Results are presented in Table A3 in the 

Appendix indicating that our estimates are robust to many commonly used alternative matching 

techniques (i.e., including distance and matching errors as controls, keeping one observation per treatment 

firm using the closest match, matching using a propensity score instead of individual variables).  

 

6. Conclusions 

We study how a bank’s willingness to lend to a previously exclusive firm changes once the firm 

obtains an outside loan from another bank and how this varies with the size of the outside loan and the 

degree to which the bank may be insulated from co-ordination problems and other negative externalities 

from such loans. The answer to this question is theoretically unclear as different theories and mechanisms 

pull in different directions. Theories emphasizing the role of complementarities in lending indicate that 

the initial bank’s willingness to lend may increase. Other theories emphasizing firm’s limited debt 

capacity and negative externalities from outside loans predict a decrease.  

Overall, we find that loans from other banks are strategic substitutes i.e., the initial bank wants to lend 

less when other banks are lending to a firm. Several robustness tests suggest that this result is unlikely to 

be driven by reverse causality. The vast majority of the treatment firms are high quality, growing firms 

that may be turning to other banks to finance some of their existing or new projects. As indicated by their 

control counterparts they should have been experiencing an increase in their internal limits with the bank, 

but they experience a decrease instead. Consistent with concerns about co-ordination problems and higher 

indebtedness, the decrease in the initial bank’s willingness to lend is more pronounced the larger the 

outside loan and it is muted if the initial bank is insulated from co-ordination and other negative 

externalities from higher indebtedness. Additional tests holding debt levels constant between treatment 

and control firms indicate that a dollar from the initial bank is not equivalent to a dollar from another 
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bank, suggesting that the bank’s reaction may go beyond a simple debt capacity story to a story that 

involves co-ordination problems and other negative externalities.  

Overall, our findings suggest that firms’ limited debt capacity and negative externalities from outside 

loans may act as a stabilizing force in credit markets limiting positive co-movements between lenders. 

They also give a benevolent role to transparency allowing banks to mitigate risk exposures. Although our 

analysis focuses on credit markets, the insights drawn extend to other markets such as the insurance and 

credit default swaps markets, where co-ordination problems and the externalities resulting from the non-

exclusivity of financial contracts have played a pivotal role in the global financial crisis of 2007-2009 

(see, for example, Acharya and Bisin (2014)). The collapse of AIG and Lehman Brothers has only 

highlighted the pressing need for an improved institutional framework with augmented transparency that 

could help the involved parties to better evaluate and internalize the externalities. Consistent with the 

theoretical literature, our findings suggest that that co-ordination problems from non-exclusivity and the 

negative externalities stemming from firms’ limited debt capacity are a concern for lenders and 

undermine their willingness to lend. Our results also highlight that information on counterparty exposures 

combined with contractual features, such as general collateral that extends to future exposures, could 

mitigate co-ordination problems and externalities from counterparty risk. 
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Figure 1: The Event Window 

This figure illustrates our event window. Let 't  indicate when the firm obtains a loan from another bank, which we 
refer to as “outside loan”. Let t0 indicate the time that the firm’s first accounting statements following the non-
exclusivity event are reported and t0-12 to indicate the time of the firm’s last accounting statements prior to the non-
exclusivity event. Since the bank decides on the internal limit once a year, to evaluate how the bank reacts to the 
outside loan we use a primary event window that ranges between t0-12 and t0+12.  

 
Figure 2: Incidence of Non-Exclusivity Events Each Year 
This figure reports the number of treated firms in each year as a percentage of the firms with an exclusive 
relationship with our bank for the two prior years for which the limit is not binding. 
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Table 1: Variable Names and Definitions 

This table defines all variables used in the analysis. It also indicates which matching variables are used in Match 1, 
2.  For discrete variables we use exact matching, while for continuous variables we employ a 0.5 standard deviation 
matching window. 

 

 

1 2

Calendar Time
  Month-Year Dummy variables for each of the 45 months in the sample (2003:04-2006:12) X X
Public Firm Characteristics
 Industry Two digit NACE codes X X
 Age Number of years since the date of registration X X
 Total Assets Total firm assets (in 1,000 SEK) X X
 Asset Growth Total assets at t / Total assets at t-12 X X
 Tangible Assets Fixed assets, accounts receivable, and inventories to total assets X X
 Profitability Eearnings before interest and taxes to total assets (EBIT) X X
 Leverage All debt obligations excluding unused credit lines and taxes to total assets X X
 Bank Debt All bank debt obligations excluding unused credit lines to total assets X X
 Default Probability Probability of default (PD) in the next year estimated by the main Swedish credit bureau X X
 External Rating Takes values 1, 2,…5, where 1 indicates the worse and 5 the best rating X X
 Repayment Problems A dummy = 1 if recent repayment problems with third parties, = 0 otherwise X X
Private Firm Characteristics
 Loan Interest Rate Annualized interest rate on outstanding loans at the initial bank (in %) X
 Internal Limit Internal limit  to total assets X
 Distance to Limit (Internal limit- Outstanding bank debt - Unused credit lines) / Internal limit X

  Outside Loan A loan initiated at another bank between t 0 -12 and t 0  to total assets at t 0 -12

 (ΔLimit t0+12,t0-12 /Assets t0-12 ) treatment  [(Limitt0+12 - Limitt0-12)/Assetst0-12]treatment

 (ΔLimit t0+12,t0-12 /Assets t0-12 ) control  [(Limitt0+12 - Limitt0-12)/Assetst0-12]control

 (ΔLimit t0+12,t0-12 /Assets t0-12 ) treatment, control (ΔLimitt0+12,t0-12/Assetst0-12)treatment - (ΔLimitt0+12,t0-12/Assetst0-12)control

IV. Other Variables used in the Analysis
 Floating Charge A dummy =1 if initial bank's debt is secured with floating charge, = 0 otherwise
 Floating Charge Value Value of floating charge assets (estimated by the bank)/Committed debt
 Floating Charge Volatility Three-year earnings volatility /three-year average assets (if floating charge=1)
 Other Collateral A dummy = 1 if the initial bank 's debt is secured by any other type of collateral

with value greater or equal than 80% of the bank's outstanding debt 
 Internal Rating Takes values 1, 2,…5, where 1 indicates the worse and 5 the best rating
 Inside Loan New loan from the initial bank 
 (∆InterestRate t0+12,t0-12 ) treatment,control [InterestRatet0+12 – InterestRatet0-12] treatment - [InterestRatet0+12 – InterestRatet0-12]control 

 (∆Collateral t0+12,t0-12 ) treatment,control [Collateralt0+12 – Collateralt0-12]treatment - [Collateralt0+12 – Collateralt0-12]control, 
with Collateral being the collateral value/loan amount at origination 

I. Matching Variables

Variable Names Definitions Matching Sets

III. Limit Changes

II. Outside Loan
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Table 2: Descriptive Statistics 
Panel A presents descriptive statistics for the characteristics of treatment and control (i.e., the universe of exclusive firms) groups in the sample, while Panel B 
presents descriptive statistics for the treatment and control groups in Match 1 and Match 2. Descriptive statistics for the control group are based on the number of 
observations which is different from the number of unique control firms. The same control firm can serve as a control to different treatment firms at different points 
in time. All variables are defined in Table 1 along with the list of matching variables for Match 1 and Match 2. *, **, and *** reported next to the mean and median 
values of each control group indicate whether the corresponding values are statistically different with respect to the corresponding treatment group at the 1, 5, and 10 
percent levels, respectively. Differences in means are assessed using the Student’s t-test. Differences in medians are assessed using the Wilcoxon-Mann-Whitney test 
for continuous variables and the Pearson’s Chi-square test for categorical variables.  
 

 
 

Mean Median SD Mean Median SD Mean Median SD Mean Median SD Mean Median SD SD
I. Firm Characteristics
Public 
Age 18.83 15.00 14.60 19.53 16.00 15.20 21.16 17.00 14.22 23.80 *** 19.00 *** 15.92 22.07 17.00 15.59 22.55 17.00 16.40
Total Assets 389,000 3,093 7,600,000 140,000 ** 3,029 3,380,000 12,204 3,403 36,341 11,237 3,692 34,381 12,400 3,826 30,769 12,003 3,922 28,703
Assets Growth 1.12 1.02 0.72 1.12 1.01 2.27 1.04 1.02 0.17 1.02 ** 1.00 0.12 1.04 1.03 0.12 1.01 ** 1.00 ** 0.10
Tangible Assets 0.72 0.81 0.27 0.67 *** 0.75 *** 0.28 0.84 0.89 0.14 0.84 0.88 0.13 0.86 0.89 0.12 0.86 0.89 0.12
Profitability 0.04 0.04 0.17 0.05 0.06 *** 0.24 0.05 0.05 0.07 0.06 0.05 0.06 0.05 0.05 0.06 0.06 0.05 0.06
Leverage 0.43 0.42 0.30 0.45 0.44 *** 0.31 0.49 0.47 0.22 0.52 * 0.51 * 0.20 0.53 0.51 0.19 0.55 0.54 0.20
Bank Debt 0.27 0.21 0.25 0.28 ** 0.22 *** 0.26 0.32 0.26 0.24 0.35 ** 0.32 ** 0.25 0.35 0.33 0.22 0.41 ** 0.38 ** 0.24
Default Probability 3.11 1.20 5.88 2.32 *** 0.90 *** 5.43 1.82 1.20 2.64 1.41 *** 1.00 * 1.83 1.54 1.00 2.05 1.38 1.00 2.21
External Rating 3.19 3.00 1.12 3.41 *** 3.00 *** 1.04 3.33 3.00 0.87 3.45 ** 3.00 ** 0.78 3.38 3.00 0.78 3.51 3.00 0.77
Repayment Problems 0.03 0.00 0.18 0.02 *** 0.00 *** 0.13 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Private 
Internal Limit 0.43 0.37 0.31 0.42 *** 0.36 *** 0.35 0.44 0.42 0.22 0.47 * 0.44 * 0.25 0.46 0.44 0.19 0.50 ** 0.47 ** 0.20
Distance to Limit 0.13 0.05 0.19 0.16 0.07 0.22 0.11 0.04 0.15 0.08 *** 0.02 *** 0.13 0.07 0.03 0.08 0.05 *** 0.027 *** 0.06
Loan Interest Rate 6.42 6.60 2.20 6.31 *** 6.45 *** 2.23 6.45 6.52 1.70 6.22 * 6.30 ** 2.00 6.29 6.30 1.64 6.10 6.20 1.72

II. Outside Loan 
Outside Loan 0.18 0.05 0.52 - - - 0.13 0.05 0.22 - - - 0.13 0.05 0.23 - - -

III. Limit Changes
ΔLimit t0-12,t0-24 /Assets t0-24 0.02 -0.01 0.26 0.02 0.00 ** 0.44 0.01 -0.01 0.15 0.01 -0.01 0.17 -0.01 -0.01 0.07 -0.02 -0.02 0.05
ΔLimit t0+12,t0-12 /Assets t0-12 -0.06 -0.03 0.34 0.01 *** 0.00 *** 0.40 -0.06 -0.03 0.25 0.02 *** -0.01 *** 0.29 -0.04 -0.03 0.20 0.04 ** -0.01 *** 0.30
Number of Firms
Number of Observations

Panel A: Prior to Matching Panel B: After Matching 
Treatment Control Treatment (Match 1) Control (Match 1) Treatment (Match 2) Control (Match 2)

287

Mean Median 

991 7,743 290 947 125 260
991 18,862 290 1,187 125
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Table 3: Matched Pair Differences 
This table reports matched-pair differences for Match 1 and Match 2. For each matching sample, the first column 
reports the average differences between matched pairs using no weights (i.e., all matched pairs count equally) and 
the second column reports weighted average differences, where better matches have a higher weight. To measure 
“distance” and calculate weights we use the sum of the absolute differences for each standard normalized matching 
variable between the matched pairs. *, **, and *** indicate whether the corresponding matched-pair differences are 
statistically different from zero at the 1, 5, and 10 percent levels, respectively. 
 

 
 

I. Firm Characteristics
Public 
Age -0.422 -0.468 0.487 1.173
Total Assets -210.000 -425.902 905.000 1198.000
Assets Growth 0.005 ** 0.004 0.012 *** 0.017
Tangible Assets 0.017 *** 0.011 0.012 0.014
Profitability -0.003 ** -0.001 0.000 0.001
Leverage -0.003 0.003 -0.008 -0.005
Bank Debt -0.009 0.001 -0.022 *** -0.021
Default Probability -0.015 0.013 -0.118 * -0.166
External Rating 0.000 0.000 0.000 0.000
Repayment Problems 0.000 0.000 0.000 0.000
Private 
Internal Limit -0.020 *** -0.010 -0.015 ** -0.013
Distance to Limit 0.024 *** 0.021 * 0.008 ** 0.012
Loan Interest Rate 0.012 0.146 -0.021 -0.011

II. Limit Changes
ΔLimit t0-12,t0-24 /Assets t0-24 -0.015 *** -0.008 0.000 0.002
ΔLimit t0+12,t0-12 /Assets t0-12 -0.062 *** -0.062 *** -0.041 ** -0.089 **

Number of Observations 1,502      1,502      302        302          

Match 2
No weights With weightsNo weights

Match 1
With weights
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Table 4: The Bank’s Average Reaction and the Size of the Outside Loan: Test of H1 and H2 
The table reports estimates from matched regressions relating the standardized response in the internal limit to a constant term (Columns (I), (III), (V), and (VII)) 
and to OutsideLoan (i.e. the size of a loan at another bank divided by the firm’s total assets at t0-12; Columns (II), (IV), (VI), and (VIII)). Panel A reports results for 
Match 1 and Panel B reports results for Match 2. In Columns (I) and (II), the dependent variable is the standardized change in the limit over the event window (t0-12, 
t0+12) (i.e., (∆Limitt0+12,t0-12/Assetst0-12)treatment,control = [(Limitt0+12 – Limitt0-12)/Total Assetst0-12]treatment - [(Limitt0+12 – Limitt0-12)/Total Assetst0-12]control). In Columns (III) 
and (IV), the dependent variable is re-defined as the standardized change in the limit between t0-24 and t0-12 (i.e., the year prior to the event window). In Columns 
(V) to (VIII), the event window is split in two using the standardized change in the limit between t0-12 and t0 (Columns (V) and (VI)) and between t0 and t0+12 
(Columns (VII) and (VIII)). All variables are defined in Table 1 along with the list of matching variables for Match 1 and Match 2. All models are estimated using 
weighted least squares, weighting the observations by the inverse distance, with distance being the cumulative absolute differences for each standard normalized 
matching variable between the treatment and control firms. T-statistics calculated on robust standard errors, clustered on a treatment-firm level, are reported in 
parentheses. ***, **, and * indicate significance at the 1, 5, and 10 percent levels, respectively. 
 

 

  

(I) (II) (III) (IV) (V) (VI) (VII) (VIII)
Panel A: Match 1
Intercept -0.062*** -0.013 -0.008 -0.020** -0.021* -0.015 -0.041*** 0.003

(-3.720) (-0.675) (-1.036) (-2.217) (-1.933) (-1.262) (-2.842) (0.155)
OutsideLoan -0.412*** 0.095* -0.046 -0.365***

(-3.770) (1.886) (-0.454) (-2.906)
Number of Obs (Matched Pairs) 1,502 1,502 957 957 1,502 1,502 1,502 1,502
Number of Treatment Firms 290 290 193 193 290 290 290 290

Panel B: Match 2
Intercept -0.089*** -0.037 0.001 0.002 -0.032 -0.022 -0.057* -0.015

(-2.679) (-0.947) (0.158) (0.239) (-1.644) (-1.197) (-1.894) (-0.419)
OutsideLoan -0.423** -0.006 -0.082 -0.342**

(-2.257) (-0.147) (-0.728) (-1.995)
Number of Obs (Matched Pairs) 302 302 194 194 302 302 302 302
Number of Treatment Firms 125 125 79 79 125 125 125 125

+/- 0.5 std +/- 0.5 std +/- 0.5 std +/- 0.5 std

Event Window A Year Prior Split Event Window in Two
(t0-12, t0+12) (t0-24, t0-12) (t0-12, t0) (t0, t0+12)
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Table 5: Protection through a Floating Charge: Test of H3 

The table reports estimation results for equation (3). The dependent variable is the standardized change in the internal limit over the event window (i.e., 
(∆Limitt0+12,t0-12/Assetst0-12)treatment,control = [(Limitt0+12 – Limitt0-12)/Total Assetst0-12]treatment - [(Limitt0+12 – Limitt0-12)/Total Assetst0-12]control). OutsideLoan equals the size of 
the outside loan scaled by the firm’s Total Assets at t0-12. Floating Charge is a dummy variable indicating if the initial bank’s loans to the firm are secured by a 
floating charge. FloatingChargeValue indicates the value of the floating charge assets over the committed amount. FloatingChargeVolatility indicates the average 
volatility in the firm’s earnings over the three prior years scaled by the firm’s average assets over the same period. OtherCollateral is a dummy variable that equals 
one when the bank’s existing debt is secured with other types of collateral whose value relative to the outstanding loan is greater or equal to 80 percent, and it is 
equal to zero otherwise. All variables are defined in Table 1 along with the list of matching variables for Match 1 and Match 2. All models are estimated using 
weighted least squares, weighting the observations by the inverse distance, with distance being the cumulative absolute differences for each standard normalized 
matching variable between the treatment and control firms. T-statistics calculated on robust standard errors, clustered on a treatment-firm level, are reported in 
parentheses. ***, **, and * indicate significance at the 1, 5, and 10 percent levels, respectively. 
 

 

Match 1 Match 2 Match 1 Match 2 Match 1 Match 2 Match 1 Match 2
(I) (II) (III) (IV) (V) (VI) (VII) (VIII)

Intercept -0.010 -0.035 -0.013 -0.037 -0.014 -0.046 -0.010 -0.042
(-0.533) (-0.880) (-0.662) (-0.928) (-0.583) (-0.940) (-0.432) (-0.840)

OutsideLoan -0.445*** -0.522*** -0.442*** -0.519*** -0.413*** -0.361* -0.472*** -0.495**
(-4.061) (-2.954) (-4.033) (-2.921) (-2.713) (-1.746) (-3.056) (-2.515)

OutsideLoan x FloatingCharge 0.524*** 0.601*** 0.553** 0.585***
(2.723) (2.801) (2.556) (2.618)

FloatingCharge -0.038 0.071 -0.039 0.070
(-0.466) (0.715) (-0.485) (0.728)

OutsideLoan x FloatingChargeValue 0.947*** 1.059***
(3.018) (2.672)

FloatingChargeValue 0.026 0.160
(0.191) (1.068)

OutsideLoan x FloatingChargeVolatility 0.081 -0.067
(0.201) (-0.075)

FloatingChargeVolatility 0.004 -0.000
(0.049) (-0.002)

OutsideLoan x OtherCollateral -0.000 -0.249 0.055 -0.101
(-0.002) (-0.626) (0.251) (-0.254)

OtherCollateral 0.004 0.036 0.002 0.025
(0.100) (0.467) (0.056) (0.329)

Number of Obs (Matched Pairs) 1,502 302 1,502 302 1,502 302 1,502 302
Number of Treatment Firms 290 125 290 125 290 125 290 125

Floating Charge Other Collateral
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Table 6: Debt Capacity vs. Co-Ordination Problems and Other Negative Externalities 
The table reports estimation results for equations (1) and (2). The dependent variable is the standardized change in 
the internal limit over the event window (i.e., (∆Limitt0+12,t0-12/Assetst0-12)treatment,control = [(Limitt0+12 – Limitt0-12)/Total 
Assetst0-12]treatment - [(Limitt0+12 – Limitt0-12)/Total Assetst0-12]control). OutsideLoan equals the size of the outside loan 
scaled by the firm’s Total Assets at t0-12. We take a subsample of control firms of Match 2 that received during the 
event window an inside loan. Equations (1) and (2) are estimated using a sub-sample of Match 2 for which: 1) the 
matched control firm got a loan from the initial bank between t0-12 and t0 like the treatment firm, and 2) at t0+12 the 
matched treatment and control firms have similar ratios of total bank debt. To conserve observations, we use a 1-
standard deviation calibre for this test instead of 0.5, which is used in all other tests. All other variables are defined 
in Table 1 along with the list of matching variables for Match 2. All models are estimated using weighted least 
squares, weighting the observations by the inverse distance, with distance being the cumulative absolute differences 
for each standard normalized matching variable between the treatment and control firms. T-statistics calculated on 
robust standard errors, clustered on a treatment-firm level, are reported in parentheses. ***, **, and * indicate 
significance at the 1, 5, and 10 percent levels, respectively.  
 

 
  

(I) (II)
Intercept -0.077*** -0.017

(-3.080) (-0.679)
OutsideLoan -1.591***

(-6.191)
Number of Obs (Matched Pairs) 140 140
Number of Treatment Firms 67 67
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Table 7: Adjusting Other Margins 

The table reports estimation results for equations (1) and (2), with as dependent variable, for Columns (I) and (II), 
(∆InterestRatet0+12,t0-12)treatment,control = [InterestRatet0+12 – InterestRatet0-12]treatment - [InterestRatet0+12 – InterestRatet0-12]control), and for Columns 
(III) and (IV), (∆Collateralt0+12,t0-12)treatment,control = [Collateralt0+12 – Collateralt0-12]treatment - [Collateralt0+12 – Collateralt0-12]control). OutsideLoan 
equals the size of the outside loan scaled by the firm’s Total Assets at t0-12. Results are reported for Match 2. Panel 
A presents results for “all loans”, i.e., all loans outstanding with our bank in the beginning and end of the event 
window. Panel B presents the results for “existing loans”, i.e., loans that were outstanding in the beginning of the 
event window and that did not mature before the end of the event window. All other variables are defined in Table 1 
along with the list of matching variables for Match 2. All models are estimated using weighted least squares, 
weighting the observations by the inverse distance, with distance being the cumulative absolute differences for each 
standard normalized matching variable between the treatment and control firms. T-statistics calculated on robust 
standard errors, clustered on a treatment-firm level, are reported in parentheses. ***, **, and * indicate significance 
at the 1, 5, and 10 percent levels, respectively. 
 

 

 

(I) (II) (III) (IV)
Panel A: All loans
Intercept 0.141 -0.015 0.077* 0.049

(0.869) (-0.077) (1.950) (1.066)
OutsideLoan 1.434 0.240

(1.472) (1.203)
Number of Obs (Matched Pairs) 280 280 282 282
Number of Treatment Firms 113 113 115 115

Panel B: Existing Loans
Intercept 0.071 -0.023 0.089** 0.065

(0.447) (-0.125) (2.291) (1.437)
OutsideLoan 0.864 0.206

(0.932) (1.049)
Number of Obs (Matched Pairs) 275 275 277 277
Number of Treatment Firms 113 113 115 115

Interest Rates Collateral
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Table 8: Reverse Causality 
The table reports estimation results for equations (1) and (2) for Match 2. In all cases, the dependent variable is the standardized change in the internal limit over the 
event window (i.e., (∆Limitt0+12,t0-12/Assetst0-12)treatment,control = [(Limitt0+12 – Limitt0-12)/Total Assetst0-12]treatment - [(Limitt0+12 – Limitt0-12)/Total Assetst0-12]control). 
OutsideLoan indicates the size of the outside loan scaled by the firm’s Total Assets at t0-12. The left (right) panel presents results where we split the sample 
according to changes in profitability (default probability) over the event window. Columns (I) and (II) ((V) and (VI)) focus on treatment firms with stable or 
improving profitability (default probability). Columns (III) and (IV) ((VII) and (VIII)) present results for treatment firms with deteriorating profitability (default 
probability). All variables are defined in Table 1 along with the list of matching variables for Match 2. All models are estimated using weighted least squares, 
weighting the observations by the inverse distance, weighting the observations by the inverse distance, with distance being the cumulative absolute differences for 
each standard normalized matching variable between the treatment and control firms, clustered on a treatment-firm level, are reported in parentheses. ***, **, and * 
indicate significance at the 1, 5, and 10 percent levels, respectively. 
 

 

  

(I) (II)) (III) (IV) (V) (VI) (VII) (VIII)
Intercept -0.077* -0.024 -0.122** -0.074 -0.116*** -0.067** 0.017 0.034

(-1.920) (-0.496) (-2.102) (-1.149) (-3.985) (-2.393) (0.145) (0.253)
OutsideLoan -0.480** -0.315 -0.350*** -0.100

(-2.266) (-0.933) (-5.920) (-0.623)
Number of Obs (Matched Pairs) 225 225 77 77 243 243 59 59
Number of Treatment Firms 92 92 33 33 100 100 25 25

Deteriorating
Profitability Default Probability

Stable or Improving Deteriorating Stable or Improving 
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Table 9: Lower Anticipated Demand 

The table reports estimation results for equations (1) and (2). In all cases, the dependent variable is the standardized change in the internal limit over the event 
window (i.e., (∆Limitt0+12,t0-12/Assetst0-12)treatment,control = [(Limitt0+12 – Limitt0-12)/Total Assetst0-12]treatment - [(Limitt0+12 – Limitt0-12)/Total Assetst0-12]control). OutsideLoan 
indicates the size of the outside loan scaled by the firm’s Total Assets at t0-12.  Starting from Match 2, “Adders 1” requires that treatment firms continue to have a 
lending relationship with the initial bank until the end of the event window. “Adders 2” requires that treatment firms got a new loan from the initial bank during t0-12 
and t0. All models are estimated using weighted least squares, weighting the observations by the inverse distance, with distance being the cumulative absolute 
differences for each standard normalized matching variable between the treatment and control firms. T-statistics calculated on robust standard errors, clustered on a 
treatment-firm level, are reported in parentheses. ***, **, and * indicate significance at the 1, 5, and 10 percent levels, respectively. 

 

 

 

(I) (II) (III) (IV)
Intercept -0.076** -0.023 -0.034 0.096*

(-2.174) (-0.566) (-0.512) (2.027)
OutsideLoan -0.487** -1.027***

(-2.096) (-5.404)
Number of Obs (Matched Pairs) 279 279 85 85
Number of Treatment Firms 113 113 26 26

Adders1 Adders2
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Appendix 

Table A1: Characteristics of Firms with and without a Floating Charge  
The table reports the mean, median and standard deviation (SD) of the characteristics of treatment firms, treatment 
firms with floating charge, and treatment firms without floating charge in Match 2. Variable definitions are in Table 
1. *, **, and *** reported next to the mean and median values of the no floating charge group indicate whether the 
corresponding values are statistically different relative to the floating charge group at the 10%, 5%, and 1% levels, 
respectively. Differences in means are assessed using the Student’s t-test. Differences in medians are assessed using 
the Wilcoxon-Mann-Whitney test for continuous variables and the Pearson’s Chi-square test for categorical 
variables. 

 
 

 

Variables Mean Median SD Mean Median SD Mean Median SD
I. Firm Characteristics
Public
  Age 22.072 17.000 15.591 15.286 12.000 9.810 22.475 17.000 15.804
  Total Assets 12,400 3,826 30,769 12,798 9,674 10,388 12,376 3,724 * 31,588
  Asset Growth 1.037 1.028 0.124 1.067 1.070 0.076 1.035 1.028 0.126
  Tangible Assets 0.859 0.892 0.120 0.808 0.812 0.131 0.862 0.896 0.119
  Profitability 0.054 0.050 0.065 0.069 0.072 0.074 0.053 0.050 0.064
  Leverage 0.532 0.512 0.189 0.576 0.539 0.192 0.530 0.509 0.190
  Bank Debt 0.354 0.325 0.222 0.385 0.169 0.334 0.352 0.328 0.215
  Default Probability 1.539 1.000 2.053 1.243 1.200 0.885 1.557 1.000 2.103
  External Rating 3.384 3.000 0.781 3.571 3.000 0.787 3.373 3.000 0.782
  Repayment Problems 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Private
  Internal Limit 0.457 0.440 0.190 0.468 0.319 0.288 0.457 0.442 0.184
  Distance to Limit 0.068 0.034 0.080 0.071 0.020 0.113 0.068 0.035 0.078
  Loan Interest Rate 6.292 6.300 1.636 5.070 5.150 0.804 6.364 6.495 ** 1.646

II. Outside Loan 
  OutsideLoan 0.133 0.051 0.232 0.254 0.075 0.458 0.125 0.049 0.213

III. Limit Changes 
  ΔLimit t0-24,t0-12 /Assets t0-24 -0.012 -0.015 0.067 -0.031 -0.044 0.027 -0.010 -0.014 0.070
  ΔLimit t0+12,t0-12 /Assets t0-12 -0.041 -0.030 0.301 -0.005 -0.003 0.358 -0.043 -0.031 0.299

IV. Collateral Information
  Floating Charge 0.056 0.000 0.231 1.000 1.000 0.000 0.000 0.000 0.000
  Floating Charge Value 0.630 0.687 0.256 0.630 0.687 0.256 - - -
  Floating Charge Volatility 0.042 0.037 0.022 0.042 0.037 0.022 - - -
  OtherCollateral 0.224 0.000 0.419 0.143 0.000 0.378 0.229 0.000 0.422

Treatment Firms Floating Charge No Floating Charge
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Table A2: Reverse Causality: Following Firms Over Time 

The table reports how key characteristics of treatment and control firms in Match 2 have evolved over the event window. Panel A displays the evolution over the 
entire event window whereas Panels B and C report the first and second year of the event window, respectively. The table reports the mean, standard deviation (SD) 
and median. The column next to the mean values reports whether the mean is different from zero. The last two columns report the differences between the matched 
pairs and whether they are statistically different from zero (Pair Diff.). All variables are defined in Table 1. ***, **, and * indicate significance at the 1, 5, and 10 
percent levels, respectively. 
 

 
  

Firm Characteristics
SD Median SD Median 

Panel A: Changes between t0-12 and t0+12
Total Assets Ln[(Assets t0+12/Assets t0-12) 0.097 *** 0.268 0.027 0.040 * 0.338 0.007 0.035
Default Probability PDt0+12-PDt0-12 -0.003 ** 0.017 -0.002 -0.006 *** 0.012 -0.004 0.302 *
Profitability  [(EBITDAt0+12-EBITDAt0-12)/Assets t0-12] 0.009 0.069 0.001 0.009 0.110 0.000 -0.007
Leverage (TotalDebtt0+12-TotalDebtt0-12)/Assetst0-12 0.023 0.441 -0.016 0.020 0.330 -0.028 -0.035
Bank Debt (BankDebtt0+12-BankDebtt0-12)/Assets t0-12 0.054 0.375 -0.012 0.021 0.275 -0.025 -0.009
Debt at Initial Bank (InsideLoanst0+12-InsideLoanst0-12)/Assetst0-12 -0.024 0.351 -0.036 0.021 0.275 -0.024 -0.100 ***

Panel B: Changes between t0-12 and t0

Total Assets Ln[(Assets t0/Assetst0-12) 0.085 *** 0.222 0.043 0.027 ** 0.225 0.001 0.067 **
Default Probability PDt0-PDt0-12 0.001 0.016 -0.001 -0.003 *** 0.010 -0.002 0.409 **
Profitability  [(EBITDAt0-EBITDAt0-12)/Assetst0-12] 0.040 *** 0.076 0.043 0.042 *** 0.099 0.037 -0.002
Leverage (TotalDebtt0-TotalDebtt0-12)/Assetst0-12 0.101 *** 0.292 0.033 -0.001 0.232 -0.019 0.114 ***
Bank Debt (BankDebtt0-BankDebtt0-12)/Assets t0-12 0.090 *** 0.267 0.000 0.002 0.171 -0.016 0.078 ***
Debt at Initial Bank (InsideLoanst0-InsideLoans t0-12)/Assets t0-12 -0.001 0.231 -0.023 0.003 0.170 -0.015 -0.034 *

Panel C: Changes between t0 and t0+12
Total Assets Ln[(Assets t0+12/Assets t0) 0.013 0.203 -0.011 0.012 0.260 -0.006 -0.032
Default Probability PDt0+12-PDt0 -0.001 0.021 -0.001 -0.006 *** 0.012 -0.004 0.184
Profitability  [(EBITDAt0+12-EBITDAt0)/Assets t0] -0.025 *** 0.076 -0.036 -0.028 0.125 -0.038 -0.006
Leverage (TotalDebtt0+12-TotalDebtt0)/Assets t0 -0.070 ** 0.343 -0.044 0.023 0.242 -0.020 -0.152 ***
Bank Debt (BankDebtt0+12-BankDebtt0)/Assetst0 -0.032 0.278 -0.027 0.016 0.196 -0.014 -0.086 **
Debt at Initial Bank (InsideLoanst0+12-InsideLoanst0)/Assetst0 -0.023 0.276 -0.024 0.019 0.213 -0.016 -0.065 **

Pair Diff.
Mean

Treatment Control
Mean
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Table A3: Additional Robustness Checks: Alternative Estimation Choices 
The table reports estimation results for equations (1) and (2). The dependent variable is the standardized change in the internal limit over the event window (i.e., 
(∆Limitt0+12,t0-12/Assetst0-12)treatment,control = [(Limitt0+12 – Limitt0-12)/Total Assetst0-12]treatment - [(Limitt0+12 – Limitt0-12)/Total Assetst0-12]control). OutsideLoan equals the size of 
the outside loan scaled by the firm’s Total Assets at t0-12. Panel A reports weighted least square estimates using Match 1 and Panel B reports corresponding 
specifications for Match 2. Columns (I) and (II) report results for equations (1) and (2), respectively, after including a measure of the “distance” between each pair 
by summing their absolute differences with respect to each standard normalized matching variable as a control variable. Columns (III) and (IV) report results for 
equations (1) and (2), respectively, after including as control variables the differences between matched treatment and control firms with respect to each matching 
variable. Columns (V) and (VI) report estimates for equations (1) and (2) using one observation per match treatment firm by using the closest match, i.e., the pair 
with the lowest cumulative absolute differences between the treatment and control firms. Columns (VII) and (VIII) report estimates for equations (1) and (2) using 
the subsamples of matched pairs in Match 1 and Match 2 for which the difference in the propensity to become non-exclusive is smaller than one percentage point. 
All variables are defined in Table 1 along with the list of matching variables for Match 1 and Match 2. T-statistics calculated on robust standard errors, clustered on a 
treatment-firm level, are reported in parentheses except for Columns (I) and (II) where there is double clustering. ***, **, and * indicate significance at the 1, 5, and 
10 percent levels, respectively. 
 

 

(I) (II) (III) (IV) (V) (VI) (VII) (VIII)
Panel A: Match 1
Intercept -0.047 -0.005 -0.059*** -0.013 -0.053*** -0.016 -0.070*** -0.011

(-1.152) (-0.116) (-3.577) (-0.681) (-3.133) (-0.881) (-3.228) (-0.415)
OutsideLoan -0.411*** -0.395*** -0.287*** -0.529***

(-3.733) (-3.703) (-2.787) (-3.481)
Number of Obs (Matched Pairs) 1,502 1,502 1,502 1,502 290 290 860 860
Number of Treatment Firms 290 290 290 290 290 290 215 215

Panel B: Match 2
Intercept -0.074 -0.006 -0.076** -0.015 -0.084*** -0.048 -0.090** -0.032

(-0.997) (-0.083) (-2.091) (-0.356) (-3.180) (-1.554) (-2.457) (-0.732)
OutsideLoan -0.427** -0.497** -0.272* -0.493**

(-2.276) (-2.476) (-1.780) (-2.157)
Number of Obs (Matched Pairs) 302 302 302 302 125 125 235 235
Number of Treatment Firms 125 125 125 125 125 125 112 112

Distance Matching Errors Closest Match Propensity Score


