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#### Abstract

This paper presents new developments in meshless local Petrov-Galerkin with Rankine source (MLPG_R) particle based method for studying interaction of waves with fixed structures in a numerical wave-tank. A new 3D formulation of the Lagrangian flow problem for incompressible fluid with optimised solution strategy is presented. The pressure Poisson equation is solved in local weak-form with integration done semi-analytically using a new symmetric expression. The wave-generation is done using one-way coupling with a 2D fully-nonlinear potential theory based finite-element model. Further a simple identification method for free-surface particles is proposed, which is shown to work well in vicinity of the structure. The solidwall boundary condition is treated using ghost and mirror particles for accurate calculation of gradients. The waterline on domain boundary faces is treated using a tangentially moving side-wall approach which makes this particle based scheme capable of capturing small amplitude waves and focusing waves. The paper briefly presents experimental setup used for studying the interaction of a fixed emergent cylinder with uni-directional regular and focusing waves in 3D. The numerical model is validated against results from this experiment. An analysis is conducted on parameters related to local integration domain, wave-making coupling algorithm, particle distribution and time-step. This work highlights the use of hybrid approach for efficient and accurate simulation of waves-structure interaction.
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## 1. Introduction

Numerical wave-tanks are important tools in studying wave-transformation and their interaction with fixed and floating structures. With advancements in computational technology and a growing demand for efficient and accurate analysis tools in the industry, numerous methods have been developed using different governing equations and their numerical method. Potential flow models in wave-hydrodynamics solve the Laplacian or the Boussinesq type equations and show excellent performance in capturing wave refraction, diffraction, wave-wave interaction and in replicating wave-generation as done in physical wave-tanks. The viscous flow models solve the Navier-Stokes equation or Lattice Boltzmann equations and are required for problems involving wave-breaking, run-up, violent interaction of waves with a number of fixed and floating structures. These models are often computationally expensive, which limits their application in practical ocean engineering.

Mesh based numerical schemes such as finite difference method (FDM) [1, finite volume method (FVM) and finite-element method (FEM) have been applied successfully in single phase and multi-phase problems over the last few decades. The popular open-source FVM fluid package OpenFOAM has seen rigorous

[^0]development in wave generation, propagation and interaction with structures [2, 3]. Single phase BEM models [4, 5] and FEM models for potential flow such as QALE-FEM (quasi-arbitrary Lagrangian and Eulerian finite element method) [6] have shown promising results for 3D waves and their interaction with fixed and floating structures, with improvements in simulation of over-turning waves [7]. However, these may be a challenge.

Mesh-free methods provide a refreshed approach for modelling free-surface flow problems which has lead to an increasing focus on them in ocean engineering over the past two decades. In mesh-free methods the not require a mesh at any step. Instead, it uses the nodes within a sub-domain with appropriate shape functions to solve the differential equation. Therefore the mesh-free approach provides a large number of options in solution procedure, weak or strong form approach, use of various shape and trial functions, shape and size of the neighbouring sub-domain and free-surface particle identification methods. A popular example problems over the last decade. It solves the governing equation in strong form and uses smoothed kernel functions for calculating gradient. However, it usually requires large number of nodes and relies on GPU speed-up for practical run-times. Other popular schemes include moving particle semi-implicit method (MPS) [18, 19], particle finite element method (PFEM) [20] and meshless local Petrov-Galerkin method (MLPG) 21. A more recently developed scheme, called fragile point method (FPM) [22] uses simple local discontinuous trial and test functions for solving extreme problems such as rupture and fragmentation.

The current work is built up on the meshless local Petrov-Galerkin method with Rankine source function (MLPG_R) 23. It solves the Navier-Stokes equation using the projection scheme, where only the pressure Poisson equation is solved in weak form. By using a continuous trial function in the weak form, the gradients can be calculated using the trial function itself. The choice of Rankine source as the test function allows removal of gradient operators from the unknown variables to the known variables which enhances the stability of the solution. This method has been applied successfully in 2D for problems related to wave-breaking and run-up [24] and recently for interaction with floating bodies 25].

This method, along with the other mentioned mesh-free schemes, provide solutions to the issues with the mesh-based schemes in free-surface flow problems. However their computational cost limits their application in large practical domains. The current work aims at targeting this problems with two approaches, a semianalytical integration approach and hybrid modelling. We provide a method to evaluate the integrals in local weak form of the pressure Poisson equation using a semi-analytical technique with the quantification of the error term. We investigate the influence of the parametric radius in this integration scheme on the stability of the system. Using this technique we aim to reduce the time in assembling the system matrix and to reduce the iterations required for its solution.

The hybrid modelling approach in this work intends to use the advantages of potential flow models in
wave generation, propagation and its transformation over large distances, where the viscosity conditions are not required. We provide the algorithm for transferring waves generated and propagated in a 2 D fully non-wave-paddle.

We have focused on improving the implementation of side-wall boundary condition to reduce the traditional wave-dissipation over long distances using a moving side-wall approach. This enables us to simulate small amplitude waves and hence allows accurate replication of focusing waves. This work also presents a free-surface particle detection method with improved performance especially in the wake of a structure under the action of incoming waves. We have also incorporated the recent developments in application of wall boundary condition on 3D structures inside the fluid domain, particle collision and wave-absorption.

The paper is organised with the description of the governing equations and the improved solution procedure. It discusses the one-way coupling algorithm with the 2D FNPT model, the free-surface identification method and the other improvements. The results provide a discussion on the integration domain radius. A detailed investigation is done on the influence of the overlapping zone in the coupling procedure for solitary, regular and focusing waves. This is followed by a brief description of the experimental set-up used for obtaining the data on interaction of fixed cylinder with regular and focusing waves. And finally the results obtained from this hybrid model on the same experiments are presented and validated against the physical data.

## 2. Formulation of the problem

### 2.1. Governing equations

The incompressible flow in the numerical wave tank with domain $\Omega$ bounded by boundary $\Gamma, t \geq 0$ and is governed by Lagrangian form of Navier-Stokes equations given by the conservation of mass Eq. 1a) and conservation of momentum Eq. 1 b . The variable $\vec{u}=d \vec{r} / d t$ is velocity vector, $\vec{r}$ is the position vector, $\rho$ 95 is fluid density which is assumed to be constant, $P$ is the local pressure, $\vec{g}=-9.81 \hat{k}$ is body force vector and $\nu$ is the kinematic viscosity of the fluid.

$$
\begin{align*}
& \nabla \cdot \vec{u}=0 \quad \text { in } \Omega  \tag{1a}\\
& \frac{D \vec{u}}{D t}=\frac{-1}{\rho} \nabla P+\vec{g}+\nu \nabla^{2} \vec{u} \quad \text { in } \Omega \tag{1b}
\end{align*}
$$

The numerical wave tank is spatially dicretised using particles. The boundary value problem is completed with three types of boundary conditions (BC), 1) Wave-maker $\left.\Gamma_{a}, 2\right)$ Free surface $\Gamma_{b}, 3$ ) Rigid wall $\Gamma_{c}$. The wave-maker boundary is implemented using a one-way coupling algorithm with a fully non-linear potential theory based finite element model on the boundary $\Gamma_{a}$ and is described in detail in section 2.4. The freesurface BC requires identification of particles lying on the free surface, as described in section 2.5, and then application of Dirichlet type condition of $P=P_{a t m}$ at those nodes on the boundary $\Gamma_{b}$. The rigid wall BC is applied by assuming zero normal flow across the boundary $\Gamma_{c}$ which gives the velocity condition as Eq. 2a), where $\vec{U}$ is velocity of the wall and $\vec{n}$ is its outward unit normal. Pressure BC for the wall is given by Eq. 2b, which is obtained by substituting Eq. 2a in the scalar product of Eq. 1b with $\vec{n}$. Here $\dot{\vec{U}}$ is acceleration of the wall.

$$
\begin{array}{ll}
\vec{u} \cdot \vec{n}=\vec{U} \cdot \vec{n} \quad \text { on } \Gamma_{c} \\
\vec{n} \cdot \nabla P=\rho\left(\vec{n} \cdot \vec{g}-\dot{\vec{U}} \cdot \vec{n}+\vec{n} \cdot\left(\nu \nabla^{2} \vec{u}\right)\right) & \text { on } \Gamma_{c} \tag{2b}
\end{array}
$$

The rigid-wall is treated as slip-wall BC because a no-slip BC would require accurate capturing of tangential gradient of velocity in close vicinity of the wall using appropriately fine node resolution, and is not an area of focus for this paper.

### 2.2. Solution procedure for governing equation

The system of governing equation in Eqs. (1) is solved using the projection scheme, in order to decouple the pressure gradient terms and to obtain a governing equation for pressure.

Step 1. Solve for intermediate velocity
An intermediate velocity $\vec{u}^{*}$ is calculated by removing the pressure gradient term from the momentum equation. The temporal derivative is expanded using Taylor series accurate till first order.

$$
\begin{equation*}
\vec{u}^{*}=\vec{u}^{n}+\Delta t\left(\vec{g}+\nu \nabla^{2} \vec{u}^{n}\right) \quad \text { in } \Omega \tag{3}
\end{equation*}
$$

Step 2. Solve for Pressure
The pressure governing equation is obtained by subtracting Eq. (3) from the momentum equation, taking the divergence of the resultant vector equation and substituting conservation of mass Eq. 1a) for velocity vectors $\vec{u}^{n}$ and $\vec{u}^{n+1}$.

$$
\begin{align*}
& \nabla^{2} P^{n+1}=\frac{\rho}{d t} \nabla \cdot \vec{u}^{*} \quad \text { in } \Omega  \tag{4a}\\
& P^{n+1}=P_{a t m} \quad \text { on } \Gamma_{b}  \tag{4b}\\
& \vec{n} . \nabla P^{n+1}=\rho\left(\vec{n} \cdot \vec{g}-\overrightarrow{\vec{U}^{n+1}}\right) \quad \text { on } \Gamma_{c} \tag{4c}
\end{align*}
$$

The above equation can be further modified by subtracting a linear quantity $P^{*}=\rho g\left(H_{0}-z^{n}\right)$ from the instantaneous pressure $P^{n+1}$ in Eq. (4). With the assumption of $H_{0}$ as constant, $P^{*}$ satisfies $\nabla^{2} P^{*}=0$, and also simplifies the boundary condition at walls given that $z$ is the vertical coordinate. $H_{0}$ is chosen as mean still water depth.

$$
\begin{align*}
& \nabla^{2} q=\frac{\rho}{d t} \nabla \cdot \vec{u}^{*} \quad \text { in } \Omega  \tag{5a}\\
& q=P_{a t m}-P^{*} \quad \text { on } \Gamma_{b}  \tag{5b}\\
& \vec{n} \cdot \nabla q=-\rho \vec{n} \cdot \dot{\vec{U}}^{n+1} \quad \text { on } \Gamma_{c}  \tag{5c}\\
& P^{n+1}=q+P^{*} \tag{5d}
\end{align*}
$$

The above modification allows for a faster convergence for the Poisson equation. The terms in $P^{*}$ are known from previous time-step and therefore does not increase complexity of the process. In our numerical test case with identical set-up, the Poisson equation solved using bi-conjugate gradient stabilised method achieves convergence in 641 iteration for the original Poisson equation and 194 iterations for the modified Poisson equation.

Step 3. Velocity correction and particle position update
${ }_{130}$ The final velocity is then corrected using the intermediate velocity and the gradient of the pressure. After applying the boundary conditions for velocity, the particle position is updated using first order time-stepping.

$$
\begin{align*}
& \vec{u}^{n+1}=\vec{u}^{*}-\Delta t \frac{1}{\rho} \nabla P^{n+1} \quad \text { in } \Omega  \tag{6a}\\
& \vec{n} \cdot \vec{u}^{n+1}=\vec{n} \cdot \vec{U}^{n+1} \quad \text { on } \Gamma_{c}  \tag{6b}\\
& \vec{r}^{n+1}=\vec{r}^{n}+\vec{u}^{n+1} \Delta t \tag{6c}
\end{align*}
$$

In the above solution procedure Eq. (3) and Eqs. (6) are solved in 'strong' form with the gradients calculated using simplified finite-difference interpolation (SFDI) method as described in [26]. Pressure Poisson equation Eqs. (5) is solved in a 'weak' form to reduce the order of the equation. This procedure is a defining difference between the particle based schemes such as reproducing kernel particle method [27], element free Galerkin method [28] and smoothed particle hydrodynamics (SPH) [16]. In the present work, the equation is solved using meshless local Petrov-Galerkin method with Rankine source function (MLPG_R).


Figure 1: Schematic showing location of the integration points within the spherical sub-domain of radius $R_{I}$ around a node

### 2.3. Weak-form solution using $M L P G_{-} R$

The local weak form of pressure Poisson equation is evaluated at each node within a spherical sub-domain of radius $R_{I}$ with the node as its centre. The 3 D sub-domain is denoted by $\Omega_{I}$ with its surface boundary as $\Gamma_{I}$ having outward unit normal $\vec{\lambda}$. Eq. 77 is the local weak form of Eq. 5a, where $\psi$ is the test function.

$$
\begin{equation*}
\int_{\Omega_{I}} \psi \nabla^{2} q d \Omega=\frac{\rho}{d t} \int_{\Omega_{I}} \psi \nabla \cdot \vec{u}^{*} d \Omega \tag{7}
\end{equation*}
$$

As shown in [29], the use of Rankine source function as the test function offers a few important simplifications for the pressure Poisson equation. It reduces the left-hand side from a domain to a surface integral. The Laplacian operator on the unknown quantity $q$ is simplified to the gradient of the analytically known quantity $\psi$. On the right hand side too the gradient operator is shifted from the numerically calculated quantity $\vec{u}^{*}$ to analytically known quantity $\psi$. With the substitution of $\psi=\frac{1}{4 \pi}\left(1-R_{I} / r\right)$, where $r$ is the distance between the centre of $\Omega_{I}$ and a location within $\Omega_{I}$, Eq. (5a) is reduced to Eq. (8). The modified pressure equation Eq. (8) does not require numerical calculation of derivative of any quantity.

$$
\begin{equation*}
\int_{\Gamma_{I}} \vec{\lambda} \cdot(q \nabla \psi) d \Gamma-R_{I} q=\frac{\rho}{\Delta t} \int_{\Omega_{I}} \vec{u}^{*} \cdot \nabla \psi d \Omega \tag{8}
\end{equation*}
$$

The calculation of domain and surface integrals within the spherical sub-domain around the node is done using a semi-analytical method. This approach is a further development on the work in [23]. The earlier derivation relies on dividing the sphere into eight divisions and assuming a linear variation of variables within each division for domain integral, and a linear variation along the surface of each division for a surface integral. The resultant expression is asymmetric in space and does not provide with the order of error. We have done an alternate derivation using the complete Taylor series expansion and then chose to terminate final expression based on an acceptable order of error.

$$
\begin{equation*}
\frac{1}{4 \pi} \int_{0}^{2 \pi} \int_{0}^{\pi} q \sin (\theta) d \theta d \gamma-q=\frac{1}{4 \pi} \frac{\rho}{\Delta t} \int_{0}^{R_{I}} \int_{0}^{2 \pi} \int_{0}^{\pi} u_{r}^{*} \sin (\theta) d \theta d \gamma d r \tag{9}
\end{equation*}
$$

On substituting the expression for Rankine source function as $\psi$ in Eq. (8) and dividing the resultant by the constant $R_{I}$, we obtain Eq. (9) with integrals in spherical coordinate, where $u_{r}^{*}$ is the radial intermediate velocity. On expanding variables $q$ and velocity components $\vec{u}=(u, v, w)$ about the centre of the spherical sub-domain in 3D using Taylor series expansion and integrating the final expression analytically, the integrals in Eq. $\sqrt{9}$ result to Eq. 10 , which is expanded till $\left(R_{I}\right)^{4}$. Here $q_{0}, u_{0}, v_{0}, w_{0}$ are variables at the centre of the spherical sub-domain.

$$
\begin{align*}
\int_{0}^{2 \pi} \int_{0}^{\pi} q \sin (\theta) d \theta d \gamma & =4 \pi q_{0}+\frac{2}{3} \pi R_{I}^{2}\left(q_{0, x x}+q_{0, y y}+q_{0, z z}\right) \\
& +\frac{1}{30} \pi R_{I}^{4}\left(q_{0, x x x x}+q_{0, y y y y}+q_{0, z z z z}\right)  \tag{10a}\\
& +\frac{1}{30} \pi R_{I}^{4}\left(q_{0, x x z z}+q_{0, x x z z}+q_{0, y y z z}\right)+\ldots
\end{align*}
$$

$$
\begin{align*}
\int_{0}^{R_{I}} \int_{0}^{2 \pi} \int_{0}^{\pi} u_{r}^{*} \sin (\theta) d \theta d \gamma d r & =\frac{2}{3} \pi R_{I}^{2}\left(u_{0, x}^{*}+v_{0, y}^{*}+w_{0, z}^{*}\right) \\
& +\frac{1}{30} \pi R_{I}^{4}\left(u_{0, x x x}^{*}+u_{0, x y y}^{*}+u_{0, x z z}^{*}\right)  \tag{10b}\\
& +\frac{1}{30} \pi R_{I}^{4}\left(v_{0, x x y}^{*}+v_{0, y y y}^{*}+v_{0, y z z}^{*}\right) \\
& +\frac{1}{30} \pi R_{I}^{4}\left(w_{0, x x z}^{*}+w_{0, y y z}^{*}+w_{0, z z z}^{*}\right)+\ldots
\end{align*}
$$

The expressions for the integrals involve no numerical approximations so far. In our work we will terminate the expressions till $\left(R_{I}\right)^{3}$ giving us the integration error proportional to $\left(R_{I}\right)^{4}$. The first and second order derivatives of variables about the centre of the spherical sub-domain can be numerically estimated using central difference scheme using values at the points at distance $R_{I}$ along the axes of the sphere as shown in Fig. (1). The resultant expressions are symmetric along the 3 axes with a leading error term proportional to $R_{I}^{4}$ and require only 6 integration points.

$$
\begin{align*}
\int_{0}^{2 \pi} \int_{0}^{\pi} q \sin (\theta) d \theta d \gamma & =\frac{2}{3} \pi R_{I}^{2}\left(\frac{q_{1}+q_{2}+q_{3}+q_{4}+q_{5}+q_{6}}{R_{I}^{2}}+E\left(R_{I}^{2}\right)\right)+E\left(R_{I}^{4}\right)  \tag{11a}\\
& =\frac{2}{3} \pi\left(q_{1}+q_{2}+q_{3}+q_{4}+q_{5}+q_{6}\right)+E\left(R_{I}^{4}\right)
\end{align*}
$$

$$
\begin{equation*}
\int_{0}^{R_{I}} \int_{0}^{2 \pi} \int_{0}^{\pi} u_{r}^{*} \sin (\theta) d \theta d \gamma d r=\frac{1}{3} \pi R_{I}\left(u_{1}^{*}-u_{3}^{*}+v_{2}^{*}-v_{4}^{*}+w_{5}^{*}-w_{6}^{*}\right)+E\left(R_{I}^{4}\right) \tag{11b}
\end{equation*}
$$

The integrated expressions are now substituted in Eq. (9) to give the final form of the pressure Poisson equation, Eq. 12), with leading error proportional to $R_{I}^{4}$. The choice of $R_{I}$ therefore is an important parameter in determining the accuracy and convergence rate for the solution. In the section 3.1, we have investigated the influence of increasing $R_{I}$ on the solution and have prescribed an appropriate value for our set of simulations.

$$
\begin{equation*}
\frac{1}{6}\left(q_{1}+q_{2}+q_{3}+q_{4}+q_{5}+q_{6}\right)-q_{0}=\frac{\rho}{\Delta t} \frac{R_{I}}{12}\left(u_{1}^{*}-u_{3}^{*}+v_{2}^{*}-v_{4}^{*}+w_{5}^{*}-w_{6}^{*}\right) \tag{12}
\end{equation*}
$$

The value of variables at integration points is evaluated using the moving least-squares shape function (MLS), [30, Ch. 3]. Hence with the interpolation as $q(\vec{r})=\sum_{k=1}^{M} \Phi_{k} q_{k}$, where $M$ is the number of neighbouring nodes and $\Phi$ is the MLS shape function, the weak form of pressure Poisson equation for domain with $N$ nodes is converted to system of $N$ linear equations given by $[A]_{N \times N}[q]_{N \times 1}=[B]_{N \times 1}$, where

$$
\begin{align*}
& A_{j k}= \begin{cases}\frac{1}{4 \pi} \int_{0}^{2 \pi} \int_{0}^{\pi} \Phi_{k}(x) \sin (\theta) d \theta d \gamma-\Phi_{k}\left(x_{j}\right) & \text { for interior } \\
\vec{n} . \nabla \Phi_{k}\left(x_{j}\right) & \text { for } \Gamma_{c}\end{cases}  \tag{13a}\\
& B_{j}= \begin{cases}\frac{1}{4 \pi} \frac{\rho}{\Delta t} \int_{0}^{R_{I}} \int_{0}^{2 \pi} \int_{0}^{\pi} u_{r}^{*} \sin (\theta) d \theta d \gamma d r & \text { for interior } \\
-\rho \vec{n} \cdot \dot{\vec{U}} & \text { for } \Gamma_{c}\end{cases} \tag{13b}
\end{align*}
$$

The gradient for applying the wall boundary condition in the above system is calculated using SFDI 26. In our work the system of linear equations is solved using bi-conjugate gradient stabilised method (BiCGStab) and generalised minimal residual method (GMRES). They are provided by an open-source OpenMP enabled Paralution library [31. The comparison between the rate of convergence and the total parallel scalability for our code is presented in section 3.1.

### 2.4. One-way coupling with FNPT-FEM

The Lagrangian model allows generation of waves in a numerical wave-tank (NWT) by directly modelling the motion of the wave-maker. It is a convenient approach that allows duplicating the exact piston motion of physical wave tank. However in order to achieve a stable wave-train, the structure under study should be placed multiple wave-lengths away from the wave-maker. The flow under the waves during this propagation phase is potential flow, therefore using a 3D viscous model just for wave-generation and propagation would be computationally costlier and will invariably lead to numerical dissipation. This problem is further compounded in focused wave studies where the focusing point may be at a significant distance from the wave-maker. Alternatively, theoretical source function can be used to generate the waves starting near the structure itself. This can reduce the domain size, and thus reduce computational cost, however the theoretical functions will not be fully nonlinear and involve approximations that limit the wave height and steepness. In focused wave studies these limitations can lead to generation of spurious sub and super harmonics in the numerical wave-tank 32 .

In our work we use a 2D finite element model for fully nonlinear potential theory (FNPT-FEM) for wave-generation and its propagation for majority of the distance between the wave-maker and the structure. It is a proven model with excellent correlation with experiments as shown in [32]. Thereafter the wave is transferred from FNPT-FEM to MLPG_R near the structure using a one-way coupling algorithm. It allows us to retain the nonlinear wave-trains without significant numerical losses and also reduced computational effort by limiting the domain requirement for 3D MLPG_R to only near the structure. In principle one can employ a 3D FNPT model [7 instead. Currently we have only presented uni-directional waves for which the 2 D model is sufficient, however our future work will be coupling with a 3 D model to simulate multi-directional waves, and to shift the sponge layer in the downstream region to 3D FNPT.

$$
\begin{array}{ll}
\frac{\partial \phi}{\partial x}=\dot{x}_{p}(t) & \text { at } x=x_{p}(t) \text { on } \Gamma_{F p} \\
\frac{\partial \phi}{\partial n}=0 & \text { on } \Gamma_{F b} \text { and } \Gamma_{F r} \\
\frac{\partial \phi}{\partial t}=g \eta-\frac{1}{2} \nabla \phi \nabla \phi & \text { on } \Gamma_{F \eta} \tag{14c}
\end{array}
$$

FNPT-FEM is a 2D semi-Lagrangian model in X-Z plane, where the nodes are allowed to move in vertical direction to model free-surface movement. The flow is assumed to be incompressible and irrotational and hence viscous forces are neglected. Governing equation for the velocity potential $\phi$ is $\nabla^{2} \phi=0$, where $\vec{u}=\nabla \phi$. Vertical left boundary $\Gamma_{F p}$ of the 2D domain is wave-maker, with the Neumann boundary condition enforced by Eq. 14a, where $\dot{x}_{p}$ is velocity of the piston type wave-paddle. Bottom $\Gamma_{F b}$ and right $\Gamma_{F r}$ edges have wall boundary condition applied using Eq. (14b). With the assumption of non-breaking waves, non-linear dynamic free-surface boundary condition is applied at the continuous free surface $\Gamma_{F \eta}$ using Eq. (14c), obtained using the unsteady Bernoulli equation. Here $\eta$ is the surface elevation from initial still-water level. The wave paddle motion is calculated from piston-type wave-maker theory with second order correction based on 33. The detailed formulation and validation for this model is given in 34.

The complete FNPT-FEM domain, as shown in Fig. (2), contains three regions of interest. In $R 1$ waves are generated and allowed to propagate till they reach the vicinity of the MLPG_R domain. $R 2$ is the region


Figure 2: Schematic for the FNPT-FEM domain with coloured region indicating the region from where data is passed to MLPG_R
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Figure 3: FNPT-FEM sub-domain $R 2$ in 2D shown in red, overlapping with part of MLPG_R domain in 3D
overlapping with the 3D MLPG_R domain as shown in Fig. (3). Particle position, velocity and pressure are transferred from this region to MLPG_R nodes. $R 3$ is a redundant region with the function of avoiding reflection within the FNPT domain by using a large sponge layer. Given that FNPT-FEM is a 2D potential flow code, we use a long $R 3$ to avoid any reflection at extremely low computational cost.

The coupling procedure within the MLPG_R domain is limited to only a few nodes inside the FNPTFEM overlapping region. As the FNPT-FEM domain is 2 D , the data from this model is assumed to have zero variation of variables along the y-axis. The one-way coupling procedure is described below.
Step 1: Extract data from time-step $(\mathrm{n}+1)$ from FNPT-FEM inside $R 2$
Step 2 : Interpolate the variables in MLPG_R domain at particle position $\vec{r}^{n}$ using MLS with surrounding FNPT nodes to give the values $V_{i n t}^{n+1}\left(\vec{r}^{n}\right)$, consistent with Eq. 6c). Here $V$ represents the variables $P, \vec{u}=(u, v, w)$.
Step 3 : The extracted values $P_{i n t}^{n+1}\left(\vec{r}^{n}\right)$ at the left face of MLPG_R domain are used to calculate $q_{i n t}^{n+1}\left(\vec{r}^{n}\right)=$ $P_{i n t}^{n+1}\left(\vec{r}^{n}\right)-\rho P^{*}$. These values are then used to apply Dirichlet type BC on the left face for the pressure Poisson equation Eq. 5a).
Step 4 : Finally, before the position update step Eq. 6 c$)$, the values of $P, \vec{u}=(u, v, w)$ within the overlapping nodes of MLPG_R domain are corrected to gradually merge with the FNPT-FEM solution using Eq. 15).

$$
\begin{align*}
& V^{n+1}\left(\vec{r}^{n}\right)=\alpha V_{i n t}^{n+1}\left(\vec{r}^{n}\right)+(1-\alpha) V_{M L}^{n+1}\left(\vec{r}^{n}\right)  \tag{15a}\\
& \alpha=1-3\left(\frac{x^{0}-x_{L}^{0}}{L_{c}}\right)^{2}+2\left(\frac{x^{0}-x_{L}^{0}}{L_{c}}\right)^{3} \tag{15b}
\end{align*}
$$

Here $\alpha$ is the coupling coefficient which has to be calculated only based on the position of MLPG_R particles at zeroth time-step. $x_{L}^{0}$ is the left-most position at zeroth time-step and $L_{c}$ is the length of the coupling region within MLPG_R domain. Hence the value of $\alpha$ does not change with time and therefore does not require any additional computation. As per our study it is necessary to use at-least a minimum coupling region within MLPG_R. Applying just the Dirichlet boundary condition with known values from FNPTFEM on the left face without the use of a overlapping zone will lead to leak of internal fluid nodes through


Figure 4: Internal fluid nodes (in black) leaking through the left face nodes (in red) when coupling zone is not used within MLPG_R domain
the left face as shown in Fig. (4). This is because the left face is not a wall boundary. In section 3.2 we have studied the required $L_{c}$ for transferring solitary, regular and focused wave-train from FNPT-FEM to MLPG_R.

### 2.5. Identification of free-surface

Application of free-surface BC, Eq. (5b), in pressure Poisson equation requires accurate detection of the free-surface nodes. A misidentification of fluid node as free-surface can create artificial sharp gradients and noise in pressure values. Many of the free-surface identification algorithms rely on particle number density [35, 19. This method uses the variation of instantaneous particle number density as compared with zeroth time-step value for identifying free-surface nodes. This approach was used in earlier MLPG work for successfully simulating 3D breaking waves as shown in [23. However this approach is difficult to implement when the domain has variable particles number density. In the vicinity of structures, particles have a tendency to collate or disperse creating regions of high and low particle number density with respect to the zeroth time-step, which can lead to misidentification of fluid nodes as free-surface. The sequence of images in Fig. (5) show a few instances of this error inside the fluid domain under a steep wave and in the vicinity of the cylinder during their interaction. This error results in artificial spikes in the numerical pressure results and can lead to masking of a physical phenomenon. For example, the ringing of vertical cylinders under certain waves could get masked within the noise of such errors. It can also create artificially high gradients causing fluid particles to shoot out of the domain and can result in failure of the simulation. Therefore there is a need to develop free-surface identification techniques which are not directly dependent on the particle number density.

We propose a simple free-surface detection method. For a node $i$ a summated unit displacement vector $\vec{v}_{i}$ is calculated as shown in Eq. 16). Here $R_{f}$ is a size of a spherical sub-domain around node $i$, calculated using $M$ closest neighbours. If $\left|\overrightarrow{v_{i}}\right|>v_{\max }$ then the node is on free-surface. In our work we have used $M=6, \beta=2.0$ and $v_{\max }=0.24$. This approach alone however will identify nodes near corners and faces of the domain as free-surface as shown in Fig. (6). In order to solve this we add a single layer of ghost nodes along the outward normal of the side, bottom and body faces, placed at a distance of $0.55 R_{f}$. In case of highly irregular node distribution, two or more layers of ghost nodes along the outward normal can be used. This approach eliminates the misidentification problem for the free-surface nodes as shown in Fig. (7).

$$
\begin{align*}
\vec{v}_{i} & =\sum_{k} \frac{\vec{r}_{i k}}{\left|\vec{r}_{i k}\right|} \quad \text { for }\left|\vec{r}_{i k}\right| \leq R_{f}  \tag{16a}\\
R_{f} & =\frac{\beta}{M} \sum_{k=1}^{M}\left|\vec{r}_{i k}\right| \tag{16b}
\end{align*}
$$



Figure 5: Sequence of snapshots showing the misidentification of free-surface nodes inside the fluid domain as indicated by the red arrow


Figure 6: The summated unit displacement vector method without ghost nodes detects the fluid nodes near corners of the domain as free-surface as shown in red

### 2.6. Treatment of the tangentially moving side-wall boundary

Identification and treatment of waterline on the domain boundaries is crucial for wave propagation. In a 2 D domain the waterline is only limited to a point on each face and a simple numerical treatment through interpolation is sufficient. In a 3D domain the waterline extends over the entire length. Fig. (8) shows the possible approaches for treating the waterline. The approach A is a conventional wet-dry approach where the side wall particles are fixed and are identified to be under the fluid (wet) by the neighbouring fluid free surface. As shown from the schematic, this approach leads to a "stepped" waterline, thus requiring high density particle distribution near side-wall and making it unsuitable for small amplitude waves. These waves are crucial for generating high steepness focusing waves whose interaction with structures is an important study case.

This work has implemented a tangentially moving wall approach B on the vertical faces of the domain. The side wall particles are moved as per Lagrangian motion Eq. 6 cc ). The boundary condition on these side wall particles is slip-wall with no normal flow across the face. As per Eq. (4c) reducing to $\vec{n} . \Delta P=0$, the gradient of pressure in the velocity correction steps can be limited to just the respective vertical plane ( XZ or YZ ) for these vertical faces. Hence by converting the gradient from 3D to 2D at the waterline the associated error due to incomplete surrounding domain can be reduced. This along with the now continuous waterline as shown in Fig. (8) makes the approach suitable for both small and large amplitude waves, which is crucial for replicating the focusing wave test cases. This method however needs to be further tested for 3D breaking waves, where the purely Lagrangian motion of the particle may introduce problems. Additionally, if the viscous effects on this domain side-wall are of significance for a particular problem, then the boundary condition has to be modified to no-slip type, for which the boundary particle velocity is zero. In such a case, the moving side wall approach will not be suitable.


Figure 7: Sequence of snapshots showing the free-surface under a steep focusing wave interacting with a cylinder with no falsely identified free-surface nodes


Figure 8: Schematics for two approaches for treating waterline on side-walls of the domain

### 2.7. Implementation of rigid wall boundary condition

The rigid wall BC for pressure and velocity are given by Eq. 4 c ) and Eq. 6c . The boundary condition is directly applied as Neumann type BC while solving the weak form of the pressure Poisson equation as described in Eqs. (5). However, the velocity correction step is solved in 'strong' form and it will require special treatment for accurately applying the pressure and velocity BC. We achieve this using pairs of mirror $M$ and ghost $G$ particles attached to every wall node $W$ as shown in Fig. (9). The two points are placed along the outward unit normal $\vec{n}$ of the wall point $W$ at a distance of $l_{G}$, on opposite sides of the wall point, $\vec{r}_{G}=\vec{r}_{W}+\vec{n} l_{G}$ and $\vec{r}_{M}=\vec{r}_{W}-\vec{n} l_{G}$. The mirror point $M$ should be within the fluid domain and the values of pressure and velocity are interpolated at this point using the surrounding fluid nodes with MLS. As the wall point is the midpoint between $M$ and $G$, the values of pressure and velocity at $G$ are evaluated using Eqs. 17) in order to apply the boundary conditions at the corresponding wall point $W$. Here $\rho$ is fluid density, $\vec{\tau}_{1}$ and $\vec{\tau}_{2}$ are the corresponding tangents to the normal $\vec{n}$, and $\vec{U}_{W}=\left(U_{W}, V_{W}, W_{W}\right)$ is the required velocity boundary condition at $W$. Fig. 10) shows an example of the velocity vector for the ghost nodes used to apply the slip velocity boundary condition at a stationary cylinder boundary under a wave-crest.

$$
\begin{align*}
& P_{G}=P_{M}+2 \rho l_{G}\left(\vec{n} \cdot \vec{g}-\vec{n} \cdot \dot{\vec{U}}_{W}^{n+1}\right)  \tag{17a}\\
& {\left[\begin{array}{c}
u_{G} \\
v_{G} \\
w_{G}
\end{array}\right]=\left[\begin{array}{ll}
n_{x} & \tau_{1 x} \\
n_{2 x} \\
n_{y} & \tau_{1 y} \\
n_{2 y} & \tau_{1 z} \\
\tau_{2 y}
\end{array}\right]\left(\left[\begin{array}{ccc}
-n_{x} & -n_{y} & -n_{z} \\
\tau_{1 x} & \tau_{1 y} & \tau_{1 z} \\
\tau_{2 x} & \tau_{2 y} & \tau_{2 z}
\end{array}\right]\left[\begin{array}{c}
u_{M} \\
v_{M} \\
w_{M}
\end{array}\right]+\left[\begin{array}{ccc}
n_{x} & n_{y} n_{z} \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]\left[\begin{array}{c}
2 U_{W} \\
2 V_{W} \\
2 W_{W}
\end{array}\right]\right)} \tag{17b}
\end{align*}
$$

### 2.8. Particle distribution and wave absorption

The fluid particles have a tendency to collate together or disperse in regions around a structure. This is a major issue for incompressible Lagrangian models. If two particle are too close to each other then, when


Figure 9: The ghost particle (G, red star) and mirror particle (M, red dot) placed around the corresponding wall particle (W) for applying rigid wall boundary conditions


Figure 10: Top view of velocity vector at ghost nodes (in red), wall nodes (in black $+\bullet$ ) and fluid nodes (in black) for applying slip velocity boundary condition for cylinder under the crest of a wave
compared with the sub-domain radius; the system of linear equations Eqs. 13) will not be solvable due to the matrix $[A]$ close to being singular. Conversely, if nodes drift too far apart then there will not be enough neighbours in the sub-domain to accurately apply MLS and SFDI. Most particle based models use techniques for correcting the distribution of particles. One example in assuming pseudo-compressible fluid by applying additional correction term in pressure Poisson equation based on particle number density [19. Multiple versions of particle shifting techniques are also used to slowly nudge the particles in desired distribution [36. In our work we have used a particle-collision algorithm as described in 37] based on kinetic collision theory. We assume a fully elastic collision between fluid particles, which ensure conservation of momentum and energy. The mass of wall particles within the collision algorithm is assumed to be very large with respect to the fluid nodes. This reduces the leak through walls as presented in the reference. Additionally, we do a periodic re-distribution of all particles in the domain. In SPH model a similar re-distribution was successfully implemented in 38. In 3D free-surface flows, this would first require an accurate mapping of the free surface, followed by distribution of nodes under this free-surface and the final interpolation of values using the 3D MLS interpolation with Gaussian weight function.

A sponge layer is placed on far-end of the domain to absorb the incoming waves. It is necessary for studying the structure's interaction with regular and focused waves while keeping a limited domain size. The sponge layer is applied by using damping source term $S \vec{u}$ in the momentum equation. Here $S(x)$ is the power damping function of order $n_{S}$, as tested in [39] for $\mathrm{SPH}, x_{0}$ and $x_{\max }$ are the beginning and end of the sponge layer zone. Thus resultant velocity vector obtained after the correction step will be modified to Eq. 18 c . We have used $n_{S}=3$ and $S_{\max }=10$ based on our own tests and the recommendations in 39.

$$
\begin{align*}
& \frac{D \vec{u}}{D t}=\frac{-1}{\rho} \nabla P+\vec{g}+\nu \nabla^{2} \vec{u}-S \vec{u} \quad \text { in } \Omega  \tag{18a}\\
& S(x)=S_{\max }\left(\frac{x-x_{0}}{x_{\max }-x_{0}}\right)^{n_{S}}  \tag{18b}\\
& \vec{u}^{n+1}=\frac{1}{1+\Delta t S}\left(\vec{u}^{*}-\Delta t \frac{1}{\rho} \nabla P^{n+1}\right) \quad \text { in } \Omega \tag{18c}
\end{align*}
$$



Figure 11: Surface elevation at $x=40 \mathrm{~m}$ for different values of $\alpha$ coefficient

The developments in this paper, including the 3D formulation with new symmetric integration expression, new free-surface particle detection, side wall and rigid-wall treatment, and particle distribution are collectively named as meshless local Petrov-Galerkin method with Rankine source symmetric (MLPG_RS) to differentiate from [23].

## 3. Results and Discussions

### 3.1. Influence of size of integration sphere on convergence

In section 2.3 we have derived the semi-analytical technique for integration in the sub-domain around a node to evaluate the local weak form of the pressure Poisson equation. The resultant error is found to be proportional to $R_{I}^{4}$, where $R_{I}$ is the radius of the spherical integration domain. We define $R_{I}$ as given in Eq. (19), with $M=6$ closest neighbours. The value of coefficient $\alpha$ is varied between 0.1 and 0.4 to check the influence of increasing $R_{I}$ on the converge of Poisson equation solver and on the accuracy of result.

$$
\begin{equation*}
R_{I}=\frac{\alpha}{M} \sum_{k=1}^{M}\left|\vec{r}_{i k}\right| \tag{19}
\end{equation*}
$$

We investigate this using a test case with 65 m long computational domain in which a solitary wave of height 0.1 m is generated in water-depth of 1 m . The wave is transferred from FNPT-FEM to MLPG_RS at 25 m . Thus, the MLPG_RS domain is 40 m long, starting from $x=25 \mathrm{~m}$ till $x=60 \mathrm{~m}$ and is filled with 218673 particles initially distributed at 0.05 m . With the time-step of 0.01 s , about 2700 time-steps in MLPG_RS give us the required results for comparison. A sponge layer of 8 m is placed in the right end. Every setting for the simulation, including the size of neighbour domain for MLS interpolations, are kept identical in all cases, except for the value of $\alpha$. A wave probe is kept at $x=40 \mathrm{~m}$ to compare the results of MLPG_RS for different values of $\alpha$ with FNPT-FEM simulation, as shown in Fig. (11). Here the MLPG_RS solutions show partial reflection after 20s from the sponge layer due to the restriction of the domain size. Fig. (12) shows the comparison of the number of iterations requires by a GMRES solver to reach an error limit of $10^{-10}$ for different values of $\alpha$. A large value of $R_{I}$ leads to divergence of result due to the integration error being proportional to $R_{I}^{4}$ as shown by $\alpha=0.4$. However a very small value of $R_{I}$, as shown by $\alpha=0.1$, requires larger number of iterations to achieve the solution and the wave probe reading does not correlate with the FNPT-FEM solution as seen in Fig. (11). Due to a smaller integration domain, the solution at solution. This influences the condition number of the system making in more sensitive to the truncation errors, which explains the erratic number of iterations in Fig. (12) and divergence from the converged result in Fig. (11). The values of $\alpha$ between 0.2 and 0.3 show similar convergence and wave probe solution. The method shows an inverted bell curve type dependence on $R_{I}$, without being over-sensitive to its value. In our work, we have taken $\alpha=0.25$.


Figure 12: Number of iterations required by GMRES solver to reach the error limit at each time-step for different values of $\alpha$ coefficient


Figure 13: Comparison between number of iterations required by BiCGStab and GMRES solvers for identical test case

We have tested same solitary wave test case with $\alpha=0.25$ with solution obtained using BiCGStab solver. Fig. (13) shows comparison between GMRES and BiCGStab solvers for identical test case with the error limit of $10^{-10}$. BiCGStab requires half the number of iterations and hence saves computational time, however we have observed that it fails to converge in certain circumstances, especially near the beginning of the simulation. Therefore we use BiCGStab as default solver and shift to GMRES if it fails to converge. The code has been made parallel using OpenMP and the Fig. 14 shows the time taken per time-step for the same solitary wave test case with 218673 nodes for different number of cores to test the scalability of the code. The tests were done on Intel Xeon E5-2640 v3 processor with clock speed of 2.60 GHz . The authors do recognise recent works on GPU parallelisation of SPH [17, but it has not been focus of this work. In the current state, about $75 \%$ of the code in made parallel using OpenMP, which entails a maximum speedup of 4 x compared to a serial run. Further improvements can be made in simulation time by increasing the parallel portion, shifting from shared memory to distributed memory form, using a better sparse matrix solver and by moving parts of computation to GPU.

### 3.2. One-way coupling with FNPT for wave-generation

In section 2.4 we have described the procedure for one-way coupling of MLPG_RS with FNPT-FEM, where the waves are generated in FNPT-FEM using a piston-type wave-maker and are transferred to MLGP_R near the body using an overlapping zone of length $L_{c}$. In this section, we will investigate the influence of $L_{c}$ and validate the coupling procedure.


Figure 14: Boxplot showing speed scalability of the OpenMP parallelised code for different number of CPUs. The line plot is for the median wall-time per time-step

### 3.2.1. Solitary Wave

The tests are first conducted for transfer of solitary wave. The 2D FNPT domain is 100 m long and 1 m deep. The mesh resolution is set to $\Delta x=0.0625 \mathrm{~m}$ and $\Delta y$ varying exponentially from 0.1094 m near bottom to 0.0241 m near the free-surface in 20 intervals. These mesh parameters are as per the recommendations in [34] and will not be investigated in this work. The region $R 2$ of this domain as described in Fig. (2) is set from 24.5 m to 34.5 m with solution saved at a regular resolution of 0.05 m at every time-step for coupling procedure.The simulation time-step is set to 0.01 s . A solitary wave of height 0.1044 m is generated.

The 3D MLPG_RS domain is initially a cuboid of length 40 m , width 0.6 m and depth 1 m with a particle distribution done at regular intervals of 0.05 m . It starts from 25 m and goes till 65 m with the left face within the $R 2$ region of FNPT domain. A sponge layer of 10 m is placed from 55 m to 65 m . The transfer of solitary wave is tested by comparing the wave probes at 30 m and 40 m in the FNPT domain and the coupled FNPT+MLPG_RS domain. With the overlapping zone $L_{c}=0.5 \mathrm{~m}$, initially between 25 m and 25.5 m in the MLPG_RS domain, the wave probe comparison as shown in Fig. 15) demonstrates the successful transfer of solitary wave from FNPT domain to the MLPG_RS domain. As mentioned in section 2.4, the MLPG_RS particles in overlapping zone are identified only based on initial domain, after which their coupling weight is not modified. The MLPG_RS results beyond 40s shows the partial reflection of the solitary wave from the
位 sponge layer because a solitary wave would require very long sponge layers for a complete absorption. This is not visible in the FNPT domain because the domain length is set to a larger value in the FNPT domain. We can also observe the MLPG_RS results not showing dissipation of the solitary wave amplitude over the 15 m of propagation shown in these figures, thus indicating low numerical errors.

The influence of $L_{c}$ on the coupling is investigated by testing cases with identical setup for values of $L_{c}=0.20 \mathrm{~m}, 0.30 \mathrm{~m}, 0.40 \mathrm{~m}, 0.75 \mathrm{~m}, 1.00 \mathrm{~m}$. The coupling procedure fails for values of $L_{c} \leq 0.3 \mathrm{~m}$ due to leakage of fluid particles through the left face as was shown in Fig. (4). However for values $L_{c} \geq 0.5 \mathrm{~m}$ the results of the transfer of the wave are identical, as shown in Fig. (16). In each of these simulations, the log of relative error is less than -3 as shown in Fig. 15) and Fig. (16).

### 3.2.2. Regular and Focused Wave

The mesh and time-step setup as described under the solitary wave case was used to test the transfer of the regular wave $T W 1$ and the focused wave $T W 2$ from FNPT-FEM to MLPG_RS. The theoretical wavelength for the regular wave $T W 1$ based on the dispersion relationship is 6.60521 m . The overlapping zone length of $L_{c}=0.50 \mathrm{~m}$ and 0.75 m were tested, with the two cases having wave-probe readings comparable to FNPT as shown in Fig. (17). The final test was conducted for the focusing wave TW2 using a overlapping zone of length $L_{c}=0.5 \mathrm{~m}$. The resultant wave-probe readings at 30 m and 40 m as in Fig. 18) show agreeable comparison the FNPT-FEM result.

From these tests we can conclude that the one-way coupling for transfer of solitary, regular and focused waves from 2D FNPT-FEM to 3D MLPG_RS can be achieved using the algorithm described in this work. A sufficient length of the overlapping zone in MLPG_RS domain is required to avoid the leakage of fluid


Figure 15: Wave probes comparison of surface elevation $\eta$ between FNPT results and coupled FNPT+MLPG_RS results with $L_{c}=0.5 \mathrm{~m}$ for solitary wave



Figure 16: Wave probes comparison of surface elevation $\eta$ between FNPT results and coupled FNPT+MLPG_RS results with different lengths of the overlapping zone for solitary wave
particles through the left face. The length does not depend upon the type of the wave because $L_{c} \geq 0.50 \mathrm{~m}$ provided agreeable results for solitary, regular and focused. For the focusing wave case, where the theoretical wave-length for the individual frequency limits ranges from 2.13205 m to $10.41058 \mathrm{~m}, L_{c}=0.5 \mathrm{~m}$ provided a good comparison indicating that $L_{c}$ does not depend on the length of a regular wave. From these tests the required condition for overlapping zone length in MLPG_RS domain can be concluded as $\frac{L_{c}}{\Delta r} \geq 10$, where $\Delta r$ is the initial resolution for particle distribution. The focusing wave results also confirms the implementation of moving side-wall algorithm to obtain the continuous waterline. The algorithm shows the ability to capture the small-amplitude waves necessary for accurately replicating shape, focusing point and phase of the focusing wave group, including the high frequency waves. These results show superior agreement to experiments as compared to similar SPH as shown in [17].

### 3.3. Experimental setup

The numerical model is validated against experiments conducted on interaction of fixed cylinder with focusing and regular waves. The experiments were performed using the wave tank in the Franzius-Institute Laboratory, Hannover, Germany. The tank is 110.0 m long, 2.2 m wide, and 2.0 m deep with a computercontrolled hydraulically driven piston type wave-maker at one end of the tank and a beach at the other end. The tank was filled with fresh-water to a working depth of 0.7 m . The waves were generated using the second order Schaffer correction to suppress the spurious free waves, as described in [32]. Wave probes were placed


Figure 17: Wave probes comparison of surface elevation $\eta$ between FNPT results and coupled FNPT+MLPG_RS results with different lengths of the overlapping zone for regular wave

| Wave Probe | X Distance from wave-maker | Y Distance from side-wall |
| :--- | ---: | ---: |
|  | $X(\mathrm{~m})$ | $Y(\mathrm{~m})$ |
| WP1 | 4.9750 | 1.085 |
| WP2 | 14.4280 | 1.085 |
| WP3 | 24.3100 | 0.825 |
| WP4 | 24.8800 | 0.825 |
| WP5 | 25.5850 | 0.825 |

Table 1: Location of wave-probes in experiment setup
at location shown in Table (1) for measuring the generated waves. A cylinder of diameter 0.22 m is fixed at a distance of 24.88 m from the wave-maker, with its centre close to the mid-line of the flume at 1.085 m from the side-wall. It is fixed with eight pressure transducers with sampling frequency of 100 Hz , five towards the wave-maker at different depths and three around the cylinder as shown in Fig. (19) and their location on the cylinder is described in Table (2). Here, $\alpha=0^{\circ}$ is for the pressure probes on the cylinder surface towards the wave-maker. Note that PP4 and PP5 are placed above the initial water-level.

The details of the regular wave and a focused wave against which the numerical results will be compared are given in Table (3). Here $f_{c}$ is the central frequency, $\Delta f$ is the bandwidth, $N$ is the number of frequency components, $f_{1}$ is the starting frequency, $f_{N}$ is the ending frequency, $G_{a}$ is the gain, $t_{f}$ is the focusing time and $X_{f}$ the focusing point. For convenient comparison of numerical and experimental results, the values of length are non-dimensionalised with respect to initial still water depth $d_{0}$, time with respect to $t_{0}=\sqrt{\frac{d}{g}}$ and pressure with respect to $P_{0}=\rho g d_{0}$. Hence, the location and diameter of the cylinder are $35.5429 d_{0}$ and $0.3143 d_{0}$ respectively.

### 3.4. Interaction of fixed cylinder with different waves

The numerical domain is $58.5429 d_{0}$ long, $1.6 d_{0}$ wide with initial water depth $1 d_{0}$. The cylinder of diameter $0.3143 d_{0}$ and height $1.5 d_{0}$ is fixed with its centre at $x=35.5429 d_{0}$ and $y=0.8 d_{0}$. The total domain is split between the 2D FNPT sub-domain starting from the wave-maker for wave-generation and propagation, and the 3D MLPG_RS domain starting from $28.5429 d_{0}$. In section 3.2 we have shown the successful transfer of $T W 1$ and $T W 2$ from the FNPT domain to the MLPG_RS domain, therefore the same 2D mesh characteristics will be used for the FNPT sub-domain, with $\Delta x=0.0625 d_{0}$ and $\Delta y$ varying


Figure 18: Wave probes comparison of surface elevation $\eta$ between FNPT results and coupled FNPT+MLPG_RS results with $L_{c}=0.5 \mathrm{~m}$ for focused wave


Figure 19: Schematic for physical wave tank and cylinder along with location of probes
exponentially from $0.1094 d_{0}$ near bottom to $0.0241 d_{0}$ near the free-surface in 20 intervals. The region $R 2$ for the FNPT-FEM domain lies from $x=28 d_{0}$ to $x=32 d_{0}$ with the length of the overlapping zone fixed to $L_{c}=1.0 d_{0}$. These parameters are kept same for all the test cases based on the conclusion from section 3.2

The MLPG_RS sub-domain is $30 d_{0}$ long, initially starting from $28.5429 d_{0}, 1.6 d_{0}$ wide with initial waterdepth of $1 d_{0}$. A $10 d_{0}$ long sponge layer is placed on the right end to absorb the incoming wave. The initial particle distribution is done as a Cartesian grid with uniform spacing $\Delta r$. However, a radial particle distribution is done in the vicinity of the cylinder by placing nodes at regular intervals along the normal of body nodes as shown in Fig. 20). It improves the Lagrangian motion of these fluid particles around the cylinder.

The first test results are presented for the focusing wave $T W 2$. Three particle distribution are tested, with the finest being $M 1$ with $\Delta r=0.0500 d_{0}$, followed by $M 2$ with $\Delta r=0.0625 d_{0}$ and the coarsest $M 3$ with $\Delta r=0.0833 d_{0}$. Each of them is tested with time-step ranging from $0.0235 t_{0}$ to $0.0626 t_{0}$. The combination of $\Delta r$ and $\Delta t$ which were successfully tested are shown in Table (4). The number of nodes listed in this table are only for the MLPG_RS sub-domain. The total simulation time is $183 t_{0}$ resulting in number of time-steps as shown in Table (4). However, as the MLPG_RS domain starts from $28.5429 d_{0}$ onwards, there is no need to solve the particle based problem for the first $37.5851 t_{0}$ till the wave reaches this sub-domain, which directly reduces the computational effort by $21 \%$.

A mesh and time-step convergence study is conducted for the focusing wave TW2. Results are compared using pressure probe signals from the experiment and simulations. For the purpose of convergence analysis,

| Pressure | Vertical location | Non-dimensional | Angular position |
| :--- | ---: | ---: | ---: |
| Probe | $Z(\mathrm{~m})$ | $\frac{Z}{d_{0}}$ | $\alpha$ |
| PP1 | 0.4150 | 0.5929 | $0^{\circ}$ |
| PP2 | 0.5150 | 0.7357 | $0^{\circ}$ |
| PP3 | 0.6150 | 0.8786 | $0^{\circ}$ |
| PP4 | 0.7150 | 1.0214 | $0^{\circ}$ |
| PP5 | 0.8150 | 1.1643 | $0^{\circ}$ |
| PP6 | 0.6150 | 0.8786 | $20^{\circ}$ |
| PP7 | 0.6150 | 0.8786 | $90^{\circ}$ |
| PP8 | 0.6150 | 0.8786 | $180^{\circ}$ |

Table 2: Location of pressure-probes on the cylinder in experiment setup

| Name | $d$ <br> - | $f_{c}$ <br> $(\mathrm{~m})$ | $(\mathrm{Hz})$ | $\Delta f$ | - | - | $f_{1}$ | $f_{N}$ | $X_{f}$ | $t_{f}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $(\mathrm{~Hz})$ | $(\mathrm{Hz})$ | $(\mathrm{m})$ | $(\mathrm{s})$ | - | $H$ |  |  |  |  |  |
| $(\mathrm{~m})$ |  |  |  |  |  |  |  |  |  |  |

Table 3: Details of the waves tested for interaction with the cylinder

| Name | $\frac{\Delta t}{t_{0}}$ | $\frac{\Delta r}{d_{0}}$ | $\frac{\Delta t \sqrt{g d_{0}}}{\Delta r}$ | Time-steps <br> Total | Time-steps <br> on MLPG_RS | Nodes <br> Fluid |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| M1T235 | 0.0235 | 0.0500 | 0.4698 | 7800 | 6200 | 416336 |
| M1T251 | 0.0251 | 0.0500 | 0.5011 | 7312 | 5812 | 416336 |
| M1T313 | 0.0313 | 0.0500 | 0.6264 | 5850 | 4650 | 416336 |
| M1T376 | 0.0376 | 0.0500 | 0.7517 | 4875 | 3875 | 416336 |
| M1T392 | 0.0392 | 0.0500 | 0.7830 | 4680 | 3720 | 416336 |
| M1T470 | 0.0470 | 0.0500 | 0.9396 | 3900 | 3100 | 416336 |
| M2T235 | 0.0235 | 0.0625 | 0.3759 | 7800 | 6200 | 220890 |
| M2T251 | 0.0251 | 0.0625 | 0.4009 | 7312 | 5812 | 220890 |
| M2T313 | 0.0313 | 0.0625 | 0.5011 | 5850 | 4650 | 220890 |
| M2T376 | 0.0376 | 0.0625 | 0.6014 | 4875 | 3875 | 220890 |
| M2T392 | 0.0392 | 0.0625 | 0.6264 | 4680 | 3720 | 220890 |
| M2T470 | 0.0470 | 0.0625 | 0.7517 | 3900 | 3100 | 220890 |
| M2T626 | 0.0626 | 0.0625 | 1.0023 | 2925 | 2325 | 220890 |
| M3T313 | 0.0313 | 0.0833 | 0.3759 | 5850 | 4650 | 117384 |
| M3T392 | 0.0392 | 0.0833 | 0.4698 | 4680 | 3720 | 117384 |
| M3T470 | 0.0470 | 0.0833 | 0.5638 | 3900 | 3100 | 117384 |
| M3T626 | 0.0626 | 0.0833 | 0.7517 | 2925 | 2325 | 117384 |

Table 4: Details of particle distribution and time-step of the numerical setups for focusing wave TW2


Figure 20: Radial particle distribution in the vicinity of the cylinder
error is quantified using root-mean-square of the difference between numerical and experiment pressure. The RMSE plot for $P P 2$ and $P P 6$ for all of numerical setups from Table (4) are shown in Fig. 21, with similar results for the other pressure probes. In particle based schemes the ratio $\Delta r / \Delta t$ is an important parameter for solution stability and accuracy, and as per [29], it should be kept within the range of 5-7 for MLPG_RS scheme. However, the value being dimensional is difficult to interpret in that form. Therefore, RMSE is plotted against two different x-axis, time-step $\Delta t$ and ratio $c_{t}=\Delta t \sqrt{g d_{0}} / \Delta r$, where $c_{t}$ is a form of Courant coefficient with characteristic velocity taken as $\sqrt{g d_{0}}$, similar to the approach taken by established overturning wave work by [40. Therefore the recommendation from [29] will convert to range of $c_{t}$ within $0.4-0.65$.

It is observed from the RMSE plot that $M 3$ results in higher error irrespective of the time-step compared to the fine particle distribution. This can be explained by observing the difference in numerical results using $M 3$ and $M 2$ with same time-step as shown in Fig. (22). $M 3$ results in lower estimation of pressure even before the focusing event. This is due to the coarse MLS gradient. A finer $\Delta r$ reduces MLS gradient error, as evident from the $M 2$ pressure which overlaps with the experiment. M3 shows highest errors for troughs, which is highlighted for the steepest trough at $t=148 t_{0}$ for PP3. Lagrangian motion in trough region spreads the nodes apart. Support domain radius for each node is calculated dynamically to ensure sufficient neighbouring nodes. Therefore this Lagrangian spread of nodes in the trough region results in larger support domain radius, thus lowering the accuracy of gradients. Alternatively, the crest region brings the nodes closer, which helps in maintaining gradient accuracy. For finer resolution such as $M 2$, the increase in support domain radius due to Lagrangian spread is not sufficient to reduce gradient accuracy, resulting in better capture of the steepest trough.

A lower time-step reduces error in the numerical form of the differential equation. However, in Lagrangian methods the time-step also plays a crucial role in particle distribution, and hence effects the simulation stability. This is observed by comparing results for $M 2$ from two time-steps as shown in Fig. (23). Pressure from both time-steps is similar, but the smaller time-step results in more stable solution. This is because the smaller time-step results in smaller motion of nodes per time-step, and provides particle collision algorithm better opportunity for maintaining particle distribution. A large time-step may momentarily bring twonodes very close to each other resulting is unnaturally high gradients, seen as noise in pressure results. However this momentary noise in pressure will not show up in the RMSE value. These momentary high gradients may sometimes throw particles apart resulting in simulation failure.

From Fig. (21) it is observed that RMSE for $M 1$ and $M 2$ are similar for almost all setups. We can observe a small increase in RMSE for the smallest $\Delta t$ in both $M 1$ and $M 2$. This is due to introduction of small phase shift which is exaggerated in the RMSE value. But the RMSE for all time-steps for $M 1$ and $M 2$ are in similar range. Therefore it can be concluded that a further reduction in particle distribution will not further improve accuracy, hence confirming convergence. This is also observed in the Fig. (24), where the pressure for M1T235 and M2T313 overlap for all pressure probes.

We also investigate the conservation of mass by the MLPG_RS scheme using the converged setup M2T313 for focusing wave case $T W 2$. A control volume of length $L_{c v}=6 d_{0}$, width $B_{c v}=1.6 d_{0}$ and height $2 d_{0}$


Figure 21: Root-mean-squared error between numerical and experiment pressure for $P P 2$ and $P P 6$, with time-step and $c_{t}=\Delta t \sqrt{g d_{0}} / \Delta r$ as x-axis
is placed between $x=32.5429 d_{0}$ and $x=38.5429 d_{0}$, thus covering the cylinder. The fluid flows in and out of vertical planes of this control volume. These vertical planes (control surfaces) are discretised in regular intervals and MLPG_RS solution is interpolated on these vertical planes using MLS. Mass of fluid inside the control volume is calculated by integrating volume under the free-surface. Conservation of mass is investigated by monitoring the error in mass flux for this control volume, using Eq. 20). Here the 2D surface integration is done using Simpson's 9-point scheme and time-derivative is calculated using central difference method. The error is non-dimensionalised using $E_{n d}=\rho L_{c v} B_{c v} \sqrt{g d_{0}}$. The non-dimensional error is observed to be of the order $10^{-3}$ as reported at every time-step in Fig. 25.

$$
\begin{equation*}
E_{c v}=-\frac{\partial m_{c v}}{\partial t}+\iint_{c s} \rho(\vec{u} . \vec{n}) d S \tag{20}
\end{equation*}
$$

The setup M2T313 is used to simulate the interaction of regular wave TW1 with the cylinder. Convergence was demonstrated for setup $M 2 T 313$ for the steep narrow-banded focusing wave $T W 2$ and is expected to show good performance for the lesser steep $T W 1$. Results for the pressure probes are presented in Fig. (27) showing good agreement against the experiments. Please note the excellent comparison for $P P 4$ which is located above the initial water level. Estimation of pressure at this location requires accurate capture of the free-surface. This result highlights the strength of MLPG_RS in simulating the free-surface. An Eulerian model for free-surface flow would require a fine mesh in the region of free-surface motion for an accurate capture of free-surface.

Influence of the developments in this model can be seen in Fig. (26) and Fig. 27), where the results for the pressure probes are compared against the previous 3D MLPG_R work based on [23] and [41]. The results from the earlier work for $T W 2$ show instances of noise in the simulation with a deviation in phase and amplitude as compared to the experiments. These errors in the earlier work have resulted from the misidentification of free-surface nodes as was shown in Fig. (5), improper particle distribution in the vicinity of


Figure 22: Comparison between experimental and numerical pressure probe for $\Delta r=0.0833 d_{0}$ and $\Delta r=0.0625 d_{0}$ with time-step $\Delta t=0.0313 t_{0}$
the cylinder under the waves and improper application of the rigid-wall BC . The issue is further compounded for regular wave $T W 1$, where the structure is exposed to a number of steep waves in succession leading to improper particle distribution and subsequent simulation failure.

A 3D illustration of velocity magnitude in the vicinity of the cylinder under the steepest crest and trough for case $T W 2$ is shown in Fig. (28) and Fig. (29) respectively. The developments outline in section $2.3+2.8$ result in smooth, non-damping, stable solutions for both $T W 1$ and $T W 2$. The hybrid approach for wavemaking boundary has allowed for reduction of 3D domain by $49 \%$ for this problem, with a further reduction of $21 \%$ in the number of time-steps.

## 4. Conclusion

The paper presented a detailed new 3D formulation of the solution procedure for Navier-Stokes equation for incompressible Lagrangian flow problem using MLPG. The existing MLPG_R scheme with it PetrovGalerkin formulation using Rankine source had the significant advantage of removing gradient operations from the unknown quantity. This paper has additionally provided the derivation of a semi-analytical integration technique with a symmetric expression (MLPG_RS) and has quantified the associated error. A detailed analysis of the influence of the integration domain radius on the stability and accuracy of the solution was conducted to understand the integration method error. Based on this, we have prescribed the radius of the support domain and the integration domain.

A detailed algorithm was presented for coupling of 2D FNPT-FEM with the 3D MLPG_RS method. This hybrid approach was used as the wave-making condition, which limited the need for 3D domain to the vicinity of the cylinder. It allowed us to significantly reduce the 3 D computational domain and number of time-steps, and has improved the overall computational efficiency of the model. A detailed analysis was done to identify the appropriate size of overlapping zone between the 2D and the 3D domain for solitary, regular and focusing waves. The paper presents minimum overlapping zone length criterion for successful coupling. We were able to use the strength of potential flow model in accurate wave-generation and propagation over long distances, due to which the wave reaching the cylinder was highly accurate and resulted in excellent agreement of numerical pressure probe signals with the experiments.

We have demonstrated the issue of mis-identification of free-surface particles in the vicinity of the cylinder with the existing scheme and have provided a simple alternative technique instead. A moving wall algorithm was presented to capture the waterline on side-wall faces. It enabled the model to capture small amplitude waves and thus made it possible to accurately replicate a focusing wave. We briefed upon the


Figure 23: Comparison between experimental and numerical pressure probe for $\Delta r=0.0625 d_{0}$ with time-step $\Delta t=0.0392 t_{0}$ and $\Delta t=0.0313 t_{0}$
other improvements in application of rigid wall boundary condition, particle collision and redistribution. The collective result of these modifications was demonstrated through pressure probe signal comparison, highlighting the improvements in the accuracy and the stability.

MLPG_RS has the strength of simulating complex flows using relatively lesser number of nodes in comparison to other particle based schemes. This was demonstrated through the mesh and time-step convergence study in this paper. We highlighted the capabilities through excellent comparison of pressure for probes located outside the initial water level. We have also conducted a mesh and time-step convergence study and have demonstrated the suitable range of parameters for interaction of waves with fixed structures. This work has set the basis for further developments in MLPG towards 3D simulation of moving and floating bodies. The hybrid modelling approach will be extended to further reduce the computational domain by shifting the absorbing layer to a potential flow model. Such developments can help bring particle based schemes in the mainframe.

The present manuscript has presented and validated a baseline laminar 3D MLPG model. The complex cases of interaction of cylinder with banded steep focusing wave helped us identify issues with the model which may be hidden under the noise of breaking waves. Therefore, with the confidence in the improvements presented in this manuscripts we will present a detailed study on breaking waves in 3D using MLPG in our future work.
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