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ABSTRACT Convolutional neural network-based image super-resolution methods have achieved great
success in recent years. However, the huge memory and computational costs make most of the existing
methods difficult to be applied to resource-constrained scenarios such as edge devices. To tackle this
problem, we propose a generic, lightweight and efficient feature fusion block to replace the commonly
used 1*1 convolution. In addition, we propose the enhanced shallow residual blocks to improve the super-
resolution performance. By combining these two novel blocks, we design an efficient similar feature fusion
network for single image super-resolution, based on the observation that cross-layer features of the same
channel usually have high similarities. The similar feature fusion block utilizes similarity as a guide for
feature clustering, enabling efficient and high-performance cross-layer feature fusion. On the other hand,
the enhanced shallow residual blocks are used as the base feature extraction model for the network to
improve super-resolution performance in conjunction with the feature fusion module. In the enhanced
shallow residual blocks, we combine convolution with identity connection to maintain the similarity of
cross-layer features that are fed into the similar feature fusion block. The spatial attention mechanism is
also introduced to reinforce the useful spatial features. Experimental results on the benchmark datasets show
that the proposed method can achieve comparable results to state-of-the-art methods with a small number of
parameters.

INDEX TERMS Convolutional neural networks, lightweight, image super-resolution, similar feature fusion.

I. INTRODUCTION
Single-image super-resolution (SISR) is a fundamen-
tal low-level computer vision task aiming at recovering
high-resolution images from low-resolution images. SISR
is an ill-posed problem since a low-resolution image can
theoretically correspond to infinite high-resolution images,
depending on the downsampling process. In recent years,
methods based on convolutional neural networks have
made significant progress in super-resolution (SR) task.
Dong et al. [1] first proposed a three-layer super-resolution
convolutional neural network (SRCNN). Since then, sev-
eral super-resolution methods based on convolutional
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neural networks have been explored. Kim et al. [2] increased
the network depth to 20 layers and achieved better perfor-
mance than SRCNN. Benefit from the residual structure [3],
the depth of recent network structures generally exceeds
100 layers [4]–[7]. Deeper network structures achieve better
results, but they also entail larger number of parameters
and computational costs, which are unaffordable in some
resource-constrained scenarios. To balance the amount of
computation and the visual effect, researchers have proposed
many lightweight methods. Kim et al. proposed the deeply-
recursive convolutional network (DRNN), by employing a
parameter sharing strategy to reduce the number of param-
eters, but the computational cost didn’t decrease accord-
ingly [8]. Ahn et al. [9] designed a lightweight Cascade
Residual Network (CARN) and used the group convolution
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in its variant (CARN-M) to further reduce the computa-
tional cost. Hui et al. introduced an information distillation
network(IDN) [21].

In the above networks, richer information is usually
obtained by fusing multi-level features. 1 × 1 convolution is
widely adopted, which can also reduce the number of feature
map channels. However, as the number of channels decreases,
the feature information decreases as well. Therefore, we aim
to retain useful information as much as possible during fea-
ture fusion. The 1 × 1 convolution does not take advantage
of the surrounding pixels or allow for adaptive weighting
of features according to each channel’s importance, which
means that the contextual and global information is com-
pletely ignored. Therefore, a large number of useful fea-
tures are usually lost during the feature compression process.
On the contrary, 3 × 3 convolution has a receptive field and
can utilize surrounding features. The contextual information
it extracts can contribute to better results. Unfortunately, it’s
too computationally intensive.

This paper proposes an efficient similar feature fusion
network (SFFN) to solve the problems mentioned above.
We replace the commonly used 1 × 1 convolution by a
similar feature fusion block (SFFB) consisting of one similar
feature (SE) block [11], one channel shuffle, one group con-
volution, and one 1×1 convolution. The SE block adaptively
adjusts features by explicitly modeling the interdependence
between channels. We observe that the residual block’s input
and output features have a substantial similarity on the same
channel when the network is shallow. Based on this obser-
vation, the same channels’ features with different levels can
be arranged together by a channel shuffle operation, followed
by a group convolution for channel compression. Using group
convolution with a kernel size of 3 can increase the receptive
field, fully explore the surrounding features during feature
compression, and preserve more valuable features. Besides,
group convolution is less computationally intensive than nor-
mal convolution. However, only using group convolution will
cause difficulties in information exchange between different
groups. Thus in the end, an ordinary convolution is employed
to fuse the information between channels. To fully exploit
the potential of SFFB, we propose an enhanced shallow
residual block (ESRB). In ESRB, we combine convolution
with identity connection to improve the performance without
increasing the number of parameters. Also, we add a spatial
attention block to make the network focus on critical spatial
contents.

Our main contributions are summarized as follows:
1) A generic lightweight feature fusion module, the sim-

ilar feature fusion block, is proposed, which improves
the feature utilization and reduces the feature informa-
tion loss during the feature channel compression pro-
cess by using the feature similarity, global information,
and contextual information.

2) We also propose the enhanced shallow residual
block, which enhances the super-resolution perfor-
mance by introducing the identity connection and

spatial attention to enhance the feature expression
ability.

3) Building on similar feature fusion block and enhanced
shallow residual block, we develop a lightweight net-
work SFFN, which achieves state-of-the-art SR perfor-
mance on the benchmark datasets.

II. RELATED WORK
In recent years, deep neural networks have achieved great
success in computer vision tasks, such as image recogni-
tion and target detection [22]. It has also been applied to
the SR task. SRCNN [1] has achieved comparable perfor-
mance to traditional non-deep learning-based methods using
a three-layer shallow neural network. Since deeper networks
tend to deliver better results, many methods based on deeper
networks have been proposed. Kim et al. [2] first introduced
the residual network for training much deeper network archi-
tectures and achieved superior performance. Enhanced deep
residual networks for super-resolution(EDSR) [4] improved
the residual network architecture for the SR task by remov-
ing unnecessary modules such as batch normalization.
Zhang et al. [5] further introduced the dense connection to
surpass the performance of EDSR with fewer parameters.
These methods significantly improved the image fidelity,
as indicated by peak signal-to-noise ratio (PSNR) or struc-
tural similarity index (SSIM) [18]. However, besides these
metrics, the low-power computing devices in the real-world
also need to focus on other metrics such as the number of
parameters, memory consumption, FLOP, latency time, etc.

Therefore, there is growing interest to build lightweight
models that are accurate as well. Some lightweight
yet effective networks for the SR task have been pro-
posed. Fast super-resolution convolutional neural networks
(FSRCNN) [23] are the first lightweight networks proposed
for this task. FSRCNN directly applies the SR network to
the low resolution (LR) images instead of the up-sampled
LR images as SRCNN does. DRRN [8] utilizes the recursive
layers to reduce the number of parameters while keeping
the network’s depth. CARN [9] reduces the computational
cost by applying several residual connections and recursive
layers. Hui et al. [21] proposed the information distillation
network (IDN) that explicitly divides the preceding extracted
features into two parts.

III. PROPOSED METHOD
This section will present our proposed network structure in
detail, starting with SFFN in Section III-A, followed by SFFB
in Section III-B and ESRB in Section III-C.

A. NETWORK STRUCTURE
The overall architecture of our proposed SFFN is shown
in Figure 1. The network is a residual structured network
consisting of the main feature extraction module ESRB, the
similar feature fusion module SFFB, and the up-sampling
layer. Ilr and Isr denote the input and output of SFFN, respec-
tively. Initially, we use a 3× 3 convolution to extract shallow
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FIGURE 1. The architecture of our proposed lightweight similar feature fusion network (SFFN).

feature maps G0 from the input image Ilr :

G0 = Fsf (Ilr ) (1)

where Fsf denotes the first convolution operation, G0 serves
as the input to the followed feature fusion group, and SFFN
contains G stacked feature fusion groups and a SFFB to fuse
the output features of groups. Each feature fusion group is
composed of B stacked ESRBs and a SFFB. The process for
each feature fusion group can be represented as:

Gg = Fg(Gg−1) (2)

= Fsffb,g([Bg,1,Bg,2, . . . ,Bg,B]) (3)

where Fg denotes the function of g-th group, Fsffb,g denotes
the SFFB of the g-th group and Bg,k is the output of the k-th
ESRB inside the g-th group.
Following the feature fusion group is a global SFFB.

It fuses the output features of every feature fusion group:

G = Fsffb,last ([G1, . . . ,GN ]) (4)

whereG is the output of SFFB. Finally, the output Isr is given
by:

Isr = Fup(G)+ Fup,0(Ilr ) (5)

where Fup and Fup,0 represent the upsampling module in
the backbone network and the low-resolution image direct
upsampling module, respectively. Similar structures have
been used in networks such asWDSR [24] and AWSRN [25].
In this paper, we utilize pixel-shuffle layer.

B. SIMILAR FEATURE FUSION BLOCK
This section elaborates on the proposed SFFB, designed to
fuse multi-level features. The drawback of the commonly

used 1×1 convolution is the small receptive field, which does
not allow exploring the contextual and global information.
Therefore, lots of useful features are lost during channel com-
pression. In SFFB, wemanage to incorporatemore contextual
and global information without increasing the computational
cost.

The input and output feature maps of the residual structure
blocks have high similarity in corresponding channels due
to the identity connection. Figure 2 shows the visualized
output feature maps of different feature fusion groups. Each
channel’s feature is arranged in order and the same order
presents the same channel. It can be observed that the features
of the same channel are more similar than other channels
visually. To further demonstrate this similarity quantitatively,
we calculate the PSNRs between features in Figure 2. Table 1
shows the PSNR between the i-th channel output feature
of group N and the j-th channel output feature of the other
groups. The table presents the i-th channel of output features
of group N horizontally, while the j-th channel of the other
groups vertically. Bolded font indicates the highest PSNR per
column.

The results in Table 1 demonstrate that the cross-layer
feature similarity in the same channel in our network structure
is indeed relatively higher than those in different channels.
Based on this observation, we propose to use the 3× 3 group
convolution to fuse multi-level features of the same channel,
which reduces the computation, increases the receptive field,
effectively utilizes similar features and alleviates the infor-
mation loss caused by channel compression.

As shown in Figure 3(b), SFFB comprises the SE Block,
channel shuffle, group convolution and 1 × 1 convolution.
SE block adaptively adjusts features by explicitly modeling
the interdependence between channels. Important channel
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FIGURE 2. The output feature maps of different groups.

TABLE 1. The PSNR between different features.

feature maps are given more attention and vice versa.
In Figure 3, G Conv is the shorthand for group convolution
and SE block is the shorthand for the squeeze and extraction
block. The output of the SE block fse is calculated as

fse = FSE ([Bg,1, . . . ,Bg,B]) (6)

where FSE denotes the function of the SE Block. Channel
shuffle is used for feature channel rearrangement. The same
channel of multi-level features is placed together to facilitate
subsequent group convolution. We use group convolution as
our channel compression strategy. Compared to 1 × 1 con-
volution, 3 × 3 group convolution allows more exploration
of the feature map, provides better feature retention for every

FIGURE 3. A comparison between the 1*1 convolution and similar feature
fusion block.

channel and larger receptive field. The compressed feature
map fcompress is calculated as

fcompress = Fgroup(CS(fse)) (7)

where Fgroup and CS refer to group convolution and channel
shuffle, respectively. Group convolution reduces the amount
of computation at the expense of losing the exchange of infor-
mation between groups. Despite the fact that inter-channel
information has been mixed during channel shuffle oper-
ation, it is not sufficient. We further employ an ordinary
1 × 1 convolution convolution to perform feature fusion
between channels on the compressed features to compensate
to the loss caused by group convolution. The output feature
map of SFFB Gg is calculated as

Gg = Fconv1(fcompress)) (8)

where Fconv1 denotes 1× 1 convolution.
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Standard convolutions have the computational cost of:
Cin×Cout×H×W×K×K . Cin and Cout denote the number
of channels in the input and output feature map, respectively.
H and W represent the size of the output feature map.
K refers to the size of the convolution kernel. In SFFB, the
computation is mainly for group convolution and ordinary
convolution; therefore, we omit the SE Block to be concise.
The ratio of the SFFB computation cost CostSFFB to the
1× 1 convolution computation cost Costconv1 is:

CostSFFB
Costconv1

=

Cin×Cout×H×W×3×3
g

Cin × Cout × H ×W × 1× 1

+
Cout × Cout × H ×W × k × k
Cin × Cout × H ×W × 1× 1

(9)

where g represents the number of groups and k denotes kernel
size of last convolution. If we set Cin = 128, g = 32,
Cout = 32, k = 1, the ratio will turn into:

CostSFFB
Costconv1

=
17
32
≈ 0.53. (10)

C. ENHANCED SHALLOW RESIDUAL BLOCK
To achieve a better super-resolution result, we further design
an enhanced shallow residual block, as shown in Figure 4.
ESRB consists of three parts: the feature refinement layer,
SFFB and ESA. The feature refinement layer consists of
several stacked convolutions to gradually refine the features.
During the refining process, the corresponding similarity
among multi-level features may decrease, which will affect
the fusion effect of SFFB. Thus we integrate convolution with
identity connection, which facilitates the maintenance of fea-
ture similarity on multi-level features in blocks and ensures
that multi-level features’ similarity is maintained throughout
the network. Therefore, by introducing identity connections,
ESRB and SFFB can be more compatible without additional
parameters.

FIGURE 4. The structure of the enhanced shallow residual block.

As we all know, it is crucial for low-level computer
vision tasks such as super-resolution to recover the textures.
Although the SE block can model channel interdependence
and adaptively weigh each channel’s features, it cannot focus
on the feature maps’ spatial textures. Therefore, we introduce
the enhanced spatial attention (ESA) [12] at the end of ESRB
to enhance the detailed texture in the fusion block’s output
features. The structure of ESA is shown in Figure 5. ESA
starts with 1×1 convolution for feature channel compression
to reduce the feature map channel. The feature map then goes
through a striding convolution (stride= 2) and a max-pooling
layer successively to reduce the feature map’s resolution.

These three layers ensure that ESA is a lightweight module.
After the feature map is filtered by several convolution layers,
we use an up-sampling layer to increase the spatial resolution
followed by a 1 × 1 convolution to increase the number
of channels. Finally, the attention mask is generated in the
sigmoid layer. The benefit from the stridden convolution and
maxpooling layer is that ESA has a large receptive field to
fully explore the spatial features.

FIGURE 5. The structure of the enhanced spatial attention.

IV. EXPERIMENTS
A. DATASETS AND METRICS
We use DIV2K [13] as the training set, which contains
800 high-resolution (HR) images. Low-resolution (LR)
images are obtained from the HR images by bicubic down-
sampling. As for testing, we use four standard and widely
used benchmark datasets: Set5 [14], Set14 [15], B100 [16]
and Urban100 [17]. We use PSNR and SSIM [19] to measure
the results on the Y-channel of the transformed YCbCr color
space for a fair comparison.

B. IMPLEMENTATION DETAILS
Our proposed method SFFN includes a total of 4 feature
fusion groups, each of which contains 4 ESRBs. The number
of feature map channels is 32. All convolutions in the network
are initialized using the method of He et al. [19]. To achieve
better performance, we chose the L1 loss as our loss function.
Our model is trained with the ADAM optimizer by setting
β1 = 0.9, β2 = 0.999, and ε = 10−8. The learning rate is
set to 1 × 10−3, which decreases by half every 200 epochs.
The batch-size and patch-size of our input images are 16 and
48×48, respectively. We performed standard data augmenta-
tion on the training data set, including horizontal flip, vertical
flip, and random rotation of 90◦, 180◦, and 270◦.

C. COMPARISONS WITH STATE-OF-THE-ART METHODS
We compared SFFN with five state-of-the-art SISR methods,
including DRRN, MemNet, CARN, IDN, and MADNet. The
results are shown in Table 2. The parameters of the mod-
els and multi-adds are also provided for the comparison of
memory usage and computational expenditures. Multi-adds
are estimated on 720p HR images. The results show that our
proposed method achieves the best or second-best results on
all data compared to other SR methods, with the second-
lowest multi-adds. Our method even outperforms MemNet
andDRRN,which are ten timesmore computationally expen-
sive than ours. The results show that our approach is simple
yet effective.
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FIGURE 6. Visual comparison for ×4 SR on ‘‘img024’’, ‘‘img027’’, ‘‘img062’’, ‘‘img092’’ from the Urban100 Dataset.
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TABLE 2. Quantitative comparisons of existing methods on four datasets. Red/blue text: best/second-best.

TABLE 3. The ablation study of SFFB and ESRB for the scale factor ×4 on
the Urban100 dataset.

We also provide a visual comparison, shown in Figure 6.
It can be observed that our method generates the most visu-
ally pleasing images, which contain more plausible textures.
Compared to other methods, our super-resolution results are
the clearest with the least errors.

D. MODEL ANALYSIS
Table 3 shows the results of the ablation experiments of
SFFN. In SFFN-NF, we replace SFFB by 1× 1 convolution.
SFFN-NB replaces ESRB by 4 cascaded 3 × 3 convolu-
tions and an SFFB. We calculate the number of operations
(multi-adds) as the computational complexity. Multi-adds
are estimated on 720p HR images. Compared with SFFN-
NF, SFFN improves the super-resolution recovery accuracy
without increasing the computational operations, which indi-
cates that SFFB can indeed retain more useful features than
1 × 1 convolution does during feature compression. Mean-
while, the performance of SFFN-NB is not as good as that
of SFFN, which indicates that ESRB can indeed cooperate
better with SFFB and extract more effective feature maps.
Furthermore, we test the results of removing the identity
connection from the network ESR’s refining process. On the
Urban100 dataset with the scale factor of 4, the corresponding
PSNR is 26.09, which is 0.06 lower than the original model,
while the SSIM is 0.7854, which is 0.0023 lower than the
original model. These results demonstrate the importance of
including the identity connection.

V. CONCLUSION
This paper proposes a novel lightweight, similar fea-
ture fusion network for single image super-resolution.
Our approach focuses on using similarity in feature
maps to reduce the information loss and computational
effort during feature fusion. Specifically, the proposed
similar feature fusion block incorporates more contextual
and global information without increasing the computational
effort by utilizing the similarity between features to group
and fuse multi-level features and channel attention mecha-
nism. We also propose an enhanced shallow residual block
as the base module of the whole network, which contains
the convolution with the identity connection to reinforce
multi-level feature similarity, the similar feature fusion block
to fusion features, and the spatial attention module to enhance
detailed spatial features. Extensive experiments on bench-
mark datasets illustrate the effectiveness of our SFFN in
image super-resolution. Dynamic clustering can be tried in
subsequent work to group cross-layer features in order to
improve feature fusion and enhance super-resolution results.
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