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#### Abstract

Environmental policy evaluation is often criticised for employing discount rates that have little grounding in research. Yet, experimental research aimed at eliciting realistic rates will inevitably require strong assumptions of external validity, while also placing large cognitive demands on subjects by processing tasks of increased unfamiliarity. We use a controlled lab experiment to test the impact of incentives on risk aversion and discounting tasks for monetary and environmental goods. We find that, on average, incentives have little effect on risk aversion or discounting tasks in either domain. Exploring heterogeneity by treatment and socio-demographics some significant patterns emerge. Further, contrary to past work, we find evidence of domain (monetary $v s$. environmental good) effects in both risk and discounting.
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## 1 Introduction

Choices over uncertain outcomes that play out over time permeate most individual and societal decisions. Investments in education, health or environment require quantifying preferences over temporal trade-offs and risky choices. Time preference expresses the relative weight given to tomorrow as opposed to today, with individuals commonly choosing benefits that accrue sooner rather than later and

[^0]therefore discounting future outcomes. With future outcomes embedding an element of uncertainty they are further penalised as individuals recognize their probabilistic nature.

These characteristics, impatience and risk aversion, are mirrored in environmental and health policy appraisals where discount rates, encompassing time preference and risk aversion, are applied to benefits occurring in the future. When balanced out with costs (almost always incurring at the present), future benefits must be magnitudes greater to achieve a net-benefit. In practice, discount rates raise the threshold for projects to be considered welfare-increasing and as such, can make or break policy initiatives. Yet, there is very little empirical evidence that can guide the adoption of discount rates in public policy. One main reason for this is the inability of policy makers to measure time preference behaviour where no functioning markets exist. A second best solution would be the use of experimental hypothetical scenarios where contexts and good specific rates are elicited and subsequently employed in policy evaluation. However, the implicit assumption of external validity for these hypothetical scenarios is a crucial step in moving towards a more evidenced based decision making framework.

This paper focuses on the salient incentivization of subjects participating in economic experiments, which has long been considered a fundamental principle that allows for the elicitation of the true nature of participants' preferences, behaviour and choices. Lack of salient incentives is commonly considered to not sufficiently motivate participants to correctly process the task at hand or, at the extreme, to willingly misrepresent their preferences. Understanding the impact of these incentives on risk aversion and discounting choices made by subjects evaluating environmental outcomes is a crucial building block to the wider application of these hypothetical studies. However, the impact of experimenter choices on payment mechanisms is a central question that has not received enough attention in the literature (Cox et al., 2015).

Previous work on payoff effects on risk choices has found that in situations involving complex gambles, payoffs have a significant effect on subjects' choices, indicating that more cognitively demanding tasks, or tasks with high stakes, are influenced by incentives (Holt \& Laury, 2002). Literature on hypothetical bias in environmental and health valuation studies suggests that the lack of familiarity with the good being evaluated leads to differences in choices when faced with incentivised outcomes (List \& Gallet, 2001). In addition, the effect of incentives has been found to be more crucial in situations that involve a temporal dimension where the subject is required to visualise future scenarios, which makes the current investigation of the effect of payoffs on inter-temporal choice even more pertinent (Beattie \& Loomes, 1997).

Building on past literature, this paper tests the effect of incentives on elicited risk aversion and discounting parameters for two domains, namely, money and environment. It is the first experiment to do so for an environmental good, while the monetary good allows benchmarking to previous studies. Our contributions are threefold. First, we contribute to the overall debate on experimental design and the importance of incentives in risk aversion and time preference experiments and attempt to extract a common message on the possible impact of incentives. Second, we present
evidence for environmental economics, and possibly other non-monetary domains, on the reliability and validity of implementing experimental methodology for elicitation of risk and time preferences (primarily developed for use with monetary incentives) in hypothetical contexts. To the best of our knowledge this is the first study to do so. Third, joint estimation of risk and discount parameters in structural models, offers new insights into the impact of econometric methodology on past evidence on the lack of domain effects.

We find that, on average, incentives have little effect on risk aversion or discounting tasks in either domain. Exploring heterogeneity by treatment and sociodemographics, pro-environmental attitudes influence the direction of the incentive effect on risk aversion for subjects. Incentives lower environmental discount rates for those with high cognitive reflection abilities, while they increase discount rates in monetary treatments when controlling for subject's expenditure levels. Contrary to past work, we find evidence of domain (monetary vs. environmental good) effects in both risk and discounting, with subjects exhibiting higher risk aversion and higher discount rates in the environmental domain. The remainder of the paper proceeds as follows. Section 2 briefly presents past literature on the effect of incentivization on risk, discounting and non-strategic games. The experimental design, instrument and analysis is described in Section 3 with results being presented in Section 4 . Section 5 discusses our findings and concludes.

## 2 Background

The effect of experimental incentives has often been the subject of discussion in the literature in various contexts, including performance, value elicitation, as well as risk aversion and discounting (Smith \& Walker, 1993; Read, 2005). We review past work in an attempt to bring together findings from the experimental literature on payoff effects as well as findings from the environmental economics literature on hypothetical bias given the crossover in the relevance of these two strands of literature.

### 2.1 Payoff effect in risk aversion

A large body of literature is dedicated to understanding the impact of monetary incentives on risk tasks in laboratory experiments. Since risk aversion tasks measure preferences rather than performance, there is no way of assessing whether incentives improve performance other than to monitor differences between the two treatments or any deviation from a priori expectations of economic theory. Findings from such studies are mixed. Beattie and Loomes (1997) find no effect of incentives on risk aversion, while Grether and Plott (1979) and Edwards (1953) find evidence of more risk-seeking behavior in incentivised gambles. Battalio et al. (1990), Binswanger (1980), Hogarth and Einhorn (1990), and Holt and Laury (2002) find the opposite effect, i.e. subjects are more risk averse when presented with an incentivized choice of gambles and Cubitt et al. (1998) only find evidence of increased risk aversion for complex multi-stage gambles. A review of 74 experiments comparing different levels
of financial incentives also found no effect of financial incentives on mean performance but did note a reduction in variance and a reduction in presentation effects (Camerer \& Hogarth, 1999).

Comparing different payoff structures (hypothetical vs. random-lottery payment vs fully paid experiment) ${ }^{1}$ Beattie and Loomes (1997) found no evidence of an incentive effect in three of the four gambles they presented to subjects, something also noted by Davis and Holt (1993). The one gamble which exhibited significant differences had the unique characteristic of being a multi-stage gamble requiring increased cognitive effort on the part of subjects to internalise future scenarios, suggesting that the impact of incentives is task-specific. Camerer (1995) argued that effects of payments are task specific, with incentives in decisions under risk and uncertainty not improving subjects behavior (i.e. bringing them closer to a priori expectations based on axioms of rationality), while Cubitt et al. (1998) similarly concluded that the effect of payoffs is not significant for simple tasks but may become more relevant for more complex ones.

### 2.2 Effect of incentives in discounting

The presence of a payoff effect in discounting experiments is less populated. Kirby and Maraković (1995) suggest that discount rates elicited for real monetary payoffs are higher than those for hypothetical outcomes. These findings are initially mirrored in the findings of Coller and Williams (1999) but the conclusions are less clear once data issues are accounted for. There is no literature on payoff effects in environmental discounting, this will be the first experiment to test for them.

When looking at environmental discounting, the complexity involved in incentivizing environmental outcomes has meant that with few exceptions experimental studies have been hypothetical in nature (Ioannou \& Sadeh, 2016; Hardisty \& Weber, 2009; Meyer, 2013). The work by Viscusi et al. (2008) has demonstrated that discount rates can also be estimated in the context of stated preference environmental valuation with the simple addition of time delay as a dimension. Nevertheless, the hardest element to implement in both experimental and stated preference studies is incentivization. Environmental outcomes cannot be abstracted to a monetary equivalent without losing the salience of the good itself and if the good is presented as an environmental outcome the payment of participants becomes problematic. This has resulted in most experiments adopting a hypothetical approach and as such there have been no comparisons of discount rates under incentivised and hypothetical environmental scenarios.

### 2.3 Effect of incentives in stated preferences valuations

Given the absence of work on the effect of incentives in environmental discounting, we look towards the literature on stated preference studies for valuing environmental

[^1]goods. While valuation is not the objective in this experiment, discounting tasks are essentially asking respondents to value an environmental good at two different points in time and then express their preference for either. In this context, findings from the valuation literature may help inform a priori expectations.

A large environmental and health literature has raised concerns over hypothetical bias $^{2}$ in willingness-to-pay (WTP) tasks. While there are cases where hypothetical and incentivized valuations have appeared identical (Smith \& Mansfield, 1998; Johannesson, 1997) most studies find that hypothetical valuations exceed actual values (List \& Shogren, 1998; Fox et al., 1998; Cummings et al., 1995). A meta analysis of 29 experimental studies found that hypothetical valuations were larger than actual ones by a factor of 3 (List \& Gallet, 2001), while a later meta-analysis of 28 stated preference valuation studies found differences by a factor of 2.60 (Murphy et al., 2005).

Looking at the determinants of hypothetical bias, List and Gallet (2001) highlight familiarity of subjects with the question being posed as the main driver of differences between hypothetical and incentivized valuations - which are perceived as errors made by subjects in conveying their true value. The issue of familiarity and certainty in ones responses is implicit in Johannesson (1997) who observes that eliciting subjects' confidence in their valuation and controlling for it mitigates the presence of hypothetical bias in the valuation exercise. Familiarity is also cited by Harrison and Rutström (2008) as the possible reason behind Smith and Mansfield (1998)'s lack of evidence of hypothetical bias.

## 3 Methodology

Risk and time preferences were elicited for money and an environmental good in a controlled lab experiment. The experiment was conducted over eight sessions, half with incentivized and half with hypothetical tasks. With the exception of the payoffs for the incentivized tasks the incentivized and hypothetical treatments were identical in all other ways (including both having a show up fee). Participants were randomized to a treatment (i.e. incentivised or hypothetical) and a good (i.e. money or environment) in a between-subjects design. Four experimental groups emerge from this setup. Group A completed the incentivized tasks with money, Group B the incentivized tasks with environment, Group C the hypothetical tasks with money and Group D the hypothetical tasks with environment. Once allocated to a group, a subject sequentially undertook a discounting and a risk aversion task. At the end of the experiment individual information on subjects cognitive reflection abilities, environmental attitudes and demographics was collected. ${ }^{3}$

The choice of environmental good required it to be divisible so as to enable the incremental increase in the magnitude of the outcome for the risk and discounting

[^2]task. In addition, it had to be one that was familiar to subjects and credible. Following Ioannou and Sadeh (2016), the good chosen was a locally-based project that distributed outdoor bee-friendly plants to staff and students at a UK university. Subjects were informed of the project in the experiment and told that different bee-friendly plants would be chosen depending on the season they are distributed to ensure that they are immediately beneficial. ${ }^{4}$ The environmental project was described in a succinct and neutral manner.

The experimental sessions were conducted in the university's Social Sciences Experimental Lab and subjects were recruited from the university's student population using an electronic recruitment system. Subjects were allowed to participate in only one session. Each session had at most 16 subjects (the maximum lab capacity) and lasted approximately 45 minutes. The experiment was programmed and conducted using the $z$-Tree software (Fischbacher, 2007).

All subjects were given a $£ 5$ show up fee in cash following the completion of the experiment. In the incentivised treatment subjects were also given the opportunity to receive an additional payment. They were paid using a random-lottery payment mechanism for the monetary and environmental discounting and risk aversion tasks (Coller \& Williams, 1999; Harrison et al., 2002). In addition a second layer of randomness was applied, where only one subject is paid for the risk aversion tasks and one subject is paid for the discounting tasks (i.e. a double layered random payment mechanism). Paying subjects for one of the decisions they make has been shown to be incentive compatible as long as the different choices (Brown \& Healy, 2018; Cox et al., 2015). In addition, choosing one participant to receive the payment has also been shown to be incentive compatible (Charness et al., 2016). There was no payment for the remaining tasks. The subjects of the hypothetical treatment were only paid their participation fee. Each of the sequential tasks administered are described in the paragraphs below.

### 3.1 Discounting

The Monetary Discounting and the Environmental Discounting tasks present subjects with repeated choices between a smaller sooner and a larger later outcome. The smaller sooner amount is kept fixed, whereas the larger later amount progressively increases in order to elicit the point at which subjects become indifferent between the two outcomes. This fixed sequence titration method is a popular elicitation method for intertemporal preferences (Andersen et al., 2008; Harrison \& Lau, 2005; Hardisty \& Weber, 2009) and has been found to be the simplest method out of those that best predict real world outcomes (Hardisty et al., 2013).

[^3]Subjects were presented with six progressively larger trade-offs for three different delay periods: (i) a 3-month delay period, (ii) a 6-month delay period, and (iii) a $12-$ month delay period. Thus, in total subjects had to respond to $6 \times 3=18$ binary questions for each of the monetary and the environmental domains (see Table 1 for exact amounts).

### 3.2 Risk aversion

Risk preferences were captured through a variant of the Eckel-Grossman test (Eckel \& Grossman, 2002), where subjects are presented with five gambles of varying riskiness and are required to select the one they prefer. All gambles have two possible eqi-probable outcomes, i.e. Outcome X with $50 \%$ likelihood and Outcome Y with $50 \%$ likelihood. In addition, the expected payoffs are easy to calculate and the increasing variance as the gambles get riskier is large enough to be noticeable.

Both the Monetary Risk Aversion Test and the Environmental Risk Aversion Test were calibrated at a magnitude level that is comparable to the choices given to subjects in the discounting tasks. The gambles offered started with a sure win, with an option with identical outcomes (a gain of $£ 50 / 10$ plants) and moved to options of increasing variance at the point where the last option's equiprobable outcomes were $£ 5$ and $£ 162.50$ (or 1 plant and 33 plants). The conversion rate of money per plant used was $£ 5$ (see Table 2 for the gambles presented).

### 3.3 Other tasks

In addition to the core discounting and risk aversion tasks the experiment collected information on relevant individual characteristics to allow testing for heterogeneity of effects in the analysis.

Subjects were presented with the Cognitive Reflection Test (CRT), is a measure of the individual's ability to suppress a spontaneous response in favor of a more

Table 1 Discounting tasks

\left.| Monetary discounting |  | Environmental discounting |  |
| :--- | :--- | :--- | :--- |$\right]$

[^4]Table 2 Risk aversion tasks

| Panel $A$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Monetary R | on Test |  |  |
| Option | Outcome X |  | Outcome Y |  |
|  | Payoffs $(£)$ | Probability (\%) | Payoffs $(£)$ | Probability (\%) |
| 1 | 50.00 | 50\% | 50.00 | 50\% |
| 2 | 35.00 | 50\% | 87.50 | 50\% |
| 3 | 25.00 | 50\% | 112.50 | 50\% |
| 4 | 15.00 | 50\% | 137.50 | 50\% |
| 5 | 5.00 | 50\% | 162.50 | 50\% |
| Panel B |  |  |  |  |
|  | Environmental Risk Aversion Test |  |  |  |
| Option | Outcome X |  | Outcome Y |  |
|  | Payoffs (plants) | Probability (\%) | Payoffs <br> (plants) | Probability (\%) |
| 1 | 10 plants | 50\% | 10 plants | 50\% |
| 2 | 7 plants | 50\% | 18 plants | 50\% |
| 3 | 5 plants | 50\% | 23 plants | 50\% |
| 4 | 3 plants | 50\% | 28 plants | 50\% |
| 5 | 1 plant | 50\% | 33 plants | 50\% |

Panel A displays the options presented to participants of the monetary risk aversion task. Participants were presented with the five gambles presented here and were required to select their preferred gamble. Panel B displays the options presented to participants of the environmental risk aversion task. Participants were presented with the five gambles presented here and were required to select their preferred gamble. The magnitude of the gambles is calibrated to be of equivalent value, with the rounding up of payoffs occuring in the environment domain
deliberately-thought out one (i.e. subjects' reflective ability) (Frederick, 2005). The questions themselves require no special linguistic or mathematical skills.

An environmental questionnaire was administered in the penultimate stage in order to avoid any unintentional impact they might have on subjects' choices. Subjects are asked to express their level of agreement with 17 statements on a range of environmental issues and through their responses are classified into seven groups following Defra (2008). Following this, a valuation question ${ }^{5}$ for a plant was included to elicit subjects' willingness-to-pay for the environmental good.

Finally, information on subjects' age, sex, monthly expenditure on nonaccommodation expenses and ownership status of parents' home was collected.

[^5]
### 3.4 Statistical analysis

The effect of incentives and domain on risk aversion and discounting choices is initially tested on the raw responses using $\chi^{2}$ and Kolmogorov-Smirnov (KS) tests. Subsequently, risk and discounting parameters are jointly estimated in structural models (Andersen et al., 2008; 2014; Andreoni \& Sprenger, 2012). Joint estimation avoids imposing risk neutrality in the time preferences' utility function, a common assumption when analysing time preference data on their own, and allows for the correct curvature of the utility function as both risk aversion and discount parameters are elicited for the same subject and modelled simultaneously.

Starting with the contribution of risk aversion task to the overall likelihood, a constant relative risk aversion (CRRA) parametric utility function is assumed

$$
\begin{equation*}
U(M)=(\omega+M)^{(1-r)} /(1-r) \tag{1}
\end{equation*}
$$

where $r$ is the CRRA coefficient as implied by the bounds of the Eckel-Grossman test presented in Section 3.2, ${ }^{6} \omega$ is background consumption (i.e. also thought of as endowment or wealth) and $M$ is the pay-off from the experiment. For probability $p\left(M_{j}\right)$ for each outcome $M_{j}$ (as induced by the experimenter), the expected utility for lottery $i$ can be written as

$$
\begin{equation*}
E U_{i}=\sum\left(p\left(M_{j}\right) \times U\left(\omega+M_{j} / \eta\right)\right) \tag{2}
\end{equation*}
$$

where $\eta$ represents the periods of time over which the pay-off will be integrated into existing wealth $\omega$, which for simplicity we assume $\eta=1$, implying that consumption of pay-off happens in one period (Andersen et al., 2008). Using the parametric utility function in Eq. 1 and the pair-wise nature of the experiment, the log-likelihood of Outcome Y with $E U_{Y}$ over Outcome X with $E U_{X}$ is given by

$$
\begin{equation*}
\ln L^{R A}(r, \mu ; y, \omega)=\sum\left(\left(\ln (\nabla E U) \mid y_{i}=1\right)+\left(\ln (1-\nabla E U) \mid y_{i}=-1\right)\right) \tag{3}
\end{equation*}
$$

where $\nabla E U=E U_{Y}^{1 / \mu} /\left(E U_{X}^{1 / \mu}+E U_{Y}^{1 / \mu}\right)$ with $\mu$ a structural error parameter to allow for randomness in choices (Holt \& Laury, 2002) and $y=1$ denoting Outcome X, while $y=-1$ Outcome Y. ${ }^{7}$ In estimations we set $\omega=£ 7.5$ for the monetary task, which is the average daily consumption subjects stated in the post-experimental survey. For the environmental task we set $\omega=£ 0.4$ which is equal to the daily average expenditure on "plants, flowers, seeds, fertiliser and insecticides" according to the Office for National Statistics (ONS, 2015).

While the utility function for risk aversion has the risk task pay-off received immediately following the experiment, the utility function for the discounting task recognises that the front-end delay implies a possible time lag in the integration of the payoff with wealth. In a series of pair-wise choices, subjects compare a Smaller sooner $\left(M_{A}\right)$ and a Larger later $\left(M_{B}\right)$ gamble and select the one with the

[^6]higher present value. The discounted utility for options A and B are, respectively, given by
\[

$$
\begin{align*}
& P V_{A}=\sum\left(\left(1 /(1+\delta)^{(i-t)}\right) U\left(\omega+M_{A} / \lambda\right)\right)+\sum\left(\left(1 /(1+\delta)^{(i-t)}\right) U(\omega)\right)  \tag{4}\\
& P V_{B}=\sum\left(\left(1 /(1+\delta)^{(i-t)}\right) U(\omega)\right)+\sum\left(\left(1 /(1+\delta)^{(i-t)}\right) U\left(\omega+M_{B} / \lambda\right)\right) \tag{5}
\end{align*}
$$
\]

where $\delta$ is the discount rate and $\lambda$ is the number of periods over which the outcome is integrated with background consumption (i.e. the number of days over which subjects expect to spend the earnings of the discount rate task). Following a common assumption in the discounting literature, we set $\lambda=1$, implying that subjects do not smooth consumption over time with consumption of earnings from the experiment happening over one day (Frederick et al., 2002). ${ }^{8}{ }^{9}$ Substituting the utility function from Eq. 1, the parametric versions of Eqs. 4 and 5 become

$$
\begin{align*}
P V_{A}= & \sum_{i=t, \ldots, t+\lambda-1}\left(\left(1 /(1+\delta)^{(i-t)}\right)\left(\omega+M_{A} / \lambda\right)^{1-r}\right) \\
& +\sum_{i=t+\tau, \ldots, t+\tau+\lambda-1}\left(\left(1 /(1+\delta)^{(i-t)}\right) \omega^{(1-r)}\right)  \tag{6}\\
P V_{B}= & \sum_{i=t, \ldots, t+\lambda-1}\left(\left(1 /(1+\delta)^{(i-t)}\right) \omega^{1-r}\right) \\
& +\sum_{i=t+\tau, \ldots, t+\tau+\lambda-1}\left(\left(1 /(1+\delta)^{(i-t)}\right)\left(\omega+M_{B} / \lambda\right)^{(1-r)}\right) \tag{7}
\end{align*}
$$

For the exponential discount function, Eq. 1, ${ }^{10}$ the log-likelihood for discounting is

$$
\begin{equation*}
\ln L^{D R}(r, \delta, \mu, \nu ; y, \omega, \lambda, \mathbf{X})=\sum\left(\left(\ln (\nabla P V) \mid y_{i}=1\right)+\left(\ln (1-\nabla P V) \mid y_{i}=-1\right)\right) \tag{8}
\end{equation*}
$$

where $\nabla P V=P V_{B}^{1 / v} /\left(P V_{A}^{1 / v}+P V_{B}^{1 / v}\right)$ with $v$ a structural error parameter to allow for randomness in choices (Holt \& Laury, 2002) and $y=1$ and $y=-1$ denoting the smaller sooner and larger later outcomes, respectively. ${ }^{11}$ Setting $r=0$ estimates discount rates under risk-neutrality.

The joint log-likelihood is obtained as the summation of the risk and discounting log-likelihoods

$$
\begin{equation*}
\ln L(r, \delta, \mu, v ; y, \omega, \lambda)=\ln L^{R A}+\ln L^{D R} \tag{9}
\end{equation*}
$$

[^7]Given our interest in the impact of incentives and domain on the estimates of $r$ and $\delta$, heterogeneity can be examined by making both of these parameters linear functions of treatment variables. The risk aversion parameter (the corresponding specification is also used for $\delta$ but omitted for brevity) then becomes

$$
\begin{equation*}
\widehat{r}=\widehat{r_{0}}+\widehat{r_{E n v}} \times E n v+\widehat{r_{\text {Real }}} \times \text { Real }+\widehat{r_{\text {EnvReal }}} \times \text { Env } \times \text { Real } \tag{10}
\end{equation*}
$$

where Real is a dummy variable taking the value of 1 for observations from the incentivised treatments (and zero otherwise), Env is a dummy taking the value of 1 for subjects who face environmental tasks (and zero otherwise), Env $\times$ Real is their interaction. We extend this specification to explore heterogeneity according to observable individual characteristics, $X$, by introducing further interaction terms in the above linear function

$$
\begin{align*}
\widehat{r}= & \widehat{r_{0}}+\widehat{r_{X}} \times \mathbf{X}+\widehat{r_{E n v}} \times E n v+\widehat{r_{\text {EnvX }}} \times E n v \times \mathbf{X}  \tag{11}\\
& +\widehat{r_{\text {Real }}} \times \text { Real }+\widehat{r_{\text {RealX }}} \times \text { Real } \times \mathbf{X}+r \widehat{\text { EnvReal }} \times \text { Env } \times \text { Real } \\
& +r_{\text {EnvReal } X} \times \text { Env } \times \text { Real } \times \mathbf{X}
\end{align*}
$$

where $\mathbf{X}$ denotes individual characteristics and includes Sex (equal to 1 for females; 0 otherwise), $\operatorname{HighCRT}$ (equal to 1 for those scoring high on the CRT test; ${ }^{12} 0$ otherwise), HighExp (equal to 1 for those with above median monthly expenditure on non-accommodation expenses; 0 otherwise) and Green (equal to 1 for those with positive -"green"- environmental attitudes, ${ }^{13} 0$ otherwise). Given the three-way interactions needed to identify effects, these extended specifications occasionally lead to convergence issues. The large demands placed on the data through the highly non-linear structural model, the relatively small sample size and/or the actual absence of significant heterogeneity are all possible explanations. To resolve convergence issues, we explore heterogeneity one characteristic at a time, while we set to zero any parameters shown to lack identification in our data.

## 4 Results

A total of 120 subjects participated over eight experimental sessions, 58 subjects saw the incentivised version and 62 subjects saw the hypothetical version of the experiment. Table 3 presents a comparison of the socio-demographic characteristics among the four groups. Overall, small variations are observed across groups with $\chi^{2}-$ tests (for categorical variables) and $t$-tests (for continuous variables) suggesting no statistically significant differences.

### 4.1 Responses to RA and DR questions

Table 4 presents the raw responses to the risk aversion task. Moving from the hypothetical to the incentivized treatment there is an increase in those who prefer to lock

[^8]Table 3 Group characteristics

| Group | A | B | C | D | Total |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Mean Age | 20.8 | 20.6 | 20.0 | 19.8 | 20.2 |
| Prop. Female | $60 \%$ | $44 \%$ | $50 \%$ | $56 \%$ | $52 \%$ |
| Home Own. | $80 \%$ | $70 \%$ | $83 \%$ | $84 \%$ | $80 \%$ |
| Monthly Exp. | $£ 167.4$ | $£ 257.0$ | $£ 226.7$ | $£ 232.2$ | $£ 227.7$ |
| Valuation | 4.93 | 3.09 | 4.25 | 3.91 | 4.07 |
| CRT | 1.77 | 1.63 | 1.83 | 1.53 | 1.69 |
| \# Subjects | 31 | 27 | 30 | 32 | 120 |
| Percent | $26 \%$ | $22 \%$ | $25 \%$ | $27 \%$ | $100 \%$ |

The Total column presents mean values for the full sample. A series of Pearson $\chi^{2}$-tests (categorical variables) and $t$-tests (continuous variables) assessing differences between the four groups in each of the characteristics found no statistically significant differences. The Valuation values were obtained from an intercept-only interval regression on the value brackets yielding mean willingness-to-pay estimates. The values obtained are considered to be comparable to the $£ 5$ conversion rate adopted for the control of the magnitude effect in the experiment, therefore confirming that the monetary and environmental tasks were perceived to be of an equivalent magnitude by subjects
in the amount they receive and not gamble at all (option 0). There is a drop in the probability of choosing the safer gamble (gamble 1) and a subsequent increase in the probability of choosing the two riskier gambles (gamble 3 and 4) is observed for both goods (money and environment). This suggests incentives may result in slightly riskier gambles being selected. However, this is not confirmed by $\chi^{2}$ and KS tests for statistical differences.

Table 5 presents the raw responses to the discounting task. For both goods, the frequency of high discount rates (switching points 5 and 6) drops once incentives are introduced. Again such effect, however, is not confirmed by $\chi^{2}$ and KS tests. ${ }^{14}$

### 4.2 Estimation of risk aversion and time preference

Table 6 presents regression results from structural models estimating risk (columns 2 and 3) and discounting (columns 4 and 5) parameters separately. In estimating discounting the common assumption of risk neutrality $(r=0)$ is imposed. For each case we first estimate a constant-only model and subsequently parameterize risk and

[^9]Table 4 Risk aversion

|  | Monetary risk |  | Environmental risk |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Hypothetical (\%) | Incentivised (\%) | Hypothetical (\%) | Incentivised (\%) |
| 0 | 16.7 \% | 22.6 \% | 25.0\% | 25.9 \% |
| 1 | 30.0 \% | 16.1 \% | 37.5 \% | 25.9 \% |
| 2 | 33.3 \% | 32.3 \% | 9.4\% | 11.1 \% |
| 3 | 3.3 \% | 9.7 \% | 0.0 \% | 7.4 \% |
| 4 | 16.7 \% | 19.4\% | 28.1 \% | 29.6 \% |
| Pearson $\chi^{2}$ |  | 2.55 |  | 3.04 |
| $p$-value |  | 0.64 |  | 0.55 |
| Kolmogorov-Smirnov $D$ |  | 0.09 |  | 0.11 |
| p-value |  | 0.99 |  | 0.98 |

The table presents the percentage of subjects who selected each of the 5 gambles in the monetary risk aversion test in the hypothetical (column 2) and incentivised (column 3) treatments and for the environmental risk aversion test in the hypothetical (column 4) and incentivised (column 5) treatments. The bottom panel displays the results obtained from the tests based on the null of no difference between the risk aversion choices made in the incentivised and in the hypothetical treatments
discounting parameters as per Eq. 10, leaving the respective noise parameters again as constants.

Our estimate of the risk parameter, 0.756 , indicates moderate levels of risk aversion consistent with previous estimates by Andersen et al. (2008), while our estimate of the discounting parameter of $18 \%$ is within the wide range of acceptable values documented in Frederick et al. (2002). We find no evidence that any of our treatment variables (incentives or domain) have any impact on risk aversion parameter estimates. There is however, evidence for an effect of domain and incentives for those playing in the environmental arm of the experiment for discounting. Discount rates elicited range from $11.8 \%$ in the hypothetical monetary task, to $12.1 \%$ in the real monetary task, to $14.8 \%$ in the real environmental task and up to $22.2 \%$ in the hypothetical environmental task. However, we note that such estimates rely on risk neutrality, whereas our estimated risk aversion suggests respondents are, in fact, risk averse.

Table 7 presents results from the joint estimation of $r$ and $\delta$ using both exponential and hyperbolic functional forms for discounting. As previously, for each functional form, we, initially, estimate a constant-only model and subsequently add treatment interaction terms to both equations in turn. Note that in all models, noise parameters are included as constant only. A risk parameter of 0.77 is consistent with those in Table 6 above. The discounting parameter decreases, as expected, to $2.8 \%$ once the utility function is allowed to adopt the curvature provided by the risk aversion parameter. Both results are consistent with findings in Andersen et al. (2008). We find no evidence that incentives have any effect on either the risk or discounting

Table 5 Discounting

| Switching <br> Point | Monetary discounting |  | Environmental discounting |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Hypothetical <br> (\%) | Incentivised (\%) | Hypothetical (\%) | Incentivised (\%) |
| 0 | 8.1 \% | $15.5 \%$ | 12.1 \% | 17.4 \% |
| 1 | 9.3 \% | 7.1 \% | 2.2 \% | 2.9 \% |
| 2 | 11.6 \% | 10.7 \% | 2.2 \% | $5.8 \%$ |
| 3 | $9.3 \%$ | 7.1 \% | 9.9\% | 8.7 \% |
| 4 | 7.0 \% | 13.1 \% | 13.2 \% | 14.5 \% |
| 5 | 31.4 \% | 25.0 \% | 19.8 \% | 24.6 \% |
| 6 | 23.3 \% | 21.4 \% | 40.1 \% | 26.1 \% |
| Pearson $\chi^{2}$ |  | 4.73 |  | 5.16 |
| $p$-value |  | 0.58 |  | 0.52 |
| Kolmogorov-Smirnov $D$ |  | 0.08 |  | 0.15 |
| p-value |  | 0.90 |  | 0.33 |

The table lists the percentages of subjects who switched from the smaller sooner to the larger later in the monetary discounting task in the hypothetical and incentivised treatments (columns 2 and 3 respectively) and for the environmental discounting task in the hypothetical and incentivised treatments (columns 4 and 5 respectively). The bottom panel displays the results obtained from the tests based on the null of no difference between the discounting choices made in the incentivised and in the hypothetical treatments
choices made. However, we do find that the environmental domain impacts both risk and discounting estimates. The risk aversion parameter goes from 0.75 in the hypothetical monetary task ( 0.75 in the real monetary task) to 0.89 in the hypothetical environmental task ( 0.82 in the real environmental task) implying subjects are more risk averse when playing for plants than they are for money. The discount rate goes from $1.9 \%$ in the hypothetical monetary task ( $1.9 \%$ in the real monetary task) to $3.5 \%$ in the hypothetical environmental task ( $2.9 \%$ in the real environmental task) implying higher levels of discounting for goods in the environmental domain. The noise parameter for risk choices, $\mu$, is consistently larger than that for discounting choices, $\nu$, which Andersen et al. (2008) interpret as an indication of the cognitive difficulty of the task. Overall, results are largely consistent to different specifications of the functional form of the utility function as can be seen from the latter three columns displaying results for the hyperbolic specification.

We next move on to introduce and explore heterogeneity. Table 8 presents joint estimation results making parameters functions of treatments and four different socio-demographic variables ( $X$ ), namely sex, CRT, expenditure and environmental attitudes, as defined in Section 3.4. Each column uses a different socio-demographic variable $(X)$ to parametrize the risk (columns 2 to 5 ) and discounting (columns 6 to 9) equations.

Table 6 Estimation results from structural models estimating risk and discounting parameters independently

|  | Risk Aversion |  | Discounting |  |
| :---: | :---: | :---: | :---: | :---: |
| $r$ |  |  |  |  |
| Real |  | $\begin{aligned} & 0.036 \\ & (0.086) \end{aligned}$ |  |  |
| Environment |  | $\begin{aligned} & 0.017 \\ & (0.149) \end{aligned}$ |  |  |
| Environment $\times$ Real |  | $\begin{aligned} & -0.003 \\ & (0.303) \end{aligned}$ |  |  |
| Constant | $\begin{aligned} & 0.756 * * * \\ & (0.059) \end{aligned}$ | $\begin{aligned} & 0.738^{* * *} \\ & (0.061) \end{aligned}$ |  |  |
| $\mu$ | $\begin{aligned} & 0.411 * * * \\ & (0.072) \end{aligned}$ | $\begin{aligned} & 0.409 * * * \\ & (0.071) \end{aligned}$ |  |  |
| $d$ |  |  |  |  |
| Real |  |  |  | $\begin{aligned} & 0.001 \\ & (0.012) \end{aligned}$ |
| Environment |  |  |  | $\begin{aligned} & 0.104 * * * \\ & (0.024) \end{aligned}$ |
| Environment $\times$ Real |  |  |  | $\begin{aligned} & -0.075^{* *} \\ & (0.031) \end{aligned}$ |
| Constant |  |  | $\begin{aligned} & 0.180^{* * *} \\ & (0.033) \end{aligned}$ | $\begin{aligned} & 0.118 * * * \\ & (0.007) \end{aligned}$ |
| $v$ |  |  | $\begin{aligned} & 0.055^{* * *} \\ & (0.027) \end{aligned}$ | $\begin{aligned} & 0.027^{* *} \\ & (0.008) \end{aligned}$ |
| Observations | 113 | 113 | 113 | 113 |

This table presents the results obtained from ML estimations separately for the risk and discounting data. Columns 2 and 3 present estimates for the CRRA, $r$, equation. Columns 4 and 5 present estimates for the discount rate, $\delta$, equation assuming risk neutrality $(r=0) . \mu$ and $v$ are noise parameters for risk and discounting, respectively. Robust standard errors in parentheses; *** $\mathrm{p}<0.01,{ }^{* *} \mathrm{p}<0.05, * \mathrm{p}<0.1$

For risk aversion, we observe a consistent and statistically significant effect of domain, whereby those playing in the environmental domain have a higher risk aversion parameter. There is little heterogeneity in the effect of domain across sociodemographics with only exception that of the high expenditure dummy which albeit statistically signifiant is small in magnitude. There is no evidence of an effect or heterogeneity in the effect of incentives on risk aversion by sex and expenditure. However, some main or heterogeneous effects are observed for high CRT and environmental attitudes (i.e. Green) dummies. Specifically, controlling for high CRT in

Table 7 Estimates of risk and discounting from joint structural models using exponential and hyperbolic functional forms for discounting

|  | Exponential |  |  | Hyperbolic |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $r$ |  |  |  |  |  |  |
| Environment |  | $\begin{aligned} & 0.143 * * * \\ & (0.045) \end{aligned}$ |  |  | $\begin{aligned} & 0.145 * * * \\ & (0.046) \end{aligned}$ |  |
| Real |  | $\begin{aligned} & 0.003 \\ & (0.020) \end{aligned}$ |  |  | $\begin{aligned} & 0.004 \\ & (0.022) \end{aligned}$ |  |
| Environment $\times$ Real |  | $\begin{aligned} & -0.074 \\ & (0.061) \end{aligned}$ |  |  | $\begin{aligned} & -0.098^{*} \\ & (0.056) \end{aligned}$ |  |
| Constant | $\begin{aligned} & 0.768^{* * *} \\ & (0.066) \end{aligned}$ | $\begin{aligned} & 0.745 * * * \\ & (0.058) \end{aligned}$ | $\begin{aligned} & 0.754 * * * \\ & (0.058) \end{aligned}$ | $\begin{aligned} & 0.760 * * * \\ & (0.065) \end{aligned}$ | $\begin{aligned} & 0.735 * * * \\ & (0.058) \end{aligned}$ | $\begin{aligned} & 0.743 * * * \\ & (0.058) \end{aligned}$ |
| $\mu$ | $\begin{aligned} & 0.403 * * * \\ & (0.072) \end{aligned}$ | $\begin{aligned} & 0.410 * * * \\ & (0.072) \end{aligned}$ | $\begin{aligned} & 0.412 * * * \\ & (0.072) \end{aligned}$ | $\begin{aligned} & 0.408 * * * \\ & (0.073) \end{aligned}$ | $\begin{aligned} & 0.418^{* * *} \\ & (0.075) \end{aligned}$ | $\begin{aligned} & 0.420^{* * *} \\ & (0.075) \end{aligned}$ |
| d |  |  |  |  |  |  |
| Environment |  |  | $\begin{aligned} & 0.016 * * * \\ & (0.006) \end{aligned}$ |  |  | $\begin{aligned} & 0.019^{* *} \\ & (0.008) \end{aligned}$ |
| Real |  |  | $\begin{aligned} & 0.000 \\ & (0.002) \end{aligned}$ |  |  | $\begin{aligned} & 0.000 \\ & (0.002) \end{aligned}$ |
| Environment $\times$ Real |  |  | $\begin{aligned} & -0.006 \\ & (0.005) \end{aligned}$ |  |  | $\begin{aligned} & -0.012^{*} \\ & (0.007) \end{aligned}$ |
| Constant | $\begin{aligned} & 0.028^{* *} \\ & (0.011) \end{aligned}$ | $\begin{aligned} & 0.020^{* * *} \\ & (0.006) \end{aligned}$ | $\begin{aligned} & 0.019 * * * \\ & (0.006) \end{aligned}$ | $\begin{aligned} & 0.029 * * \\ & (0.012) \end{aligned}$ | $\begin{aligned} & 0.023^{* * *} \\ & (0.007) \end{aligned}$ | $\begin{aligned} & 0.022^{* * *} \\ & (0.007) \end{aligned}$ |
| $v$ | $\begin{aligned} & 0.008^{* *} \\ & (0.004) \end{aligned}$ | $\begin{aligned} & 0.005 \\ & (0.004) \end{aligned}$ | $\begin{aligned} & 0.005^{*} \\ & (0.002) \end{aligned}$ | $\begin{aligned} & 0.009^{* * *} \\ & (0.003) \end{aligned}$ | $\begin{aligned} & 0.006^{* * *} \\ & (0.002) \end{aligned}$ | $\begin{aligned} & 0.006 * * \\ & (0.002) \end{aligned}$ |
| Observations | 113 | 113 | 113 | 113 | 113 | 113 |

The table presents estimates from the joint estimation of risk and discounting equations. Column 2 presents results for $r$ and $\delta$ parameters along with their noise parameters. Column 3 parametrizes the $r$ equation and Column 4 parametrizes the $\delta$ equation with the two treatment variables and their interaction. The same pattern of results is repeated for Columns 5, 6 and 7 using a hyperbolic discounting specification. Robust standard errors in parentheses; *** $\mathrm{p}<0.01,{ }^{* *} \mathrm{p}<0.05,{ }^{*} \mathrm{p}<0.1$
the equation, we find that those in the incentivized environmental treatment have a statistically signifiant lower risk aversion parameter. Controlling for environmental attitudes and their interactions, among those without green attitudes playing with real incentives results in significantly higher risk aversion parameters both for money and environment, while among those with green attitudes incentives make no difference for money but decrease the risk aversion parameter for the environment domain. The rest of the estimable parameters (i.e. noise and discount) are similar across all four columns.
Table 8 Estimates of risk and discounting from joint structural models incorporating heterogeneity by socio-demographic variables

|  | X |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Female | HighCRT | HighExp | Green | Female | HighCRT | HighExp | Green |
|  |  |  |  |  |  |  |  |  |
| X | $\begin{aligned} & 0.084 \\ & (0.089) \end{aligned}$ | $\begin{aligned} & -0.007 \\ & (0.023) \end{aligned}$ | $\begin{aligned} & 0.150^{* * *} \\ & (0.046) \end{aligned}$ | $\begin{aligned} & -0.010 \\ & (0.029) \end{aligned}$ |  |  |  |  |
| Real | $\begin{aligned} & 0.012 \\ & (0.072) \end{aligned}$ | $\begin{aligned} & 0.049 \\ & (0.059) \end{aligned}$ | $\begin{aligned} & 0.683 \\ & (0.646) \end{aligned}$ | $\begin{aligned} & 0.076^{*} * \\ & (0.036) \end{aligned}$ |  |  |  |  |
| $\mathrm{X} \times$ Real | $\begin{aligned} & 0.088 \\ & (0.109) \end{aligned}$ | $\begin{aligned} & -0.051 \\ & (0.053) \end{aligned}$ | $\begin{aligned} & -0.002 \\ & (0.002) \end{aligned}$ | $\begin{aligned} & -0.082^{* *} \\ & (0.038) \end{aligned}$ |  |  |  |  |
| Environment | $\begin{aligned} & 0.155 * * * \\ & (0.048) \end{aligned}$ | $\begin{aligned} & 0.073 * * \\ & (0.034) \end{aligned}$ | $\begin{aligned} & 0.130^{* *} \\ & (0.051) \end{aligned}$ | $\begin{aligned} & 0.088^{* *} \\ & (0.034) \end{aligned}$ |  |  |  |  |
| $\mathrm{X} \times$ Environment | $\begin{aligned} & -0.105 \\ & (0.099) \end{aligned}$ | $\begin{aligned} & 0.085^{*} \\ & (0.044) \end{aligned}$ | $\begin{aligned} & -0.000^{* * *} \\ & (0.000) \end{aligned}$ | $\begin{aligned} & 0.012 \\ & (0.034) \end{aligned}$ |  |  |  |  |
| Environment $\times$ Real | $\begin{aligned} & -0.033 \\ & (0.084) \end{aligned}$ | $\begin{aligned} & -0.086^{*} \\ & (0.047) \end{aligned}$ | $\begin{aligned} & -0.022 \\ & (0.501) \end{aligned}$ | $\begin{aligned} & 0.002 \\ & (0.082) \end{aligned}$ |  |  |  |  |
| $\mathrm{X} \times$ Environment $\times$ Real | $\begin{aligned} & -0.127 \\ & (0.123) \end{aligned}$ |  | $\begin{aligned} & 0.000 \\ & (0.001) \end{aligned}$ | $\begin{aligned} & -0.060 \\ & (0.086) \end{aligned}$ |  |  |  |  |
| Constant | $\begin{aligned} & 0.666 * * * \\ & (0.077) \end{aligned}$ | $\begin{aligned} & 0.755 * * * \\ & (0.054) \end{aligned}$ | $\begin{aligned} & 0.669 * * * \\ & (0.131) \end{aligned}$ | $\begin{aligned} & 0.756^{* * *} \\ & (0.063) \end{aligned}$ | $\begin{aligned} & 0.749 * * * \\ & (0.062) \end{aligned}$ | $\begin{aligned} & 0.754 * * * \\ & (0.058) \end{aligned}$ | $\begin{aligned} & 0.744 * * * \\ & (0.064) \end{aligned}$ | $\begin{aligned} & 0.756 * * * \\ & (0.059) \end{aligned}$ |
| $\mu$ | $\begin{aligned} & 0.413 * * * \\ & (0.073) \end{aligned}$ | $\begin{aligned} & 0.407 * * * \\ & (0.070) \end{aligned}$ | $\begin{aligned} & 0.395^{* * *} \\ & (0.074) \end{aligned}$ | $\begin{aligned} & 0.408 * * * \\ & (0.071) \end{aligned}$ | $\begin{aligned} & 0.411^{* * *} \\ & (0.074) \end{aligned}$ | $\begin{aligned} & 0.412 * * * \\ & (0.072) \end{aligned}$ | $\begin{aligned} & 0.419 * * * \\ & (0.076) \end{aligned}$ | $\begin{aligned} & 0.411^{* * *} \\ & (0.072) \end{aligned}$ |

Table 8 (continued)

|  | $X$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Female | HighCRT | HighExp | Green | Female | HighCRT | HighExp | Green |
| $d$ |  |  |  |  |  |  |  |  |
| X |  |  |  |  | $\begin{aligned} & 0.008 \\ & (0.011) \end{aligned}$ | $\begin{aligned} & -0.001 \\ & (0.002) \end{aligned}$ | $\begin{aligned} & 0.018 * * * \\ & (0.006) \end{aligned}$ | $\begin{aligned} & -0.009 * * * \\ & (0.004) \end{aligned}$ |
| Real |  |  |  |  | $\begin{aligned} & 0.008 \\ & (0.015) \end{aligned}$ | $\begin{aligned} & 0.000 \\ & (0.001) \end{aligned}$ | $\begin{aligned} & 0.009 * * \\ & (0.004) \end{aligned}$ | $\begin{aligned} & 0.001 \\ & (0.006) \end{aligned}$ |
| $\mathrm{X} \times$ Real |  |  |  |  | $\begin{aligned} & 0.017 \\ & (0.019) \end{aligned}$ |  | $\begin{aligned} & -0.001^{* *} \\ & (0.000) \end{aligned}$ | $\begin{aligned} & -0.002 \\ & (0.006) \end{aligned}$ |
| Environment |  |  |  |  | $\begin{aligned} & 0.022 * \\ & (0.011) \end{aligned}$ | $\begin{aligned} & 0.013 * \\ & (0.007) \end{aligned}$ | $\begin{aligned} & 0.013 * * \\ & (0.005) \end{aligned}$ | $\begin{aligned} & 0.006 \\ & (0.004) \end{aligned}$ |
| $\mathrm{X} \times$ Environment |  |  |  |  | $\begin{aligned} & -0.013 \\ & (0.017) \end{aligned}$ | $\begin{aligned} & 0.029 * * \\ & (0.011) \end{aligned}$ | $\begin{aligned} & -0.000 \\ & (0.000) \end{aligned}$ | $\begin{aligned} & 0.010 * * \\ & (0.004) \end{aligned}$ |
| Environment $\times$ Real |  |  |  |  | $\begin{aligned} & -0.012 \\ & (0.016) \end{aligned}$ | $\begin{aligned} & -0.009 \\ & (0.006) \end{aligned}$ | $\begin{aligned} & -0.004 \\ & (0.005) \end{aligned}$ | $\begin{aligned} & 0.031 \\ & (0.187) \end{aligned}$ |
| $\mathrm{X} \times$ Environment $\times$ Real |  |  |  |  | $\begin{aligned} & -0.022 \\ & (0.022) \end{aligned}$ | $\begin{aligned} & -0.020^{* *} \\ & (0.010) \end{aligned}$ |  | $\begin{aligned} & -0.042 \\ & (0.188) \end{aligned}$ |
| Constant | $\begin{aligned} & 0.026 * * * \\ & (0.008) \end{aligned}$ | $\begin{aligned} & 0.020 * * * \\ & (0.005) \end{aligned}$ | $\begin{aligned} & 0.020 \\ & (0.021) \end{aligned}$ | $\begin{aligned} & 0.020 * * * \\ & (0.006) \end{aligned}$ | $\begin{aligned} & 0.018 * * * \\ & (0.006) \end{aligned}$ | $\begin{aligned} & 0.020 * * * \\ & (0.006) \end{aligned}$ | $\begin{aligned} & 0.013 * * * \\ & (0.004) \end{aligned}$ | $\begin{aligned} & 0.028 * * * \\ & (0.008) \end{aligned}$ |
| $v$ | $\begin{aligned} & 0.005 * * \\ & (0.002) \end{aligned}$ | $\begin{aligned} & 0.004 \\ & (0.003) \end{aligned}$ | $\begin{aligned} & 0.004 \\ & (0.007) \end{aligned}$ | $\begin{aligned} & 0.003 \\ & (0.003) \end{aligned}$ | $\begin{aligned} & 0.005 \\ & (0.003) \end{aligned}$ | $\begin{aligned} & 0.004^{*} \\ & (0.002) \end{aligned}$ | $\begin{aligned} & 0.003 \\ & (0.002) \end{aligned}$ | $\begin{aligned} & 0.002 \\ & (0.004) \end{aligned}$ |
| Observations | 97 | 113 | 98 | 113 | 97 | 113 | 98 | 113 |

[^10]When looking at the discounting parameter, both expenditure and environmental attitudes emerge as significant main effects with the former resulting in an increase in the discount rate, suggesting that those with above median expenditure are less willing to wait for outcomes, while the latter (i.e. Green) decreases the discount rate implying that those with positive environmental attitudes are willing to delay an outcome with greater ease. Overall, across all four columns discount rates are higher for those in the environment domain, while values are even higher for those with high CRT and green environmental attitudes. Incentives have no effect in columns six and nine (i.e. introducing sex and green attitudes). Significantly lower discount rates are observed for those with high CRT playing for real in the environment domain. Controlling for expenditure levels, significantly higher discount rates are expressed for those playing for real in either domain with a small drop in the rate for those with above median expenditure. As previously, the remaining estimable parameters (i.e. risk aversion and noise) are largely similar across all columns.

## 5 Discussion

Incentives are considered to enhance saliency and encourage truthful elicitation of preferences and motivate sufficient cognitive effort. This study investigates, in an experimental setting, the impact of incentives on decisions in risk aversion and discounting tasks for both monetary and environmental goods.

A priori expectations are limited for risk aversion tasks, as economic intuition offers little guidance as to whether incentives would be expected to make subjects display increased or decreased risk aversion. For discounting tasks, a priori expectation could suggest that real payoffs would heighten the dis-utility of waiting and results in higher discount rates for incentivised treatments (Kirby \& Maraković, 1995; Coller \& Williams, 1999). Our evidence suggests that, on average, incentives have little effect on estimated parameters in either risk aversion or discounting tasks irrespective of the monetary or environmental domain. This confirms previous work such as Camerer and Hogarth (1999) who also found financial incentives in money tasks had no effect on mean values, as well as those from other non-strategic games (Mentzakis \& Mestelman, 2013) who also report no incentive effects.

However, our findings offer strong evidence of a domain effect with risk and discounting parameters both influenced by the nature of the environmental good, which contradicts the conclusions of Ioannou and Sadeh (2016) where no domain effect was found despite both studies using the same data for the incentivised treatment. Differences in findings are likely due to different econometric approaches adopted with the earlier paper opting for independent reduced form estimations for risk and discounting. This raises some pertinent questions on the lack of consistently strong evidence for a domain effect in discounting, suggesting that the omission of risk elicitation in discounting experiments might be yielding misleading results.

In addition, exploring treatment and socio-demographics heterogeneity some interesting patterns emerge for both risk aversion and discounting with higher levels of income and strong environmental attitudes both playing a role in influencing risk aversion and discounting parameters. For risk aversion, controlling for subjects’
reflective thinking ability (i.e. CRT) results in incentivized environmental treatments exhibiting a statistically significant lower risk aversion parameter. Controlling for environmental attitudes and their interactions, we find that among those with low pro-environmental attitudes incentives result in significantly higher risk aversion parameters both for money and environment, while among those with high proenvironmental attitudes incentives make no difference for money but reduce the risk aversion parameter for the environment domain. This implies that pro-environmental attitudes influence the direction of the incentive effect on risk aversion for subjects and potentially suggests that increasing the salience of a domain (the environmental domain in this case) may cause subjects to exhibit lower risk aversion.

Looking at discounting, we find significantly lower environmental discount rates for those with high CRT in the incentivized treatments, suggesting an increased patience for environmental goods is related to higher reflective thinking. This supports the findings in Hardisty and Weber (2009) who find that higher levels of CRT are correlated with lower levels of discounting. Controlling for expenditure levels, significantly higher discount rates are observed in incentivized treatments in either domain with a small drop in the rate for those with above median expenditure. Due to sample size restrictions, elaborating on the magnitude of such effects is not advisable, however they emerge as variables of interest to be incorporated in future research.

In conclusion, we elicit levels of risk aversion ( $\mathrm{r}=0.77$ ) and discounting ( $\delta=2.8 \%$ ) consistent with past literature. On average, we find no effect of incentives but we do find evidence of hypothetical bias when controlling for certain socio-demographic characteristics and their interactions. On the contrary, we find strong evidence of a domain effect across all specifications. Overall, heterogeneity in findings should be treated with caution and require further investigation to understand the dynamics at play. Future research should aim to further explore the external validity of these tasks and replicate past findings with real incentives before assessing methodological aspects.
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[^1]:    ${ }^{1}$ Random-lottery payment implies contexts where subjects perform multiple risk tasks with only one of them being randomly selected to be paid out, whereas fully paid experiments ask subjects to make one or multiple gamble choices and all outcomes are paid out in real money.

[^2]:    ${ }^{2}$ Hypothetical bias is termed as the discrepancy between stated/hypothetical and actual/incentivized WTP values, whether in between or within subject comparisons.
    ${ }^{3}$ Experimental instructions are available at https://jana.sadeh.co.uk/wp-content/uploads/2017/08/ Appendix.pdf.

[^3]:    ${ }^{4}$ The magnitude of the choices in the monetary domain and the environmental domain were calibrated using two contingent valuation studies carried out at the university prior to the experiment. The mean willingness to pay for a plant was at $£ 4.98$. Consequently, a conversion rate of 1 plant $=£ 5$ was implemented. Subjects were therefore presented with choices starting at $£ 50$ in the monetary domain and 10 plants in the environmental domain.

[^4]:    The binary options presented to participants of the monetary discounting task are displayed in the first two columns. Values are given in GBP. The binary options presented to participants of the environmental discounting task are displayed in the latter two columns. These are denominated in plants

[^5]:    ${ }^{5}$ Payment card format with 6 interval bids: $£ 0, £ 0.5, £ 2.5, £ 5, £ 10, £ 15, £ 15+$

[^6]:    ${ }^{6}$ Note that $r=0$ denotes risk neutrality, $r>0$ risk aversion and $r<0$ risk-loving behaviour.
    ${ }^{7}$ Note that our experiment did not allow statements of indifference.

[^7]:    ${ }^{8}$ For cases where $\lambda>\eta$ this specification embodies the dual-self model where short term temptation battles with long term planning (Fudenberg \& Levine, 2006).
    ${ }^{9}$ Andersen et al. (2008) further consider alternative specifications of $\lambda>1$ which allows for integration with background daily consumption over periods longer than a day. They find that $\delta$ is sensitive to the value of $\lambda$ with $\delta$ rising as $\lambda$ rises reaching a maximum discount rate (for cases of risk neutrality, $r=0$ ) as $\lambda$ goes to infinity.
    ${ }^{10}$ A hyperbolic specification is also estimated to check sensitivity of results.
    ${ }^{11}$ Responses that reflect indifference are not allowed in the experiment.

[^8]:    ${ }^{12}$ Answering at least two of the three CRT questions correctly.
    ${ }^{13}$ Segment groups 1 to 4 were classified as having positive environmental attitudes.

[^9]:    ${ }^{14}$ While the risk aversion task only generated one observation, the discounting task generated 18 , which presented an opportunity to observe inconsistent responses. $81 \%$ subjects had one switching point in the discounting tasks and therefore exhibited no inconsistency. However, there were some instances where subjects alternated between smaller sooner and larger later choices in the payment ladder more than once. Seven subjects exhibited such behavior in more than one discounting task and are, hence, dropped from the dataset, as either unable to understand the task or wilfully uncooperative. This brings the number of observations to 113 . In the remaining 16 instances of inconsistencies this double switching happened in only one of the 3 discounting tasks undertaken, and subjects were assumed to have made an error and the observations for this particular choice was amended. Sensitivity testing suggests results are robust to the exclusion of these 16 observations.

[^10]:    The table presents results from joint estimation of risk and discounting equations parametrised to include socio-demographic information. Female takes value of 1 for female subjects ( 0 otherwise), HighCRT takes value of 1 if subject scored 2 or more on the CRT test ( 0 otherwise), HighExp takes value of 1 for those above mean reported expenditure ( 0 otherwise) and Green takes value of 1 for those exhibiting strong environmental attitudes ( 0 otherwise). Each column uses a different socio-demographic variable $(X)$ to parametrize the risk (columns 2 to 5) and discounting (columns 6 to 9 ) equations. Robust standard errors in parentheses; ${ }^{* * *} \mathrm{p}<0.01, * * \mathrm{p}<0.05$, $* \mathrm{p}<0.1$

