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Abstract: Artificial intelligence and automation have become pervasive in news 
media, influencing journalism from news gathering to news distribution. As algo-
rithms are increasingly determining editorial decisions, specific concerns have 
been raised with regard to the responsible and accountable use of AI-driven tools 
by news media, encompassing new regulatory and ethical questions. This contribu-
tion aims to analyze whether and to what extent the use of AI technology in news 
media and journalism is currently regulated and debated within the European 
Union and the Council of Europe. Through a document analysis of official policy 
documents, combined with a data mining approach and an inductive thematic 
analysis, the study looks at how news media are dealt with, in particular regarding 
their responsibilities towards their users and society. The findings show that reg-
ulatory frameworks about AI rarely include media, but if they do, they associate 
them with issues such as disinformation, data, and AI literacy, as well as diversity, 
plurality, and social responsibility.

Keywords: news media, journalism, artificial intelligence, automation, governance, 
AI-Act, European Commission, Council of Europe

1  Introduction
On 9 March 2018, the European Commission published a press release titled Artifi-
cial intelligence: Commission kicks off work on marrying cutting-edge technology and 
ethical standards (European Commission, 2018). The statement announced that the 
Commission was setting up a group supposed to work on artificial intelligence by 
collecting expert input and rally a broad alliance of stakeholders. The press release 
marked a first milestone in the discussion revolving around AI governance. In April 
2018, the Commission unveiled not only a new European AI Strategy, but also to 
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the creation of a High-Level Group on Artificial Intelligence, tasked with making 
recommendations regarding ethical guidelines about AI-related challenges. The 
High-Level Group’s recommendations would then feed into the policy development 
process and be used to further specify the EU’s governance approach in the field of 
AI, with the creation of a White Paper on AI in 2020, as well as a coordinated plan on 
AI in April 2021 that led to the creation of a new AI Act: a European law that would 
put AI subject to specific legal requirements based on a risk assessment.

The Council of Europe (CoE) has looked into the issue of the impact of technology 
on law since the 1980s. For instance, in 1981 it established the Convention for the 
Protection of Individuals with regard to Automatic Processing of Personal Data – a 
predecessor of personal data protection laws such as the GDPR. Hence, on 11 Sep-
tember 2019, the Committee of Ministers of the CoE set up the Ad Hoc Committee on 
Artificial Intelligence (CAHAI). The expert group, established for a two-year term, 
was “tasked with examining, through broad multi-stakeholder consultations, the fea-
sibility and potential elements of a legal framework for the development, design and 
application of artificial intelligence” (CAHAI, 2020). Based on the works of the CAHAI, 
the Committee of Ministers of the Council of Europe established the Committee on 
Artificial Intelligence (CAI), tasked with elaborating a legally binding instrument 
regarding the use of AI. Throughout the next years, the CoE took on the issue of arti-
ficial intelligence from different positions, not only within CAI, but also in specific 
groups such as the Committee of Experts on Increasing Resilience of Media, which 
works on drafting guidelines on the use of digital tools including artificial intelli-
gence for journalism. Although the work of the CoE is sometimes overshadowed by 
the EU’s activities, it cannot be underestimated in terms of its legal standard-setting 
as a pan-European human rights organization (Valcke and Hendrickx, 2023).

In media and journalism, AI has become pervasive in almost all large news 
organizations, to the point that “[…] algorithms have begun to influence, to some 
extent, nearly every aspect of journalism. Their impacts may be observed from 
the initial stages of news production (e.  g., story selection) to the latter stages of 
news consumption (e.  g., commenting on stories)” (Zamith, 2019). In fact, AI-driven 
tools are being implemented in many different areas ranging from news gathering 
(Thurman et al., 2016) to news production (e.  g., Carlson, 2015; Diakopoulos, 2019), 
and from news distribution (Ford and Hutchinson, 2019) to news personalization 
(Helberger et al., 2019). AI-driven technology, as diverse as its use-cases are, changes 
the nature, role, and workflows of journalism (Schapals and Porlezza, 2020; Lewis 
et al., 2019), and contributes to “mak[ing] journalism in new ways, by creating new 
genres, practices, and understandings of what news and news work is, and what 
they ought to be” (Bucher, 2018, p. 132).

In academia, the use of AI technology started to raise a range of ethical 
questions in terms of transparency, accountability, and responsibility (Dörr and 
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 Hollnbuchner, 2017; Helberger et al., 2019; Monti, 2018). Contrary to that, news cov-
erage of AI was dominated by an industry-related portrayal of AI products seen as 
a solution to a range of public problems (Brennen et al., 2018). Also within the news 
industry, ethical concerns have not been a top priority (Porlezza and Ferri, 2022). 
As the automation of news media progresses, questions regarding a responsible use 
of AI technology become paramount: To what extent can news media and journal-
ism be held to account for the use of AI-driven tools? And to what extent can the 
implementation of AI tools in news media be effectively regulated? Since news and 
journalism play an important societal role in any democracy, the way AI and algo-
rithms impact public communication should be kept under scrutiny. However, the 
media sector is a particular field in which not only issues of privacy and non-dis-
crimination play into the equation, but also matters related to press freedom and 
freedom of expression.

This contribution aims to analyze whether and to what extent the use of 
AI-driven tools in news media is currently regulated in Europe at a supranational 
level. The contribution looks at the European Union (EU) as well as the Council of 
Europe (CoE) in relation to three aspects:
1. When it comes to news media, how should news production and news distribu-

tion be regulated?
2. When it comes to news users, how should news media ensure a respectful use 

of AI-driven tools in terms of being respectful of the users’ privacy and their 
data?

3. When it comes to news media’s responsibilities towards society, how can they 
ensure that AI-driven tools enhance key values such as news diversity?

This paper is organized in the following manner: In the next section, the paper will 
discuss previous research regarding the governance of AI, specifically in the field 
of media and journalism. After that, the paper presents the method used to analyze 
the documents on which this investigation is based. In the subsequent section, the 
paper discusses the current regulatory situation, and presents concluding remarks.

2  Literature review
The term AI is complex, not only because it denotes a field of enquiry and a particu-
lar technology (Gunkel, 2020, p. 3), but also because it encompasses a huge variety 
of subfields (Russell and Norvig, 2009, p. 1) that range from healthcare, to building 
chess engines, to self-driving cars, robotics, and many more. While these AI expert 
systems have seen an increasingly widespread use in society (Epstein et al., 2018), 
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there is no universally accepted definition of AI; instead definitions depend on the 
different disciplines’ conceptualizations. This paper uses the following definition of 
AI as suggested by Brennen et al. (2018, pp. 1–2) and inspired by Dickens Olewe: “[…] 
AI is a collection of ideas, technologies that relate to a computer system’s capacity to 
perform tasks normally requiring human intelligence.” This particular definition 
has been chosen because it reflects the idea that AI cannot be reduced to a particu-
lar technology, software or purpose, but it rather is a collection of both technologies 
as well as the ideas behind these technologies that contribute to machines being 
able to carry out tasks without human intervention.

The news media framing of AI

The opportunities that come with the technology are countless, which can be seen 
in many national governments’ AI strategies.1 But not only governments point out 
the opportunities of AI, news coverage tends to see beneficial effects too. Several 
studies have identified that (a) the benefits of AI are discussed more frequently than 
its risks (Chuan et al., 2019; Fast and Horvitz, 2017), (b) there is a tendency to present 
AI systems as outperforming human expertise (Bunz and Braghieri, 2022), and (c) 
AI is more often framed as a “gate to heaven” and “helping hand” rather than as 
“Frankenstein’s monster” (Cools et al., 2022). The more powerful AI becomes, the 
more positive the framing of AI tends to be (Cools et al., 2022, p. 17).

The media industry’s internal discourse is largely positive as well. Beckett’s 
(2019) research demonstrated that tech-savvy experts and journalists are less con-
cerned about the dysfunctional consequences of the innovations. Gutierrez Lopez 
et al. (2021) came to similar conclusions showing that journalists are upbeat about 
the technology. A recent study by Porlezza and Ferri (2022) confirmed that experts 
from the industry and academia often point out the pervasiveness of news auto-
mation as well as the advantages in terms of efficiency and time gained for more 
investigative reports.

However, some studies also uncovered that the public communication about the 
impact of AI increased, and that the news discourse has become more critical over 
time (Nguyen and Hekman, 2022) because “worries of loss of control of AI, ethical 

1 Other examples in Europe include the “AI for humanity” strategy in France, the “Nationale 
Strategie Künstliche Intelligenz” in Germany, the “Strategie Digital Schweiz” in Switzerland, the 
“Artificial Intelligence Programme” in Finland, and many others. For a more detailed report on 
national AI strategies, consider the AI Watch report, an initiative by the European Commission, 
jointly developed by the EC Joint Research Centre, and the Directorate General for Communications 
Networks, Content and Technology.
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concerns for AI, and the negative impact of AI on work have grown in recent years” 
(Fast and Horvitz, 2017, p. 963). Yet, it seems that positive depictions of the technol-
ogy outnumber negative frames, which tend to be overly dystopian (Porlezza, 2019). 
It is important to remember, as Strömbäck and Karlsson (2011, p. 643) point out, that 
technological changes in news media and “how they may change the influence over 
the news should not be understood in isolation from other changes in media envi-
ronments.” Hence, the way technology is portrayed in the news media might well 
have an impact on how AI and automation may or may not be implemented and 
regulated in the news sector. Brennan et al. (2022) also show that news coverage of 
AI often constructs an expectation of a pseudo-artificial general intelligence that 
might well impact the perception of the technology in political decision-making. 
But also within newsrooms, in particular when it comes to the specific effects on 
labor and working conditions such as the partial replacement of journalistic tasks, 
the perception of the technology can result in an increased skepticism towards 
the use of automation in the workplace. Carlson (2015, p. 430) refers to this as a 
technological drama in news work over the “entrenched cultural conflict between 
equating technological development with progress and deep distrust of machines 
as dehumanizing forces.”

AI governance

The hype surrounding AI has triggered a lot of attention in terms of regulatory 
debates:

As suggested by work on performative function of hypes, irrespective of how accurate predic-
tions about AI are, they influence agenda setting including assigning high policy priority to AI. 
The hype about AI is accompanied by major public controversy about positive and negative 
effects of AI. (Ulnicane et al., 2021, p. 171)

Moreover, in the light of phenomena such as mass surveillance (Cheney-Lippold, 
2017) or data colonization (Couldry and Mejias, 2019), scholars have repeated spe-
cific calls for action (Pasquale, 2015; Crawford, 2021). As a consequence, national 
governments and supranational institutions face increasing pressure to come up 
with regulatory frameworks (Taeihagh, 2021; Zhang and Dafoe, 2019). The call for 
action emerges thus both as a policy frame in national strategies (see for instance 
Porlezza, 2022), as well as public strategies that offer means to mitigate the risks of 
the technology: “As the move away from technological perspectives towards soci-
etal transformation begins to consolidate, governance approaches start to come 
under scrutiny” (Radu, 2021, p. 179).
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There is not just one approach when it comes to the governance of algorithms 
and AI (Latzer and Just, 2020). However, those approaches focusing on ethical prin-
ciples are among the most often adopted perspectives (Cath, 2018; Floridi et al., 
2018; Taeihagh, 2021; Gianni et al., 2022), leading other scholars also to criticize 
the ethical focus as overshadowing the interest in regulation (Radu, 2021, p. 179). 
Overall, the field of AI governance looks into the way AI technology can and should 
be controlled, governed, and shaped (Dafoe, 2018, p. 5). It can be defined as the way 
“humanity can best navigate the transition to advanced AI systems, focusing on 
the political, economic, military, governance, and ethical dimensions” (idem). AI 
do not operate in a social vacuum, because they are deeply ingrained with society 
and affect our everyday lives. While some governance contributions focus on an 
“overall understanding of the wide systemic socio-technical phenomenon and 
suggest broader sets of integrated approaches and tools to govern such a phenom-
enon” (Gianni et al., 2022), others concentrate on an integrated approach between 
governance and ethics. They center on practical governance processes and princi-
ples and the question of how ethical principles can be operationalized. However, 
AI ethics approaches often present issues: from being regarded as limited in their 
effectiveness (Taeihagh, 2021), to deficiencies in power dynamics (Crawford, 2021), 
to cultural and economic inequalities (Jobin et al., 2019). Gianni et al. (2022) thus 
conclude that “the existing governance and policy-making seems to reside at an 
arm’s length from the suggested ethics guidelines and governance frameworks, 
leaving room for continuing discussion on the actual use of power and democratic 
mechanisms in the policy-making and governance of AI.”

Research shows that there are several challenges when it comes to their con-
crete application to AI technology: machine learning’s inherent opacity, given that 
it can be difficult to reach certain levels of transparency, scrutability or explaina-
bility (Mittelstadt et al., 2016). Hagendorff (2020) adds that ethical principles might 
be too abstract, puzzling therefore designers. Bietti (2020) also points out the risk 
of ethics washing by simply adopting codes of ethics without operationalizing and 
institutionalizing the principles. Besides, ethical principles are often developed on 
abstract presuppositions, but in the case of AI technologies context matters: “The 
resolution of ethics into a set of fixed principles overlooks their relationship with 
a socio-economic environment formed by a plurality of contextual values, power 
asymmetries, interests and material conditions necessary to implement AI-based 
technologies” (Gianni et al., 2022).
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Media and journalism as specific challenges for AI governance

In the context of media and journalism, Beckett (2019) as well as Porlezza and 
Ferri (2022) show that ethical concerns are not a primary issue in relation to AI 
tools, although automation poses several ethical issues. Monti (2018) for instance 
points out that the quality and accuracy of the data used in the automated pro-
cesses in order to avoid any form of bias or manipulation is crucial. In other cases, 
different ethical principles might clash. Journalists have specific responsibilities, 
such as protecting their sources. But in the case of automated processes, the need 
to be transparent about the functioning of the algorithm and the data being used, 
might clash with source protection as Dörr and Hollnbuchner (2016, p. 412) point 
out: “It is questionable whether source protection is possible or even desired as 
service providers and their journalistic clients should disclose all data sources 
in terms of data transparency”  – which might also raise legal questions (idem, 
p. 414).

Specific responsibilities also arise in relation to news personalization: Adopt-
ing a human rights perspective, Helberger et al. (2019) state that the use of AI tech-
nology has already measurable consequences for the user and the public sphere 
that can go both ways: more relevant news, or concerns about selective exposure 
and access to information, thus making or breaking filter bubbles (Vrijenhoek et 
al., 2021). AI technology can thus undermine central values such as plurality or 
diversity because they can cause bias in news exposure, “the necessity to collect 
and store extensive data on all users, the risks of targeted manipulation, and the 
limited agency users experience while interacting with AI-driven tools” (Helberger 
et al. 2020, p. 11).

The institutionalization of AI in news work evokes many ethical challenges to 
which the news industry has not yet found a convincing answer – which might add 
to the challenges of developing and adopting ethical principles. The problem is also 
reflected at the level of self-regulation: Principles about AI are largely missing in 
codes of press councils, as Porlezza and Eberwein (2022) have shown. In a similar 
study, Díaz-Campo and Chaparro-Domínguez (2020) also show that principles with 
regard to controlling software or code are lacking. However, when it comes the 
identification of ethical values related to the use of AI in journalism – and this also 
includes matters of privacy and trust – it is not only about guidelines and codes of 
ethics. It is more about the “responsible organization of processes: the processes 
that result in the identification of relevant values, but also ways to concentrate, 
contest, formalize, implement, measure and continuously improve the way jour-
nalistic AI lives up to these values” (Helberger et al., 2022, p. 1620). This includes 
a discussion about what kind of purposes AI should serve in news and journal-
ism, and how it should be governed in a broader normative framework that goes 
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beyond short-term KPIs, and that (a) takes into account a societal perspective, and 
(b) is aware of potentially “competing values that must be balanced when deploy-
ing journalistic AI” (idem, p. 1621).

The issues concerning AI governance in the field of media and journalism 
have also been discussed in a timely essay by Helberger and Diakopoulos (2022) 
in which they discuss the European AI Act and how it matters for media and jour-
nalism research: According to the authors, a responsible use of AI technology is 
not limited to its implementation, but concerns its use and design as well. Broader 
organizational and societal contexts are therefore crucial but often overlooked 
because users such as journalists and consumers are not taken into account. In 
other words: “When developing regulatory approaches to AI and digital technolo-
gies, policy makers are moving in an arena of extreme technological, economic and 
societal complexity, a complexity few policy makers have been prepared to deal 
with” (Helberger and Diakopoulos, 2022).

But why are policy debates and regulatory efforts at a European level relevant 
for news and journalism? First of all, news and journalism need clarity on the reg-
ulation of AI in the context of press freedom, and freedom of expression – in par-
ticular as the European Convention on Human Rights, together with the European 
Court of Human Rights, strongly shape and protect the media’s freedom. Second, a 
clear regulation could improve data accessibility and transparency regarding the 
use and function of AI tools, which can eventually strengthen trust in news and 
journalism. And third, news and journalism should have an interest in a clear reg-
ulatory framework in order to avoid that rules, which have been developed pri-
marily with social media platforms in mind, are applied to journalism as well. It is 
important to look at both the EU and the CoE, because they have different foci, as 
will be seen later on in the article. In this sense, this contribution aims to answer 
the following research question:

RQ: To what extent are supranational institutions such as the European Union as 
well as the Council of Europe regulating the use of AI-driven tools in media 
and journalism?

3  Method
In order to shed light on the specific governance approach at a supranational 
level, the contribution is based on a two-step methodology, preceded by a desk 
research that identified relevant policy documents regarding the central topic of 
AI. The corpus of the analysis is composed of official documents of two suprana-
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tional institutions: the EU and the CoE. Although the two European institutions 
share the same fundamental values such as human rights, democracy and the rule 
of law, they are two different entities that carry out diverse but complementary 
roles: While the European Union, founded in 1993, is a supranational political and 
economic union that includes 27 member states, the Council of Europe, which 
includes 46 member states and thus more than the EU counts, is an international 
forum for general debates on Europe, including intergovernmental agreements 
governed by international law like the European Convention on Human Rights. 
The Council of Europe, founded in 1949, is also the oldest interstate organization 
in Europe.

Table 1: Corpus of documents from the European Union.

Document name Date of release

Artificial Intelligence for Europe 25.04.2018
Coordinated Plan on Artificial Intelligence 25.04.2018
Coordinated Plan on Artificial Intelligence Annex 07.12.2018
HLEG A definition of AI – Main capabilities and disciplines 18.12.2018
Building Trust in Human-Centric Artificial Intelligence 08.04.2019
HLEG Ethics guidelines for trustworthy AI 08.04.2019
HLEG Policy and investment recommendations for trustworthy AI 26.06.2019
Liability for AI and other emerging technologies 27.11.2019
Report on the safety and liability implications of AI 19.02.2020
White paper on AI – A European approach to excellence and trust 19.02.2020
HLEG Assessment list for trustworthy AI (ALTAI) 17.07.2020
HLEG Sectorial recommendations of trustworthy AI 23.07.2020
European Parliament resolution of 20 October with recommendation to 
the Commission on a framework of ethical aspects of AI, robotics and 
related technologies

20.10.2020

AI: Presidency issues conclusions on ensuring respect for fundamental 
rights

21.10.2020

Fostering a European approach to AI 21.04.2021
Laying down harmonised rules on AI 21.04.2021
Laying down harmonised rules on AI – Annex 21.04.2021
Laying down harmonised rules on AI – Impact Assessment 21.04.2021
European Parliament resolution of 3 May 2022 on artificial intelligence in 
a digital age

03.05.2022

Digital Services Act 19.10.2022



Promoting responsible AI   379

Table 2: Corpus of documents from the Council of Europe.

Document name Date of release

Guidelines on Artificial Intelligence and data protection 25.01.2019
Unboxing Artificial Intelligence:
10 steps to protect Human Rights

14.05.2019

Recommendation CM/Rec(2020)1 of the Committee of Ministers to 
member States on the human rights impacts of algorithmic systems

08.04.2020

Ad hoc Committee on Artificial Intelligence (CAHAI) – Feasibility Study 17.12.2020
Possible elements of a legal framework on artificial intelligence, based on 
the Council of Europe’s standards on human rights, democracy and the 
rule of law (CAHAI)

16.02.2022

The documents included were published between April 2018 and May 2022, and 
they range from white papers to resolutions of the Parliament, to proposed laws 
that explicitly refer to AI in the case of the EU, and recommendations as well as 
feasibility studies in the case of the CoE. The time frame is determined by the earli-
est publication of AI-related documents (by the EU), and the writing of this article. 
Overall, the sample consists of 24 documents. The reason why the European Union 
shows more documents compared to the Council of Europe may be related to the 
fact that it has in recent years set international standards in terms of regulating 
technological standards. It has shown this with the introduction of the General Data 
Protection Regulation (GDPR), which ensures that personal data can only be gath-
ered under tight conditions, and with the Digital Services Act or the Code of Practice 
on Disinformation to fight the dissemination of dis- and misinformation. In addi-
tion, many of the documents were intermediate steps in the overall AI strategy of 
the EU that, overall, brought to the development of the AI Act.

Overall, the investigation carried out a document analysis (Prior, 2003). In a 
first desk research, relevant documents for the study were searched, identified, 
and selected based on a qualitative assessment of the topical reference to AI. All 
documents were downloaded from the websites of the two institutions, and they 
organized in chronological order to allow for a better understanding of how the 
policy documents regarding the governance and regulatory frameworks of AI 
evolved. The study did not apply a sampling process but included all relevant and 
publicly available policy documents.

We then combined the document analysis with a text mining approach (Ignatow 
and Mihalcea, 2018). The text mining analysis has been carried out on every docu-
ment in the corpus by using Adobe’s Advanced Research. All the documents have 
been analyzed with the following objectives: first, to identify the presence of the 
terms media, journalism, and other proxies such as public service media, broadcast-
ing, news website or newspapers, in the documents; and, second, to identify the way 
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in which AI governance is being understood in relation to media and journalism. 
While the first part produced a quantitative data output that has been organized 
in a spreadsheet, offering insights about how often media and journalism are men-
tioned in the documents, the second part of the text mining analysis allowed for a 
closer qualitative analysis by isolating relevant paragraphs for further analysis.

The corpus of documents that has been analyzed in terms of text mining is 
larger than the number of documents that underwent further qualitative analy-
sis, as will be seen. In other words, only the documents with references to (news) 
media and journalism were kept for the second step that encompassed an inductive 
thematic analysis (Braun and Clarke, 2012), which is a suitable qualitative method 
for the textual analysis of documents. The inductive thematic analysis was carried 
out in two steps, too: First, we coded those topics in the paragraphs relevant to our 
research. Second, the codes were aggregated to main themes that reflect major 
emerging topics. The thematic analysis served to understand the specific trajectories 
AI governance applies to media and journalism. Those text elements that revealed a 
close relation to the media were further analyzed for key terms such as “consumers” 
and “society”, allowing us to further analyze the policy documents’ argumentations.

Ethics statement

This study has been conducted in line with the Ethical Guidelines issued by the 
Association of Internet Researchers (franzke et al., 2020). The documents are freely 
available and accessible on the web, and they are explicitly designated for public 
use.2 The author has no political ties with the studied organizations. No ethics 
approval was needed in order to carry out the research.

4  Findings

Media and journalism (not) mentioned in the policy documents

The findings show that the analyzed policy documents that deal with AI rarely refer 
to media or journalism. From a quantitative perspective, the keyword “media” can 
be found 20 times in all the analyzed documents of both institutions. Media as 

2 This can be reviewed on the EU Legal notice disclaimer at https://ec.europa.eu/info/legal-notice_
en and the Disclaimer page of the Council of Europe https://www.coe.int/en/web/portal/disclaimer

https://ec.europa.eu/info/legal-notice_en
https://ec.europa.eu/info/legal-notice_en
https://www.coe.int/en/web/portal/disclaimer
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a key word is mentioned in eight EU policy documents, while in four out of five 
policy documents of the CoE. Turning the analysis to journalism, the numbers 
drop further: It appears four times in the Digital Service Act, and nowhere else in 
EU documents; the CoE never refer to journalism. Proxies such as media-related 
public service or broadcasting are equally mentioned in the Digital Service Act 
only.

In general, the policy documents tend to keep the object of discussion at an 
abstract level, and do not refer to media and journalism. However, the content 
often remains relevant to media. This can be seen in Art. 3 of the extensive defini-
tion of artificial intelligence in the AI Act draft:

For the purpose of this Regulation, the following definitions apply: (1) ‘artificial intelligence 
system’ (AI system) means software that is developed with one or more of the techniques and 
approaches listed in Annex I and can, for a given set of human-defined objectives, generate 
outputs such as content, predictions, recommendations, or decisions influencing the environ-
ments they interact with (…)

The definition of AI refers to several technologies that are employed by news organ-
izations, such as automated journalism or news recommenders. Compared to the 
more general definition of AI adopted in this paper, the EU’s definition focuses on 
specific components (software) and outputs such as content or recommendations. 
As will be seen, discussing AI-related issues on an abstract level, while understand-
able from a regulatory perspective, can cause uncertainties on whether a specific 
technology falls under the remit of a more or less strict regulation.

Regulating media, journalism, and AI

Where media are specifically mentioned in the policy documents, they are dealt 
with through four different themes:
1. current and potential risks of AI;
2. educational aspects in terms of data and AI literacy or digital resilience;
3. social responsibility in order to uphold objective and freely available informa-

tion, as well as media freedom and plurality; and
4. media as main stakeholders that need to be included in the policy debate about 

AI governance.

When it comes to current or potential risks related to AI and media, the policy 
documents mainly refer to problems such as disinformation, hybrid warfare, or 
emphatic media:
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Notes, in particular, that AI technology may entail potential risks as a means of pursuing 
various forms of hybrid warfare and foreign interference; specifies that it could for instance 
be mobilized to trigger disinformation, by using bots or fake social media accounts, to weap-
onize interdependence, by gathering valuable information or denying network access to 
adversaries, to create disturbances in the economic and financial systems of other countries, 
to pollute the political debate and favor extremist groups, or to manipulate elections to desta-
bilize democracies (European Parliament resolution of 3 May 2022);

underlines that, if not regulated, it might also have ethically adverse effects by exploiting 
biases in data and algorithms that may lead to disseminating disinformation and creating 
information bubbles. (European Parliament resolution of 20 October 2020)

Furthermore, content is increasingly being “faked” by producing synthetic media footage, e.  g. 
by mimicking real people’s appearance or voice using so called “deep fakes”. Such technology 
is already able to manipulate or generate visual and audio content with an unprecedented 
potential to deceive and to blur the line between real and fake content. (Council of Europe – 
CAHAI – Feasibility study)

The policy documents also tend to identify risks related to AI such as bots, deep 
fakes, targeted advertising, hate speech, or fake accounts. Documents by the 
CoE instead mention the risks of reinforcing outdated social norms such as gen-
der-based stereotypes, or fueling polarization and extremism through the creation 
of “echo chambers” and “filter bubbles” (CAHAI, 2020, p. 9). While digital intermedi-
aries are frequently mentioned in relation to risks, traditional news media appear 
less often, at least in the documents of the EU. This is surprising given the media’s 
central role for democracies, especially now that news media increasingly adopt 
personalization strategies such as news recommenders that bear significant risks 
for the diversity and plurality of the news ecosystem.

The second theme includes educational aspects in terms of data and AI liter-
acy or digital resilience. This is one of the most often mentioned contexts in which 
media appear, emphasizing that the increasing use of AI in media and society 
requires additional media education to foster digital resilience as well as data and 
AI skills. The resolutions of the European parliament repeatedly refer to the cen-
trality of digital education that should raise the awareness on “aspects of daily life 
potentially affected by machine learning” (European Parliament, 2022) such as rec-
ommendations engines, targeted advertising, and social media algorithms. In this 
sense, the European parliament suggests fostering digital resilience, but in order 
to do so the EU needs to improve media education both in terms of AI skills and AI 
literacy courses for all citizens:

Calls on the Commission to create an AI skills framework for individuals, building on the 
digital competence framework, to provide citizens, workers and businesses with relevant AI 
training and learning opportunities and improve the sharing of knowledge, best practices, 
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and media and data literacy between organizations and companies at both EU and national 
level; (…) (European Parliament resolution of 3 May 2022)

The third theme focuses on questions of social responsibility, diversity, independ-
ence, media plurality, and the importance of objective and freely available infor-
mation. The documents deliberate on the increasing impact of AI on information 
dissemination to users, endangering fundamental rights such as freedom of expres-
sion and information as well as media freedom and pluralism. These considera-
tions are closest to the discussion about the way news media are currently using 
AI, because it touches upon central tenets such as the role of the media in society 
and democracy:

Socially responsible artificial intelligence, robotics and related technologies, including the 
software, algorithms and data used or produced by such technologies, can be defined as tech-
nologies which contribute to find solutions that safeguard and promote different aims regard-
ing society, most notably democracy, health and economic prosperity, equality of opportunity, 
workers’ and social rights, diverse and independent media and objective and freely available 
information, allowing for public debate, quality education, cultural and linguistic diversity, 
gender balance, digital literacy, innovation and creativity.” (European Parliament resolution 
of 20 October 2020)

The CoE is particularly concerned about the conflict between media and fundamen-
tal rights such as freedom of speech or media freedom. According to the feasibility 
study carried out by the Ad Hoc Committee on Artificial Intelligence, “the use of AI 
systems – both online and offline – can impact individuals’ freedom of expression 
and access to information, as well as the freedom of assembly and association” 
(CAHAI, 2020, p. 8). The main worry expressed by the Committee is that AI systems 
intervene and alter information offers and interactions in the media space, leading 
to a decreasing (news) media consumption. Moreover, the report refers to issues 
like recommendation or aggregation systems, pointing out their non-transparency 
and lack of accountability:

recommendation systems and news aggregators are often non-transparent and unaccount-
able, both concerning the data they use to select or prioritise content, but also as concerns 
the purpose of the specific selection or prioritization which they can use for financial and 
political interest promotion. (CAHAI, 2020, p. 9)

The feasibility study carried out by the Ad Hoc Committee on Artificial Intelligence 
also points out that AI can have economic implications for news media: If the tech-
nology leads to a reduced news media consumption, combined with the constant 
increase of social media as the main gateway to news, this could worsen the already 
shaky economic situation of traditional news media, with all the dysfunctional con-
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sequences for a free, independent, and pluralistic media ecosystem – even though 
AI is often heralded as a savior for both journalism and media.

The last theme concerns the media’s role as stakeholders in the public deliber-
ations when it comes to the opportunities and risks of artificial intelligence. Media 
have repeatedly been consulted, for example in relation to the Coordinated Plan on 
Artificial Intelligence or the Digital Services Act. The CoE mentions the important 
role of the media in a deliberative process about

the deployment of AI systems in the public sector, with special attention to the inclusion of 
under-represented and vulnerable individuals and groups, which is key to ensuring trust in 
the technology and its acceptance by all stakeholders. (CAHAI, 2020, p. 39)

These reflections are also integrated into the Recommendation of the CoE’s Com-
mittee of Ministers to member States on the human rights impacts of algorith-
mic systems in 2020. Overall, the media are seen as a relevant stakeholder in the 
public hearings and deliberations concerning AI. This is in line with some of the 
scholarly work produced so far that calls for a stronger presence of the media. 
Buhmann and Fieseler (2021), for instance, have developed the idea for a delib-
erative and bottom-up framework for the responsible use of AI. However, even 
if the institutions’ procedures apply a multi-stakeholder approach that includes 
different actors such as tech-companies, civil society, and news media in a more 
“bottom-up identification, interpretation, and problematization” (idem, p. 6) of the 
issue, the actual participation of news media has only recently increased: While 
news media were missing in the public consultations with regard to the EU’s AI 
White Paper, in the case of the AI Act news media are now more present (e.  g., 
European Broadcasting Union [EBU], 2022). The fact that traditional news media 
are less involved in the public consultations (for instance on the significant risks 
to fundamental rights), compared to other heavyweight companies such as Google 
or Microsoft, might also explain why journalism is hardly ever mentioned in the 
policy documents.

The perils of AI regulation in media and journalism

After the analysis of how media and journalism are thematized in the policy docu-
ments, this section looks at specific regulatory plans. In order to carry out a time-
lier analysis, the paper will focus on the most recent policy documents, meaning 
the EU’s AI Act and the CoE’s Recommendation of the Committee of Ministers to 
member States on the human rights impacts of algorithmic systems together with 
the Guidelines on Artificial Intelligence and Data Protection.
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The AI Act draft is grounded on a risk-based approach that ranges from unac-
ceptable applications of AI (social scoring or applications that try to manipulate 
human behavior), to high risk (AI systems used in critical infrastructures, law 
enforcement, democratic processes etc.), limited risk (e.  g., chatbots, where trans-
parency issues are relevant), and minimal risk (AI-enabled video games or spam 
filters that do not pose any particular risk for the users). According to the EU’s 
regulatory draft, most AI systems will fall into the last category, where no specific 
regulatory interventions are required. Due to their sensitivity, high risk AI technol-
ogy needs to satisfy specific risk management measures, anticipating the dangers 
and potentially dysfunctional effects of their systems. These measures not only 
apply when it comes to the design of these systems, but also in relation to their use, 
making sure that the tools are used “‘in the right way’ (meaning: in compliance 
with the legal requirements and standards of human-centric AI that respects fun-
damental rights and European values), for example through the adequate design of 
human interfaces” (Helberger and Diakopoulos, 2022, p. 2).

Eventually, it is up to the European Union to assess the risk factor of AI tech-
nology being used in news media. The actual decision-making process includes 
a conformity assessment prior to market entry in order to check whether the 
system complies with AI requirements as set forth in the EU AI Act. Only after the 
registration of the AI systems in an EU database and a signed declaration of con-
formity the system can be placed on the market. However, the “authorities are in 
charge of the market surveillance, users ensure human oversight and monitoring, 
while providers have a post-market monitoring system in place. Providers and 
users will also report serious incidents and malfunctioning” (European Commis-
sion, n.d.).

At the moment it seems that most technologies might fall either into the mod-
erate or the minimal risk categories, in particular because the use-cases where 
AI is adopted vary considerably, ranging, for example, from face recognition to 
automated transcription to recommendation systems. However, according to the 
European Broadcasting Union EBU (2022), some of these applications might well 
fall into the high risk category, threatening the legitimate use of AI systems in the 
news industry. The EBU refers to automated journalism, where AI systems produce 
texts or images, to biometric categorization and identification of people through 
face recognition in video materials, and the issue of transparency, asking for light 
rules as they could otherwise impair the user experience. As pointed out above, 
this is an example where the general formulation of the draft leaves many open 
questions as to whether these technologies will be regulated in the same way, even 
if they are adopted in the media. This uncertainty becomes more pressing as the 
issue emerges at the intersection of different fundamental rights such as freedom 
of expression, press freedom, or the right to privacy.
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The news media sector is particularly sensitive because it is an area that enjoys 
a particular protection from statutory intervention. The European Convention on 
Human Rights (ECHR) protects not only the so-called substance of expressed ideas: 
According to the European Court of Human Rights, Article 10 of the Convention also 
protects the form in which ideas are conveyed as well as their dissemination (ECHR, 
2022). In other words, interfering with the form in which the journalistic content 
is being produced runs against press freedom, as the common understanding was 
that journalists must be able to deal with specific events or people as they see fit. 
Hence, under the current regulatory frameworks it might be difficult to intervene 
in the media sector since “neither national nor supranational courts or regulatory 
authorities may tell the press what techniques of reporting should be adopted by 
journalists (Helberger et al., 2019, p. 15).

Especially the plan of the EU to evaluate the algorithms driving the systems 
through a conformity assessment might eventually clash with press freedom 
guaranteed by the ECHR. The current draft also provides for the establishment 
of a European Artificial Intelligence Board (EAIB) as a new enforcement body at 
the Union level. Such a regulatory authority might potentially interfere with the 
media’s freedom to impart information and ideas without interference by public 
authority, in particular because the form of dissemination is protected as well.

In the case of the CoE, the recommendations focus on the promotion and support 
of digital and information literacy in order to enable a critical use and awareness 
of algorithmic systems. In addition, the Council focuses on data protection meas-
ures and mentions a specific responsibility of media regulators in ensuring compli-
ance with data protection laws as well as ensuring access to data, for example for 
researchers. This is not really a new request, given that it has been stressed by the 
European Commission in their White Paper on Artificial Intelligence in regard to 
the privacy and protection of personal data if they are used by AI-enabled products 
and services. But it shows how the CoE is concerned with the protection of users’ 
rights: from the promotion of critical digital literacy skills, to the protection of per-
sonal data as well as the regulation of (improper) data exploitation and commer-
cialization. In a similar vein, the EU’s Digital Services Act strongly focuses on con-
sumer and data protection as well as non-discrimination. Overall, the regulatory 
frameworks of both the EU and the CoE demonstrate that the primary focus lies on 
subjects such as data protection, digital rights, and the development as well as the 
respect of ethical standards for a responsible use of AI technology.

While media do appear sometimes, media consumers remain almost invisible 
in the documents, a finding that is confirmed by Helberger and Diakopoulos (2022, 
p. 3). This deviates from other regulatory approaches such as the Digital Services 
Act, where consumers have a different standing in terms of their rights (see also 
Clegg, 2021). Most paragraphs mentioning consumers are written without referring 



Promoting responsible AI   387

to specific industries, which makes it difficult to understand what kind of respon-
sibility media organizations have towards users. There are however two areas in 
which consumer rights play a role: First, with regard to transparency. Art. 52 of the 
AI Act draft states that “providers shall ensure that AI systems intended to inter-
act with natural persons are designed and developed in such a way that natural 
persons are informed that they are interacting with an AI system, unless this is 
obvious from the circumstances and the context of use.” Some news organizations 
do have such systems, for instance in the form of chatbots. Under the new reg-
ulation, news media would not only be obliged to inform the user about the AI 
technology they are interacting with, but in this particular case the media are also 
providers of the service with all the legal responsibilities that come with such a 
tool (even if they adapt a third-party algorithm to their requirements). The other 
area concerns the collaboration between private actors and consumer associations 
“on the design, development, ongoing deployment and evaluation of algorithmic 
systems” (CoE, 2020, Art. 4.5), stressing once again a multi-stakeholder governance 
approach.3

In relation to more systemic challenges of AI technology used in media and 
journalism, the AI Act as well as the documents elaborated by the CoE do hint at 
the risks for society, but other policy documents such as the Digital Services Act 
(Art. 26) are more specific in terms of automated content or recommender systems. 
When it comes to societal aspects, the CoE focuses on democratic participation and 
awareness about the power and impact of algorithmic systems. In Art. B1.3 of the 
Recommendation to member States on the human rights impacts of algorithmic 
systems, the Committee of Ministers states that

all relevant actors, including those in the public, private and civil society sectors in which 
algorithmic systems are contemplated or are in use, should promote, encourage and support 
in a tailored and inclusive manner (taking account of diversity with respect to, for instance, 
age, gender, race, ethnicity, cultural or socio-economic background) a level of media, digital 
and information literacy that enables the competent and critical consideration of and use of 
algorithmic systems.

These principles go hand in hand with the growing body of evidence that media 
scholars have collected about the risks for society of AI used in media and journal-
ism: rising digital inequality and exclusion, polarization, and the spread of disinfor-
mation, to name just a few (Balkin, 2017; Napoli, 2019). What the policy documents 

3 This can also be seen in Art. III.6 of the Guidelines on Artificial Intelligence and Data Protection 
of the Council of Europe https://rm.coe.int/guidelines-on-artificial-intelligence-and-data-protection/ 
168091f9d8

https://rm.coe.int/guidelines-on-artificial-intelligence-and-data-protection/168091f9d8
https://rm.coe.int/guidelines-on-artificial-intelligence-and-data-protection/168091f9d8
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of both institutions have omitted so far, is a specific focus on the different areas in 
journalism where AI systems could be employed, that is, news gathering, produc-
tion, and dissemination. However, this situation might change in due course given 
that the CoE’s Committee of Experts on Increasing Resilience of Media is currently 
developing specific guidelines on the use of AI tools in journalism. The guidelines 
are expected to be published by the end of the Committee’s mandate in December 
2023.

5  Conclusions
This study aimed to analyze to what extent the use of AI-driven tools in media and 
journalism is regulated at a supranational level. It looked at the EU and the CoE, 
focusing mainly on recent policy documents such as the AI Act or the Council’s rec-
ommendations regarding algorithmic systems, human rights, and data protection. 
Media and journalism are not frequently mentioned in the policy documents as 
the data mining shows. Yet, the thematic analysis allowed us to identify four main 
topics where media play a central role: (a) risks such as disinformation; (b) data 
and AI literacy; (c) issues of diversity, plurality, and social responsibility; and (d) the 
media’s role as stakeholders in the public deliberation process. While the European 
Commission (2021) wants to “spearhead the development of new ambitious global 
norms” related to AI technology, the regulatory approach still presents uncertain-
ties. Without a doubt, the new AI Act will set a new benchmark, but there are (at 
least) three open questions in relation to media and journalism.

First, the regulatory frameworks tend to focus on the algorithms of platforms. 
This is due to the fact that platforms are dominant economic players in the media 
industry, and have “become a precondition for digital citizens to participate and 
function in the Algorithmic Society” (Helberger and Diakopoulos, 2022). As such, 
they reshape the political economy of national and regional media and force them 
to recalibrate their position in the public space (Van Dijck et al., 2018). Not only does 
this create conflicts between national interests and the (co-) regulation of powerful 
global players as stated in the European democracy action plan4, but it also eclipses 
the pervasiveness of AI tools used in news media and their impact on public com-
munication.

Second, the media are a sensitive field where different fundamental rights 
such as press freedom, freedom of expression, or the right to privacy intersect. For 

4 https://ec.europa.eu/info/strategy/priorities-2019-2024/new-push-european-democracy/
european-democracy-action-plan_en

https://ec.europa.eu/info/strategy/priorities-2019-2024/new-push-european-democracy/european-democracy-action-plan_en
https://ec.europa.eu/info/strategy/priorities-2019-2024/new-push-european-democracy/european-democracy-action-plan_en
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instance, according to Article 10 ECHR, new technology needs to promote “the soci-
etal and democratic role of the media, and respects freedom of expression rights of 
users and competing media providers” (Helberger et al., 2020). However, the news 
media’s concerns might often be overstated, and the case of transparency exem-
plifies this. The EBU (2022) recently argued for less strict transparency rules due 
to diminishing user experience. This line of argumentation clashes with the fact 
that the relation between AI-driven tools and users is not always clear and trans-
parent in the media. This might require “rethinking how to respect users’ rights 
to privacy, to form opinions and to non-discrimination” (Helberger et al., 2020). 
An increased pressure on both news media and designers to be more open about 
their algorithms  – something news media have been struggling with for quite a 
while (Montal and Reich, 2017)  – allows users to better evaluate the AI systems’ 
functioning.

Following the second point it seems that governance issues regarding the use of 
AI in journalism and media may be best tackled through an integrated, multi-level, 
and multi-stakeholder approach, not only because the media are a sensitive field in 
terms of their specific freedoms – and the European Convention on Human Rights 
also protects the form how information is conveyed – but also because journalism 
might need specific adaptations of more general rules. Instead, the EU adopts a 
broad approach in this relatively new field, although the consequences of an AI-Act 
for the news media sector are far from clear. On the other hand, the CoE instead 
is actually working on different levels: a first, broad approach through general 
guidelines (what the CAI is currently working on), and much more specific guide-
lines through their Committee of Experts on Increasing Resilience of Media, which 
works on guidelines on the use of digital tools including artificial intelligence for 
journalism.

But which institution is better equipped to set up a framework in the area of 
media and journalism? Currently, in the light of its transversal focus on human 
rights, democracy, and the rule of law, the CoE’s approach in terms of regulating AI 
seems particularly suitable because it tries to combine more general frameworks 
with detailed guidelines for the use of AI in journalism. The EU’s AI Act, instead, 
offers a fruitful framework in terms of its risk-based approach, not only for law 
enforcement, but also because not all AI systems (in journalism) are subject to the 
same risks. It will be interesting to see how and to what extent both institutions in 
accordance will set legally binding international standards in terms of AI regula-
tion.

One of the biggest challenges is that these regulatory demands clash with pro-
fessional journalistic values. Transparency is a good example where, for example, 
source identity and the disclosure of data sources can provoke conflicts. How 
should news media and journalists behave in such cases, given that the regulatory 
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framework does not offer any specific answers? This leads to a third open question, 
that is, the need for further self-regulation and the elaboration of ethical principles 
and guidelines within newsrooms. Ethical reflections regarding AI technology are 
still not a top priority in news media (Porlezza and Ferri, 2022), and most ethics 
codes still focus on traditional routines (Diaz-Campo and Segado-Boj, 2015). The 
increasing automation of journalism calls for discussions about the impact of AI 
technology on news work, and specific guidelines for both the design as well as 
the use of algorithms – a request that the CoE has already formulated in its Rec-
ommendation on Self-Regulation Concerning Cyber Content.5 In particular because 
media and journalism have a social responsibility about the way news is produced 
and disseminated, which means avoiding at all costs issues such as digital divides, 
marginalization, polarization, or disinformation.
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