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Modelling of liquid oxygen and nitrogen injection under flashing conditions 
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A B S T R A C T   

The present numerical investigation of two-phase flashing flows examines the injection of liquid oxygen and 
liquid nitrogen into near-vacuum conditions prevailing in the upper-stage boosters of rocket engines. The pre-
dictive capability of a pressure-based solver and a density-based solver, each employing distinct approaches 
related to the imposed phase-change rate and thermodynamics closure, has been comparatively evaluated. 
Regarding the pressure-based solver, the departure from thermodynamic equilibrium during phase-change has 
been taken into account via the implementation of a bubble-dynamics model employing the Hertz-Knudsen 
equation. In contrast, the density-based solver relies on the adoption of thermodynamic equilibrium while 
real-fluid thermodynamic properties are assumed by loading tabulated values to the solver. Each thermodynamic 
property value was calculated in advance by solving the Helmholtz Equation of State (EoS) for a wide range of 
density and internal energy conditions. Numerical findings have been compared against experimental data 
available in the literature. The comparison demonstrates the capability of both methodologies in capturing the 
evolution of cryogenic flashing flow expansion, phase-change, and spray formation. The salient features iden-
tified in the numerical results, i.e., the expansion sphere immediately downstream of the injector exit, the bell- 
shaped topology of the spray, as well as the dependency of the spray cone angle on superheat, are in agreement 
with experimental measurements. Especially the density-based approach has been proven highly accurate with 
respect to the steady expanding flow described by a level of superheat in the range of 3 to 245, while also being 
independent of any parameter tuning.   

1. Introduction 

Cryogenic propellants in liquid-state have been utilized since the 
1960s [1] and are currently the selected type of propellants for many 
modern upper-stage rocket engines. The combination of LOx and LH2 
has been used to propel the main engines of NASA’s space shuttle [2], 
Ares-I vehicle [3], the Centaur engine of Atlas rocket [4] and ESA’s 
Ariane 5 upper stage engines [5], while SpaceX’s Falcon and Blue Ori-
gin’s BE-4 rocket, use as propellants a mixture of LOx/LCH4 and LOx/ 
Liquefied natural gas (LNG), respectively [6,7]. For the lower-stage 
engines, LOx/RP-1 is a very common propellant mixture with Saturn 
V, Atlas V, the Russian Soyuz and Falcon being some of the rockets that 
operate on it [8,9]. 

While the initial lift-off of a space launch vehicle takes place in at-
mospheric conditions, the upper-stage engines are expected to ignite and 
operate in near-vacuum conditions. Those low-pressure operating con-
ditions of second-stage engines can lead to flash evaporation or flash 
boiling of the propellants during start-up, which can affect the ignition 

process [10–13]. Investigation of cryogenic flash boiling is, therefore, 
essential for understanding and controlling the process. Extremely low 
pressure and temperature storage conditions required for cryogenic 
fluids, as well as the intense phase-change rates during flash evapora-
tion, are hindering factors to the realization of experimental campaigns 
and, thus, the open literature relevant to the topic is relatively limited. 

An early NASA report by Hendricks et al. [14] offers experimental 
data in terms of mass flow rates and pressure distribution of two-phase 
mixtures of LOx and LN2 flowing through different types of con-
verging–diverging nozzles for a wide range of sub- and super-critical 
conditions. Mayer and co-workers [15,16] presented flow visualiza-
tions and measurements related to the propellant injection (LOx/H2), 
mixing, evaporation, and combustion in a liquid rocket engine 
combustor at sub- and supercritical chamber pressures. The injection 
visualizations and studies under combusting conditions revealed a 
remarkable difference between subcritical spray formation and evapo-
ration, and the supercritical injection and mixing processes. The 
experimental studies conducted on ONERA’s Mascotte test bench 
[17,18] focus mainly on the combustion processes involved in cryogenic 
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propellant LOx/H2 systems, although the characteristics of LOx sprays 
have also been investigated. The work of Chehroudi et al. [19] is focused 
on LOx and LN2 injection into environments composed of N2, He, Ar, and 
CO/N2 mixtures. Boundary conditions vary from sub- to supercritical 
and the resulting flows were captured by a CCD camera with the use of 
backlit illumination. A Subsequent work by Chehroudi gives an over-
view of experimental efforts to elucidate the distinct features of high- 
pressure supercritical injection [20]. 

In contrast to the aforementioned publications that study the 
behaviour of cryogenic fluids for pressure regimes higher than atmo-
spheric, experimental data on cryogenic flashing sprays at near-vacuum 
conditions are rare. A noteworthy mention should be made of the 
cryogenic facility at the Technical University of Munich (TUM) and the 
DLR facility, dedicated to fundamental research on cryogenic spray 
atomisation, ignition and combustion [21]. At TUM, Luo and Haidn [13] 
investigated a flashing LN2 spray in a low-pressure environment using 
high-speed diffuse-light visualisation. The authors confirmed the cor-
relation between the value of the non-dimensional energy barrier to 
nucleation, χ, and the transition from mechanical to flash-induced 
atomisation. They demonstrated that the onset of the fully flashing 
regime occurs at a χ value of around one. The same conclusion was 
reached by Lamanna et al. in [22], where a systematic study of flash 
atomization of standard and retrograde fluids using background illu-
mination took place. Additionally, the authors reported the appearance 
of complex shock-wave structures at very high initial superheat. Finally, 
at the DLR facility, Lamanna et al. [12] investigated fully flashing LOx 
and ethanol sprays with the use of diffuse-light high-speed imaging. The 
authors demonstrated that the inception of flash boiling in cryogenic 
propellants requires a higher degree of superheat compared to storable 
propellants. 

More recently, in the work of Rees et al. [23], the characteristic 
morphologies of the flash boiling LN2 sprays like breakup patterns and 
spray angles were investigated with the use of high-speed shadow-
graphy. Among the conclusions, the authors propose the introduction of 
a fourth breakup regime for highly superheated jets, the wide-flashing 
regime. In addition, in [24] a laser-based Phase Doppler system was 
set up to determine the spatial distributions of droplet velocities and 
diameters in highly superheated sprays. According to the authors, the 

droplet diameter decreases with increasing injection temperature; 
however, the dependence of the droplet diameter on the injection 
temperature is less dominant for increasing injection pressures and the 
droplets are bigger at the same injection temperatures. 

The scarcity of cryogenic-flashing experimental data makes the need 
for accurate and robust numerical methods to simulate the phenomenon 
imperative. An accurate numerical prediction of such two-phase flows 
can lead to a better understanding of the underlying flow and phase- 
change processes. In the case of injector orifices under flashing condi-
tions, the fact that the rapid evaporation of the fluid has a tremendous 
influence on the characteristics of the resulting spray is overall sup-
ported by the experimental data. The importance of flashing for the 
evolution of sprays has been acknowledged in the area of gasoline direct 
injection (GDI) engines and the research is intense both in terms of 
experimental and numerical approaches [25,26]. Cryogenic flashing has 
also been investigated for cooling purposes [27] while studies on water, 
refrigerants, and light hydrocarbons have shown that in the case of in- 
nozzle flash evaporation, finer sprays, wider cone-angles and reduced 
penetration lengths compared to flows subdued to inertia-driven phase- 
change are observed [28]. Safety concerns for fuel applications [29] but 
especially with respect to aerospace and nuclear applications have led to 
further numerical investigations of flash boiling. The relevant cryogenic 
flow processes and, consequently the numerical methodology presented 
are also relevant to a wide range of other applications, ranging from gas 
liquefaction and desalination to cryosurgery and food freezing [30–33]. 

In cases of very rapid depressurisation, an initially sub-cooled liquid 
can transit to the, so called, meta-stable region, having a pressure equal 
to the respective saturation value, yet temperature higher than the 
respective saturation value. When in the metastable state, the system 
can remain stable for small fluctuations of the thermodynamic variables. 
However, due to the pressure disturbances, the metastable conditions 
cannot be maintained for a long time. The metastable liquid will over-
come the energy barrier to nucleation and release its latent heat through 
the flash-evaporation process, finally evolving to the global minimum of 
free energy and reaching a new equilibrium stable state. Metastability 
effects play an important role in transient processes [34]. In nuclear 
safety analysis, flashing phenomena are present in the case of a loss of 
coolant accident (LOCA), as well as inducing flow instabilities in passive 

Nomenclature 

A area (m2) 
a molar Helmholtz energy (J) 
α0 dimensionless ideal gas contribution to the Helmholtz 

energy (-) 
αr dimensionless residual Helmholtz energy (-) 
c speed of sound (m s− 1) 
d diameter (m) 
e internal energy (J kg− 1) 
k thermal conductivity (W m− 1 K− 1) 
M Mach number (-), M = u/c 
N Finite element nodal shape function 
ṁ mass flow rate (kg s− 1) 
n nucleation site density 
L length (m) 
p pressure (Pa) 
R specific gas constant (J kg− 1 K− 1) 
Re Reynolds number (-) 
Rg ideal gas constant, Rg = 8.31446 (J mol− 1 K− 1) 
Rp superheat (-), Rp = psat (Tin) / pout 

Ṙ phase-change rate kg m− 3 s− 1 

T temperature (K) 
t time (s) 

u velocity (m s− 1) 

Greek Letters 
a volume fraction (-) 
δ dimensionless density (-) 
λ accommodation coefficient (-) 
λg Taylor length scale (m) 
μ viscosity (N s m− 2) 
ρ density (kg m− 3) 
τ dimensionless temperature (-) 

Subscripts 
c critical 
exp experimental value 
g gas 
in inlet 
int interface 
max maximum 
min minimum 
n node number 
out outlet 
sat saturation 
t throat 
v vapour  
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safety systems driven by natural circulation. Liao and Lucas present the 
relevant advancements in the field in [35] and [34]. 

Nevertheless, not many numerical investigations highlighting the 
distinct characteristics of cryogenic sprays can be found in the open 
literature. In the work of Travis et al. [36], a theoretical two-phase 
model based on the Helmholtz energy EoS is developed. To account 
for the non-equilibrium effects, the homogeneous equilibrium model 
was modified and used for determining the critical flow rate for choked 
cryogenic flows. Lyras et al. [37] utilized the volume-of-fluid method 
coupled with the homogeneous relaxation model to investigate the flash 
boiling process and subsequent spray expansion of a liquid nitrogen flow 
through a throttle nozzle. Chen et al. [38] proposed a two-fluid nu-
merical model that couples an interface area density model to the ho-
mogeneous relaxation model (HRM) for investigating the underlying 
physics of liquid nitrogen spray formation. In a numerical and experi-
mental campaign to study flashing liquid nitrogen, Gärtner et al. [39] 
used a one-fluid approach, with tabulated thermodynamic properties 
and the HRM to account for phase change. In the recent works of Lureiro 
et al. [40,41] a multiphase solver based on the volume of fluid method 
and piecewise linear interface calculation (PLIC) reconstruction is used 
to perform direct numerical simulation) of the flash atomization of 
cryogenic LOx in the micro-scale and characterise the primary breakup 
regimes, as well as calculate the droplet-size distribution within the 
spray. Schmehl and Steelant [11] utilized an Eulerian-Langrangian 
framework to simulate the pre-flow of nitrogen tetroxide (N2O4) 
oxidizer during the start-up of an upper-stage rocket engine. To account 
for the flash-induced expansion of the jet, an empirical flash atomization 
model was used. Ramcke et al. [42] used a similar numerical approach 
utilizing a simplified droplet flash evaporation model to investigate the 
pre-flow of LOx for satellite rocket engines. The aforementioned publi-
cations reveal that both cryogenic and storable flashing liquid sprays 
exhibit analogous characteristics, namely enhanced droplet atom-
isation, increased cone angle and acceleration of the compressible 
mixture. 

The above review of the existing literature makes it clear that 
although effective approaches have been implemented to predict cryo-
genic liquid injection and flashing evaporation, the proposed methods 
are developed depending on specific thermodynamic conditions and 
application needs. Previous work by the authors in [43,44] has 
demonstrated the robustness of the technique in modelling phase- 
change and spray mixing in fuel-injection applications. To the authors’ 
best knowledge, this is the first work in the open literature to propose 
and evaluate a universal modelling framework suitable for the predic-
tion of multiphase, cryogenic wall-confined and unconfined spray-flow 
characteristics, for pressure outlet environments that range from near- 
vacuum to supercritical [45]. More specifically, a time-resolved, 
explicit, density-based solver implementing a Mach-number consistent 
numerical flux scheme has been developed and utilised. Thermody-
namic properties of the operating fluids were computed by solving the 
Helmholtz energy Equation of State (EoS) and inserted in the numerical 
code in tabulated form. In the context of examining flash boiling during 
second-stage engine ignition, liquid oxygen has been selected as the 
operating fluid due to its extensive use as an oxidiser. To further eval-
uate the developed solver, liquid nitrogen was also considered due to the 
availability of experimental data for flash boiling conditions. In parallel 
with the developed density-based solver, a coupled (pressure-based) 
solver utilising a kinetic-theory-based model is examined to compara-
tively assess the accuracy of numerical predictions produced with the 
use of diverse phase-change modelling approaches. 

This universal methodology based on tabulated thermodynamics, 
that is applicable to a wide range of superheat levels, is presented in a 
comparative manner against the Hertz-Knudsen kinetic-theory-based 
mass transfer model and validated against relevant experimental data. 
This phase-change model can be calibrated to model flash evaporation 
for various superheat levels and therefore produce accurate results; 
however initial calibration data must be available. The use of a 

thermodynamic table with real-gas thermodynamic properties produces 
accurate results for high superheat values while capturing the process 
with satisfactory accuracy for lower values of superheat. The advantage 
of the tabulated methodology is that after the initial table of fluid 
properties is created for a range of conditions, no calibration is needed 
since the phase change rates are dictated by the tabulated real-gas 
thermodynamics. Therefore, the tabulated approach can be a flexible 
methodology to be used when examining a specific fluid for a wide range 
of conditions or different geometries. Overall, this investigation aspires 
to clarify the effectiveness of the two aforementioned approaches in 
simulating cryogenic flows of liquid oxygen and nitrogen under extreme 
flash boiling, near-vacuum conditions. 

2. Numerical methodology 

Two flow solvers have been employed in the present investigation, i. 
e., an implicit coupled pressure/velocity solver (nominally referred to 
from now on as ‘pressure-based’) and an explicit density-based solver. 
The basic set of governing equations solved in both cases comprised the 
continuity, momentum and energy conservation equations, the funda-
mental formulations of which can be found in the work of Karathanassis 
et al. [46] and are summarised below. 

∂(ρmix)

∂t
+∇(ρmix u→) = 0 (1)  

∂(ρmix u→)

∂t
+∇(ρmix u→ u→) = − ∇p+∇

[
μmix

(
∇ u→+∇ u→T) ] (2)  

∂
∂t
∑2

i=1(αiρiEi) + ∇
∑2

i=1(αi u→(ρiEi + p) ) = ∇(kmix∇T),

Ei = hi −
p
ρi
+

u2
i

2

(3) 

In Eqs. (1) to (3), ρ denotes density, u→ is the velocity vector, t for 
time, p represents the pressure field and μ is the fluid viscosity. The 
volume fraction of each phase is α, k denotes the thermal conductivity of 
the two-phase fluid, T stands for temperature and finally, h is the sen-
sible enthalpy. The index “mix” corresponds to the mixture and “i” to a 
specific phase of the mixture. The complete numerical methodologies, 
along with the sets of equations solved have been described in more 
detail in previous works of the authors’ group, specifically in the work of 
Karathanassis et al. [46] regarding the pressure-based solver and Kyr-
iazis et al. [47,48] regarding the density-based solver. 

With respect to the coupled (pressure-based) solver, a two-phase 
mixture approach was implemented, including an additional equation 
for the vapour transport, as outlined in the following section. Numerical 
schemes with 2nd-order accuracy were employed for the discretisation 
of the governing equations. More specifically, the QUICK scheme was 
employed for the discretisation of the vapour-fraction equation, while a 
second-order upwind scheme was used for density interpolation, as well 
as for the discretisation of the momentum and turbulence transport 
equations. An implicit second-order backward differencing technique 
was used for time integration with a time step value of 10-8 s, resulting in 
a CFL-criterion value smaller than 1 in the entire computational domain 
for all the pressure-based solver simulations. Solution for each time step 
was deemed as converged, once the residuals for the set of governing 
equations employed by the solver dropped by at least three orders of 
magnitude. 

In the case of the density-based solver, a single-fluid modelling 
approach has been formulated and the 3-D RANS equations in conser-
vative form were considered. In essence, an infinite phase-change rate 
was assumed at the bubble interface, i.e., the establishment of thermo-
dynamic equilibrium, and the entire process was replicated by an 
appropriate EoS (refer to Section 2.2). The interphase temperature in the 
present investigation is taken as equal to the local cell temperature, 
which is calculated by the solution of the energy equation. 
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Thermodynamic non-equilibrium and its effects play an important role 
in flashing conditions during highly transient processes with abrupt 
pressure gradients [34]. All the examined cases, however, reach a quasi- 
steady solution. The thermal equilibrium assumption, imposed by the 
density-based solver can, therefore, produce accurate results, as also 
demonstrated for cryogenic fluids in [45]. Additionally, it should be 
noted that the pressure-based solver calibration yielded an accommo-
dation coefficient value of λ = 1, suggesting close-to-equilibrium ther-
modynamic conditions. Since the Mach number is probable to obtain 
highly different values in the pure liquid, vapour and two-phase mixture 
regions, a Mach-number consistent numerical flux has been imple-
mented based on the HLLC and the AUSM fluxes [49,50]. Conservative 
variables at cell interfaces, required for the calculation of the fluxes, 
were determined using the MUSCL-Hancock reconstruction [51], 2nd- 
order accurate in space. A 4th-order accurate, four-stage Runge-Kutta 
method has been selected for time integration, with a CFL criterion of 
0.1 imposed for all the density-based explicit solver simulations per-
formed. Again, the solution for each time step was deemed as converged, 
once the residuals for the set of governing equations employed by the 
solver dropped by at least three orders of magnitude. 

2.1. Mass-transfer model 

As mentioned, a two-phase mixture model was employed in the 
coupled, pressure-based solver to capture the phase-change process 
under flash-boiling conditions. Mechanical equilibrium, i.e., a common 
velocity field, was also assumed for the two phases. Regarding the liquid 
phase, compressibility was imposed with the use of Tait EoS using a 
reference density of 1022.1kg/m3 at p = 17bar, T = 113K for LOx and a 
reference density of 782.86kg/m3 at p = 4bar,T = 82.5K for LN2. The 
respective vapour phases were treated as ideal gases. The reference 
values of latent heat of evaporation were taken equal to 185.25 kJ/kg for 
LOx at a temperature of 113 K and 192.19 kJ/kg for LN2 at a tempera-
ture of 82.5 K. Energy transfer between liquid and vapour phases was 
calculated based on reference latent heat values, the integration of heat 
capacity of each fluid for a temperature range and on the calculated 
phase-change rate. The set of governing equations for the mixture was 
complemented by an advection equation for the conservation of the 
vapour phase volume fraction as follows: 

∂(avρv)

∂t
+∇(avρv u→) = Ṙ (4)  

where the phase-change rate Ṙ corresponds to flash vaporization. For 
the simulations conducted in this study, the rate was calculated from the 
Hertz-Knudsen equation derived from the kinetic theory of gases [52]: 

Ṙ =
λAint(psat − p)

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2πRgTint

√ ,Aint = n*4πr2 (5)  

where Rg and Tint are the ideal-gas constant and the bubble-interphase 
temperature respectively, while Aint is the overall vapour interface sur-
face area, which is calculated assuming a nucleation-site density n =

1016 sites/m3 and a bubble radius of r = 10− 6m. The nucleation site 
density was calibrated based on the maximum spray cone angle, while 
the bubble radius has been deemed as representative of flashing-flow 
propagation in different benchmark geometries. In fact, along with an 
accommodation coefficient λ value of 1.0, they are indicative of ther-
modynamic conditions approaching equilibrium [46]. Since a mixture 
model is employed, the interphase temperature is taken as equal to the 
local grid cell temperature provided by the solution of the energy 
equation. The degree of deviation from thermodynamic equilibrium is 
reflected in the value of the accommodation coefficient λ. Values of 
either 1.0 or 0.1 correspond to conditions similar to thermodynamic 
equilibrium and strongly deviating from it, respectively [53]. The 
capability of the Knudsen-based mass-transfer model to capture the 

phase-change rate in flashing flows has been demonstrated in [46] and 
has also been implemented in CFD software [54] in order to investigate 
flash boiling in gasoline fuel injector nozzles. 

2.2. Helmholtz energy equation of state 

LOx and LN2 thermodynamic properties required by the density- 
based solver are derived from the Helmholtz energy EoS. The table 
containing the LOx properties is calibrated within the temperature range 
54.4 K ≤ T ≤ 500.0 K, for a maximum density of ρmax = 1400.5 kg/m3. 
For LN2 the thermodynamic properties are tabulated for a temperature 
range of 63.2 K ≤ T ≤ 329.8 K, for a maximum density value of ρmax =

1100.0 kg/m3. The properties are organised into a thermodynamic table 
that may include a wider or narrower range of values, depending on the 
application. The dimensionless form of the aforementioned EoS for the 
Helmholtz energy a, having as independent variables the density and the 
temperature [55] is: 

a (ρ, T)
RT

= a(δ, τ) = α0(δ, τ)+αr(δ, τ) (6)  

where δ = ρ/ρc, τ = Tc/T, a0 is the dimensionless Helmholtz energy of the 
ideal gas and ar is the residual Helmholtz energy. The last two variables, 
a0 and ar can be determined as reported by Kyriazis et al. in [39]. Eq. (6) 
can then be used to determine pressure, internal energy, enthalpy and 
speed of sound of the fluid as a function of density and temperature. The 
saturation curve is identified using Maxwell’s criterion. Properties 
within the saturation dome, are determined using a mixture assumption 
and the mixture’s speed of sound is calculated using the Wallis speed-of- 
sound formula [45]. 

Due to the considerable computational cost that solving the Helm-
holtz EoS at each time step entails, a tabulated-data technique, similar to 
the one proposed in [56] has been employed. The procedure and table 
development has been performed for each substance of interest. Two 
structured thermodynamic grids of approximately 10 × 104 and 7 × 104 

elements have been created, one for each working fluid, namely LOx and 
LN2, containing information for all the thermodynamic properties on 
each thermodynamic node defined by a density and internal energy 
value. For LOx cases, the density range of the grid is 0.125 ≤ ρ ≤ 1400.5 
kg/m3 divided into 251 points of fixed Δρ = 5.055 kg/m3, while the 
internal-energy range of the grid is − 171.14≤ e ≤ 165.51 kJ/kg divided 
into 400 points of fixed Δe = 0.84161 kJ/kg. For LN2 cases, the density 
range of the grid is 0.01 ≤ ρ ≤ 1100.01 kg/m3 divided into 221 points of 
fixed Δρ = 5.0 kg/m3, while the internal-energy range of the grid is 
− 169.50≤ e ≤ 129.5 kJ/kg divided into 300 points of fixed Δe = 1.0 kJ/ 
kg. The variation of pressure and internal energy of nitrogen as a 
function of density and temperature is presented in Fig. 1. The surfaces 
have been produced by employing the aforementioned tabulating pro-
cedure. The saturation curves are represented as black dashed lines. 

Once density and internal energy are calculated by the RANS equa-
tions, the corresponding element of the thermodynamic table is identi-
fied through numerical inversion from the above quantities. Any 
thermodynamic property φ of the table is then approximated by a finite 
element bilinear interpolation: 

φ(ρ, e) =
∑nodes

n
Nn(ρ, e)bn (7)  

where ϕ corresponds to the pressure, temperature or speed of sound, 
required for the calculation of the fluxes in the density-based solver. Full 
details on the shape functions N employed and the calculations of un-
knowns b on each node n are reported in [47]. 

2.3. Turbulence closure 

All the simulated cases are characterized by high Reynolds numbers 
ranging from 8.7 × 107 to 16.2× 107. The flow of cryogenic fluids 

T. Lyras et al.                                                                                                                                                                                                                                    



Applied Thermal Engineering 237 (2024) 121773

5

developing through the selected orifices has therefore been found to be 
within the turbulent regime for all cases. For the calculation of Reynolds 
numbers, the diameter of each orifice was used as the characteristic 
length scale, while an approximation of the velocity was made based on 
experimental values of the mass flow rate. Finally, liquid phase prop-

erties at the injection pressure and temperature have been assumed for 
the Reynolds calculations. To account for contributions to the viscosity μ 
and thermal conductivity k due to turbulence effects, the k-ω Shear 
Stress Transport (SST) turbulence model was employed since the specific 
turbulence model has been demonstrated to perform well in highly 

Fig. 1. Three-dimensional phase diagrams for nitrogen: (a) pressure and (b) internal energy in terms of density and temperature.  

Fig. 2. Geometry of (a) liquid oxygen injector (injector A) employed in [12] and (b) liquid nitrogen injector (injector B) employed in [24]. The panels represent the 
numerical domain used for the simulation. The outflow part extends downstream the injector exit to a length equal to 40 orifice diameters. 
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turbulent wall-bounded flows, where secondary flow is also possible to 
arise. More specific, the SST formulation exhibits a k-ε behaviour in the 
free-stream without suffering by excessive turbulence production in 
regions of recirculation [57]. The model is suitable for adverse pressure 
gradients that are present near the injector’s exit hole [39] and has 
performed better than the k-ε regarding mass flow results in the context 
of superheated nozzle flows [37]. Standard wall functions were utilised 
for near-wall turbulence treatment. The respective y + values for the 
numerical grid employed for the simulations were of the order of 10. 

2.4. Domain discretisation 

Two geometries are represented in this study referred to as injector A 
and injector B. Injector A is a typical cylindrical LOx injector of 0.36 mm 
length and constant diameter of 0.30 mm and presented in Fig. 2a. The 
specific injector geometry has been used for obtaining the experimental 
data available from Lamanna et al [12]. Injector B is a cylindrical LN2 
injector of 2.9 mm length and a constant diameter of 1 mm, utilized in 
the experimental campaign of Rees et al. [24] and is presented in 
Fig. 2b. 

Since both orifices are axisymmetric, both domains were reduced to 
a wedge produced by rotating the nozzle layout, around the symmetry 
axis by 5◦ as depicted in Fig. 3. As can be seen in the same figure, the 
inflow section has been expanded upstream in both domains to impose 
the stagnation conditions of the experiments. After the grid indepen-
dence study presented in paragraph 2.6, numerical grids of approxi-
mately 26,000 and 50,000 cells were employed to represent injectors A 
and B, respectively, with comparable cell density in the in-nozzle and 
spray-outlet regions for both geometries. The developed numerical grids 

were primarily structured comprising more than 97 % hexahedral cells. 
Regarding the injector hole, the spatial discretisation for both injectors 
was 50 cells through the cross section. The near-wall region in each case 
was refined with the use of 12 inflation layers with a growth factor of 
1.2. The grids resulted in y + values of the order of 10, suitable for 
turbulence modelling using RANS. 

2.5. Boundary and initial conditions 

The set of boundary conditions imposed in the examined cases 
replicate the physical conditions prevailing during the actual LOx and 
LN2 experiments presented in [12] and [24]. Appropriate constant 
values of static pressure were imposed at the inlet and outlet of the 
domain in accordance with the experimental conditions. A zero-gradient 
condition was imposed for the boundary-normal velocity component at 
the inlet, while the remaining velocity components were set to zero. At 
the outlet boundary, zero-gradient boundary conditions were set for all 
velocity components and all the transported quantities. A no-slip con-
dition was imposed on all the surfaces acting as orifice walls that were 
also treated as adiabatic. Regarding energy-conservation considerations, 
a constant temperature value in the case of the pressure-based solver and 
a constant internal energy value in the case of the density-based solver 
were imposed on the domain inlet and outlet according to the equation 
formulations implemented in each solver. 

Regarding initialization, in the cases of the pressure-based solver, a 
Laplace-based equation was solved to establish an initial pressure field 
while quiescent fluid was assumed at the initial time instance. For the 
density-based solver, a solution produced by the SIMPLE solver was used 
for the initialization of the pressure and velocity fields. All simulations 

Fig. 3. Views of the numerical grid of (a) the LOx injector and (b) the LN2 injector including a focused view of the location around the exit of each injector (as 
indicated by the vertical arrow). 
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were initialized assuming pure liquid in the inlet and nozzle volume, 
while the gas phase was assumed to fill the downstream diverging vol-
ume. Finally, temperature values were set equal to the respective inlet 
values throughout the domain. Table 1 summarizes the set of boundary 
and initial conditions applied to all examined cases. 

2.6. Validation and grid independence 

The pressure-based solver employing the Hertz-Knudsen phase- 
change model has been extensively validated with reference to inter-
nally and externally flashing flows considering water as the working 
medium in previous works of the authors, see [45,46]. Specifically, the 
model has been demonstrated to accurately capture phase-change in a 
converging–diverging nozzle, a (throttle) nozzle with an abrupt 
contraction and a rapidly depressurising duct (pipe blow-down). 
Furthermore, the density-based algorithm has been validated in previ-
ous works with reference to bubble- [47], and droplet-dynamics [58] 
simulations, while the accuracy of the tabulated technique based on the 
Helmholtz energy EoS has been verified in reference to the properties of 
n-dodecane [47]. In a different study, an additional validation study was 
set up in order to further evaluate the capability of the density-based 
solver to capture LOx flows using the Helmholtz EoS thermodynamic 
closure. The relevant predictions are presented in detail in [45]. 

In order to ensure the independence of the RANS numerical solution 
from the density of the numerical grid, three different grids of increasing 
cell count were created to represent the geometry of injector A, con-
sisting approximately of 10,26 and 107 × 103 cells. The pressure-based 
solver was utilized to simulate case 3 of Table 2 for the grid indepen-
dence study, a case with high superheat where severe expansion and 
large spray cone angles were expected. The results produced by the three 
numerical grids are presented in Fig. 4, in terms of pressure and vapour 
volume fraction distributions along the orifice symmetry axis. 

Due to the fact that the resulting flow field reaches quasi-steady state 
conditions, the flow variables are time-averaged over a period of 20 ms, 
initiating after an initial transient period of around 4 ms. The results 
presented in Fig. 4 reveal that all used grids can qualitatively capture the 
overall flow characteristics. The intermediate grid has been adopted for 
all following simulations, as the results produced with said grid were of 
comparable accuracy to those of the dense grid, with negligible dis-
crepancies, yet with reduced computational load. A numerical grid of 
similar topology consisting of 51,856 cells has been employed for 
Injector B, with comparable cell density both in in-nozzle and spray 
regions. 

3. Results 

The test cases examined in this study are summarised in Table 2. 
Specifically, cases 1 to 4 refer to LOx flow and correspond to the 
experimental conditions and the resulting spray cone angles reported by 
Lamanna et al. [12], whereas cases 5 to 10 refer to LN2 flow and 

specifically the experimental campaign of Rees et al. [24] for which data 
regarding mass flow rates and spray cone angles are available. The 
rationale for selecting the aforementioned cases was to test the appli-
cability of the methodologies presented in this study for a wide range of 
boundary conditions and for two different cryogenic fluids. Moreover, 
the juxtaposition of the results from specific cases provided useful 
insight into the flash evaporation process. Transient simulations have 
been performed for all cases, yet it was confirmed that the respective 
flow and temperature fields reached to steady-state (or quasi-steady- 
state) solutions in all cases; thus, the time-averaged flow and tempera-
ture fields are presented. 

Due to the fact that the tested temperature and pressure conditions 
can lie below those of the triple point of LOx and LN2, there is indeed a 
possibility of solidification of the operating fluids. Nevertheless, in the 
work of Lamanna et al. [12] (cases 1 to 4 of Table 2), no reports of so-
lidified LOx are found. In the case of fully-flashing LN2 sprays of Rees 
et al. [24] (cases 7 and 10 of Table 2) flakes of solidified nitrogen were 
indeed observed close to the walls of the vacuum chamber and therefore 
away from the active visualisation region. Since the current investiga-
tion is mainly oriented towards aerospace applications, where icing is to 
be avoided, a simple limiter was set in the energy equation to avoid 
temperatures below solidification. It was confirmed that this limiter did 
not interfere with the robustness and the accuracy of the solution 
process. 

3.1. Liquid oxygen flashing flow 

The numerical results corresponding to cases 1 to 4 of Table 2 are 
discussed in this section. In this specific set of cases, LOx is used as the 
working fluid and the imposed boundary conditions are chosen to result 
in an increasing superheat. Experimental data are available for com-
parison from the experimental campaign of Lamanna et al. [12] where 
the spray cone angle of flashing LOx was measured at a distance 
equivalent to 5 nozzle diameters downstream of the nozzle’s exit. 

Fig. 5 summarizes the results produced by the two approaches and 
evaluates the predictive capability of the two methods in terms of spray 
cone angle, for superheat ranging from 33 to 245. In accordance with the 
experimental spray cone-angle measurements, the angle is measured at a 
distance equivalent to 5 nozzle diameters after the nozzle’s exit, as can 
be seen in the inset of Fig. 5. Since no manufacturing asymmetries or 
irregularities can be explicitly captured numerically, the numerical data 
only correspond to half of the diverging layout downstream of the 
injector outlet and the angle value is then doubled. Fig. 5 showcases the 
differences in the behaviour of the two algorithms in terms of phase- 
change modelling. 

The Hertz-Knudsen phase change model can be calibrated to model 
flash evaporation for various degrees of superheat. In the literature, the 
model has been used for closed geometries and lower superheat with a 
nuclei density value of 1013 and has produced accurate results [45]. In 
this numerical campaign, the model was properly calibrated based on 
the maximum spray cone angle parameter in order to qualitatively 

Table 1 
Summary of boundary and initial conditions imposed for the numerical 
simulations.  

Boundary 
Conditions 

Inlet  Outlet  Wall 

Pressure- 
based 

p =

pin 

T =

Tin  

p =

pout 

T =

Tout  

u→ =

0 
∂T/∂n =

0 
Density-based p =

pin 

e =

ein  

p =

pout 

T =

Tout  

u→ =

0 
∂T/∂n =

0  

Initial Conditions 

Both solvers T = Tin  ainlet = 0, aorifice = 0,aoutlet = 1 
Pressure- 

based 
p = p0  u→ = 0 

Density-based p = p0  u→ = u→0  

Table 2 
List of examined test cases, including the operating fluid, boundary conditions 
and superheat Rp = psat (Tin) / pout for each case.  

Case Fluid pin•105 [Pa] pout [Pa] Tin [K] Superheat Rp [-] 

1 LOx 17 20,600 113.0 33 
2 17 14,140 113.0 48 
3 17 9100 113.0 74 
4 17 2750 113.0 245 
5 LN2 8 58,020 82.5 3 
6 8 24,870 82.5 7 
7 8 6130 82.5 28.4 
8 4 58,020 82.5 3 
9 4 24,870 82.5 7 
10 4 3330 82.5 52.3  
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capture an intense flashing process, unrestricted by wall boundaries, and 
the bubble nuclei density was set to 1016 for all examined cases. The 
second method employing a thermodynamic table with real-gas ther-
modynamic properties produces equally accurate results for high LOx 
superheat (case 4) while capturing the process with satisfactory accu-
racy for lower superheat ratios. The advantage of this method is that, 
after the initial table of fluid properties has been created for a range of 
conditions, no calibration is needed, since the phase change rates are 
dictated by the tabulated real-gas thermodynamics. Therefore, between 
this numerical campaign and the LOx campaign presented in [45], no 
changes were needed in terms of the thermodynamic table used, which 
demonstrates the applicability of the specific approach regardless of the 
boundary conditions or the geometry used. 

Fig. 6 presents a comparison between the two approaches in terms of 
pressure, velocity, density and temperature fields for a case of Rp =

245. Comparing the pressure fields (Fig. 6a), the two solvers are 
demonstrated to be in good agreement, as it is clear that the pressure 
decreases in a similar manner. The velocity, density and temperature 
contour plots reveal the formation of bell-shaped Oxygen spray with an 

almost identical spray cone angle on the measurement location (X[m] =

5× Nozzle diameter ). Although the pressure decrease that takes place is 
similar for both approaches, the use of tabulated thermodynamics with 
the density-based solver imposes an infinite phase-change rate that af-
fects the temperature ranges of the expanding flow after the nozzle exit 
(Fig. 6d). The density-based (tabulated) solver predicts, therefore, the 
presence of an area of lower temperature and comparable but slightly 
higher density (Fig. 6c) than the pressure-based solver. Those changes in 
the density affect the maximum velocity that the expanding flow reaches 
(Fig. 6b), before decelerating and adjusting to the ambient pressure with 
a steep gradient. The evolution of the field-variables values along the 
axis of symmetry further supports the aforementioned findings and is 
presented in Fig. 7. 

The comparison between the pressure-based solver (Rp = 245(PB)) 
and the density-based solver (Rp = 245(DB)) curves of Fig. 7 reveals the 
characteristic features of the flash evaporation process and the differ-
ences between the two approaches. For those curves, the pressure and 
velocity fields (Fig. 7a and Fig. 7b) share the location where the mini-
mum and maximum values are reached, approximately 15 nozzle di-
ameters downstream of the nozzle exit. Regarding the pressure-based 

Fig. 4. Grid independence analysis of the numerical solution: (a) Pressure and (b) vapour volume fraction distributions at the orifice symmetry axis for three nu-
merical grids of increasing cell number. 

Fig. 5. Oxygen spray cone angle for an inlet pressure of 17 bar and variable LOx injection conditions of increasing superheat. Conditions correspond to cases 1 to 4 of 
Table 2. Spray cone angles measured at a distance equivalent to 5 nozzle diameters downstream the nozzle (see figure inset). 
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solver, the pressure decreases in a marginally steeper fashion and the 
maximum velocity value is almost 25 % greater in comparison to the 
density-based solver. This difference in maximum velocity values ema-
nates, predominantly, from the density field (Fig. 7c), which adjusts the 
speed of sound in the orifice. Regarding the temperature fields (Fig. 7d), 
the phase change mechanisms play a key role in the behaviour of the 
quantity. In the case of the density-based (tabulated) solver, higher 
(infinite) phase change rates lead to higher energy absorption which 
results to lower temperatures. 

Examining the results of Fig. 7 in terms of increasing Rp (Rp = 33,48,
74and245(PB)), reveals that the pressure and density fields (Fig. 7a and 
Fig. 7c) are exhibiting similar variations after the nozzle exit. A steep 
initial decrease after the X/D = 0 point and an equally sharp gain that 
reinstates the variable value to match a final equilibrium value. The 
higher the superheat level, the further from the nozzle exit the increase 
of pressure and density will take place, and the lower the equilibrium 
value will be. Temperature profiles (Fig. 7d), reveal their decrease due 
to the intense evaporation process and the absorption of latent heat. On 
the location where the flow expansion stops, a static (over time) 
shockwave is formed; an amount of vapour undergoes condensation, 
and a local increase in the temperature is observed. Finally, regarding 
the axial velocity (Fig. 7b), a flow-recirculation region can be discerned 
for the cases of lower superheat (cases 1 to 3), as negative axial velocity 
values prevail between approximately 10 to 15 nozzle diameter lengths 
past the location of the injector exit. The recirculation can be attributed 
to shear forces from the flow surrounding the spray core. For the cases of 
higher superheat, the expansion is more extended and the surrounding 
flow is located further away from the spray axis, thus limiting the shear 
effects on the axial velocity value over the symmetry axis. 

Fig. 8 presents contour plots of the flow and temperature fields for 
cases 1 to 4 of Table 2 in a manner of increasing superheat level. Distinct 

topologies common for all cases can be identified. Regarding the pres-
sure field (Fig. 8a) a hemispherical volume of steep pressure gradients 
forms immediately after the nozzle exit, followed by a region (Marker 
“1″) where pressure obtains values lower than the outlet pressure. 

This particular area becomes more extensive with increasing degree 
of superheat. For instance, for Rp = 245, it reaches up to a length of 20 
nozzle diameters downstream the nozzle exit. Likewise, the velocity 
field (Fig. 8b) reveals a hemispherical zone of fluid acceleration, or, in 
other words, flow expansion (Marker “2″), where supersonic velocity 
values are reached. The expansion stops at the location where pressure 
recovers in an abrupt manner, i.e., a shockwave forms. From an overall- 
topology standpoint, a bell-shaped spray forms that encloses the anno-
tated areas. The flow velocity at the boundaries of the spray is higher 
than the core where recirculation zones (Marker “3”) form in the wake 
that is created downstream of the pressure discontinuity due to shearing 
induced by the high-velocity periphery. Besides, the density field 
(Fig. 8c) closely follows the pressure field, with the regions of low fluid 
density (Marker ‘4’) corresponding to regions of low pressure as well. 
The proximity to the injector’s outlet of this low density/pressure 
location (Markers “1” and “4”) is a function of superheat. The higher the 
superheat, the further from the injector’s exit is the density/pressure 
minima located. Finally, temperature decreases within the spray area 
(Fig. 8d), as expected due to the evaporation of LOx and the absorption 
of latent heat. The higher the Rp the lower the minimum temperature. 
For all cases, there is a region where temperature briefly increases as 
condensation takes place after the pressure recovery (Marker ‘5’). 

3.2. Liquid nitrogen flashing flow 

The numerical results corresponding to cases 5 to 10 of Table 2 are 
discussed in this section. In the specific set of cases, LN2 is used as the 

Fig. 6. Contour plots of (a) pressure, (b) velocity magnitude, (c) density and (d) temperature variable distribution for case 4 of Table 2. Pressure-based solver results 
are presented on the left of each subplot while density-based solver results are on the right. 
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working fluid and the imposed boundary conditions are chosen to result 
in an increasing superheat level for two values of inlet pressure. 
Experimental data are available for comparison from the campaign of 
Rees et al. [24], where in-nozzle mass flow rates and spray cone angles 
of flashing LN2 were measured. Table 3 presents the comparison be-
tween the experimental measurements and the numerical data produced 
using the two solvers tested. As can be seen, good agreement between 
experiments and predictions has been achieved, with the density-based 
solver outperforming the respective pressure-based in terms of accuracy 
owing to its independence from tuning parameters. 

Fig. 9 summarizes the results produced with the two approaches and 
their predictive capability is evaluated in terms of spray cone angle, for 
two different values of inlet pressure, namely 8 (Fig. 9a) and 4 bar 
(Fig. 9b), respectively. As demonstrated by Fig. 9a, both numerical 
methods exhibit high accuracy in terms of spray cone angle for cases of 
higher inlet pressure (5 to 7 of Table 2). For the lower inlet-pressure 
counterparts (cases 8 to 10 of Table 2) the numerical results match 
perfectly the experimental values of the spray-cone angle for a high level 
of superheat. For Rp = 7 both methods seem to underestimate the cone 
angle while for Rp = 3, only the density-based (tabulated) solver un-
derestimates the angle of the spray cone as Fig. 9b suggests. What be-
comes apparent from the comparison between the high and low inlet- 
pressure data is that the discrepancies between numerical predictions 
and experiments do not exhibit any particular trend dependent on the 
superheat value. For instance, cases 6 and 9 share the same value of 
Rp = 7, yet the level of solver accuracy differs and hence the underlying 

cause should be sought in delicate features inherent to flash boiling such 
as the degree of liquid metastability and the complementary influence of 
transient processes that cannot be captured in full [34], especially by the 
density-based solver where thermodynamic equilibrium is postulated. 

Fig. 10 presents, in a comparative manner between the two solvers, 
the distribution of characteristic quantities along the axis of symmetry, 
for the two inlet-pressure values examined. The comparison reveals 
differences between the two methods, along with advantages and limi-
tations. To distinguish between the presented curves, a solid line has 
been used for the 4-bar-inlet cases and a dotted line for the 8-bar-inlet. 
Varying superheat level results in different curves each marked with 
coloured points that, depending on the variable, may indicate the 
location of local minimum/maximum. To further elucidate distinct 
features of the flow expansion, four regions have been marked in Fig. 10. 
Marker “1″, points to the nozzle exit (X/D = 0) region, with pressure 
being the variable of interest. The pressure-based solver (realising a 
mass-transfer based modelling approach) predicts a region immediately 
downstream of the exit of the nozzle where the pressure remains un-
changed (Fig. 10a, left panel), suggesting the presence of a liquid core as 
also demonstrated by the constant density values in the region (Fig. 10c, 
left panel). On the contrary, the density-based (tabulated-thermody-
namics) solver predicts an almost instant phase-change response of the 
fluid (Fig. 10c, right panel) to pressure change, also correlated to pres-
sure fluctuations in the outlet region, refer to Marker “1” on the right- 
hand side panel of Fig. 10a. This behaviour is expected due to the 
infinite phase-change rate replicated through the use of the equation of 

Fig. 7. Distribution of (a) pressure, (b) axial Velocity, (c) density and (d) temperature along the nozzle axis of symmetry as predicted by the two solvers for case 4 of 
Table 2 and by the pressure-based solver for cases 1 to 3 of Table 2. PB and DB stand for the pressure and density-based solvers. 
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state. 
Regarding flow velocity presented in Fig. 10b, the pressure-based 

solver predicts a steeper increase, i.e., a more violent flow expansion, 
reaching a higher maximum velocity value (Marker “2″) compared to the 
density-based solver. This behaviour is attributed to the sonic velocity 
that, in essence, adjusts the flow velocity within the nozzle and is 
dependent on the phase-change rate, as it is designated by the two-phase 
mixture composition with lower sonic velocities obtained for bubbly 
mixtures. The density distribution along the axial coordinate at the 
nozzle symmetry axis (Fig. 10c) reveals that in the case of the pressure- 
based solver for different Rp values, phase change evolves in an iden-
tical, gradual manner, i.e., density distributions coincide (Marker “3”) 
until disrupted at the shockwave location. On the contrary, the density- 
based solver predictions on the right-hand side of the figure indicate an 
oscillating behaviour, potentially stemming from the averaging of a 
flapping pattern at the injector outlet since the density-based solver 
converges in a quasi-steady solution. 

Finally, the temperature field is presented in Fig. 10d. As expected, 
temperature decreases sharply once phase change commences due to the 
conversion of sensible to latent heat required for the formation of bub-
bles. A subsequent temperature readjustment occurs in the pure-gas 
region. It must be noted that due to the ideal-gas assumption adopted 

in the pressure-based solver, the minimum temperature in the domain 
had to be limited to the triple-point temperature (63.15 K), which, of 
course, constitutes a drawback of the thermodynamic-modelling 
approach. On the contrary, the density-based solver following a 
vapour-liquid equilibrium approach produces a physically accurate 
temperature field with the minimum temperature being approached 
asymptotically (Marker “4″). 

Fig. 11 presents the radial velocity magnitude profiles of the 
expanding nitrogen flow as a function of the dimensionless cross-flow 
coordinate (Y/D), calculated at a distance of two nozzle diameters 
(X/D = 2) downstream the exit of the injection nozzle. The results for 
cases 6,7 and 9,10 of Table 2 follow a common trend indicating a flow 
acceleration pattern indicative of an under-expanded jet. Starting from 
the symmetry axis, velocity increases gradually up to the spray periph-
ery where vapour fraction values are higher and thus compressibility 
effects are more pronounced. 

The flow velocity subsequently decreases due to shearing with 
stagnant ambient. For the cases examined, this velocity decrease shows 
either a monotonical, Marker “1″, or a non-monotonical trend, Marker 
“2”. This behaviour is indicative of the morphology of the expansion 
cone, which, in turn, if the same Rp value is maintained, is designated by 
the inlet pressure, as illustrated in the inset of Fig. 11. Increased inlet 
pressure (8 bar) shifts the bell-shaped, flow-acceleration region down-
stream while it also increases its extent so as to overlap with the high- 
velocity region of the jet periphery. On the contrary, for an inlet pres-
sure of 4 bar, the wake region past the shockwave (red arrow in the 
inset) intervenes between the expansion cone and the radial high- 
velocity zones producing the characteristic oscillating behaviour high-
lighted by Marker “2”. 

The experimental investigation of Rees et al. [24] provides, apart 
from spray cone angles and mass flow rate measurements, shadowgraph 
images of the spray topology. To present a visual comparison between 

Fig. 8. Contour plots of (a) pressure, (b) axial velocity, (c) density and (d) temperature distribution for cases 1 to 4 of Table 2. Numbered markers annotate distinct 
features of the two-phase flow and temperature fields. 

Table 3 
Comparison between numerical predictions and experimental measurements for 
LN2 mass flow rate in injector B.  

Mass Flow Rate [kg m¡3]  Cases 
5, 6, 7   

Cases 
8, 9, 10  

Experimental 0.017 (±0.0005) 0.0097 (±0.0001) 
Pressure-based  0.01859    0.01141  
Density-based  0.01713    0.01058   
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the experimental images and numerical results, Fig. 12 has been 
compiled. For cases 8 to 10 of Table 2, experimental images are pre-
sented side-by-side with grayscale contours of the numerically-derived 
density gradient highlighting the locations of intense phase change. 
Although the numerical images constitute a slice of the spray, they do 
capture the spray topology resembling a bell-shaped hollow cone 
becoming more pronounced for increasing superheat, as demonstrated 
by the white (i.e., zero-gradient) regions around the axis of symmetry. 
The hemispherical region of steep gradients, which is abruptly termi-
nated by the presence of the condensation shockwave is also reproduced 
accurately by the numerical results, as highlighted by the plots corre-
sponding to the highest value of superheat. As can also be discerned, the 
spray cone becomes tangential to the nozzle outlet solid surface for high 
superheat values. 

Complementary to Fig. 12, an illustration of the three-dimensional 
spray topology is presented in Fig. 13, resulting from a 180◦ revolu-
tion of a contour plot (produced for case 3) similar to those presented in 
Fig. 12. Since the experimental visualization technique is based on 
refractive index gradients, i.e., density changes, a density gradient iso- 
surface has been used to render the three-dimensional numerical spray 
representation. The slice contour plot on the right-hand side of Fig. 13 
reveals distinct areas of steep density gradients, i.e., the expansion cone 
(region A), the shockwave location (region B) and the spray periphery 
(region C). By rotating this slice around the injector axis of symmetry, 
the topology shown on the left part of Fig. 13 is produced. As can be 
clearly seen, the resemblance with the qualitative experimental images 
of Fig. 12 is evident. The expansion-cone region directly downstream of 
the outlet appears darker due to the vigorous phase change and the 
presence of a pressure discontinuity, while a thin halo stemming from 
the periphery of the spray shrouds the regions further downstream 
leading to milder refractive index gradients. 

4. Conclusions 

In this work, two-phase flashing flows of liquid oxygen and liquid 
nitrogen injected into near-vacuum conditions have been numerically 
investigated. For this purpose, a pressure- and a density-based solver 

with two different approaches regarding the imposed phase-change 
rates and thermodynamics closure have been employed and their pre-
dictive capabilities have been evaluated. For the pressure-based solver, 
the departure from thermodynamic equilibrium during phase-change 
has been taken into account via the implementation of a bubble- 
dynamics model employing the Hertz-Knudsen equation, whereas 
thermodynamic equilibrium has been adopted in the density-based 
solver. Tabulated data for the variation of the fluid thermodynamic 
properties have been derived by the Helmholtz Equation of State (EoS) 
and used for the density solver operation. All the numerical results were 
compared against experimental data available in the literature. 

The comparison demonstrated that both employed methodologies 
are suitable for calculating the evolution of a cryogenic flow expansion, 
phase-change/flashing and spray atomisation with certain advantages 
and limitations based on the inherent formulation of each technique. 
The Hertz-Knudsen phase-change model must be calibrated in order to 
model flash evaporation for various degrees of superheat. Therefore, in 
order to produce accurate results, initial calibration data must be 
available. The use of a thermodynamic table with real-gas thermody-
namic properties produces accurate results for high superheat values 
while capturing the process with satisfactory accuracy for lower values 
of superheat. The level of accuracy differs among cases for reasons that 
can be sought in features inherent to flash boiling such as liquid meta-
stability effects and the influence of transient processes that cannot be 
captured in full, especially by the density-based solver where thermo-
dynamic equilibrium is postulated. The inherent inability of the method 
to account for metastability effects can be identified as a limitation of the 
presented methodology. Metastability effects could become important 
in transient flashing processes, as in blowdown tubes. Yet, for cryogenic 
fluid injection, which occurs under steady conditions, the method is 
sufficiently accurate and presents the advantage that, after the initial 
table of fluid properties is created for a range of conditions, no cali-
bration is needed, unlike models based on a vapour-transport equation, 
since the phase change rate is dictated by the tabulated real-gas ther-
modynamics. Therefore, the tabulated approach can be utilized 
regardless the boundary conditions or the geometry. 

Fig. 9. Nitrogen spray cone angle for inlet pressure of (a) 8 bar corresponding to cases 5 to 7 of Table 2 and (b) 4 bar corresponding to cases 8 to 10 of Table 2 and 
comparison against the experimental values of [24]. Spray cone angles are measured at a distance equivalent to 2 nozzle diameters downstream of the nozzle exit. 
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Fig. 10. Time-averaged values resulting from the use of pressure-based solver (left) and density-based solver (right). Distribution of (a) Pressure, (b) Axial Velocity, 
(c) Density and (d) Temperature along the nozzle axis of symmetry for cases 5 to 10 of Table 2. 
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