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Abstract

In this paper, we present an empirical demonstration of a prompt-based learning approach, which utilizes pre-trained Large
Language Models to generate visualization specifications from user queries expressed in natural language. We showcase the
approach’s flexibility in generating valid specifications in languages other than English (e.g., Spanish) despite lacking access
to any training samples. Our findings represent the first steps towards the development of multilingual interfaces for data
visualization that transcend English-centric systems, making them more accessible to a wider range of users.

CCS Concepts
• Computing methodologies → Natural language processing; • Human-centered computing → Visualization systems and
tools;

1. Introduction

Current systems for creating data visualisations require users to
have the necessary knowledge to use them, either through code
or interaction with a GUI. This restricts bespoke visualisation and
analysis to those who are able to access these tools. Generating
visualisation from natural language (NL2VIS) is an increasingly
feasible technique [WWS*21; SS17; NSS21; LTL*22; LHJY21].
Most such systems use either rule-based or deep learning-based
methods, which can struggle to handle underspecified or ambigu-
ous queries [TS19], and are only able to take English language
queries. Recently, there has been significant research into the de-
velopment of pre-trained Large Language Models (LLMs). These
may be able to address shortcomings of previous approaches as
they are pre-trained on large amounts of human language data, of-
ten from multiple languages, and have been shown to have neces-
sary inductive biases to go beyond surface level understanding of
lexical content. This has allowed for the development systems that
better understand user intent [WTB*22]. Some NL2VIS systems
have explored the use of LLM-based methods with some success
[MS23; Dib23] but have predominantly focused on English lan-
guage.

We posit that a multilingual tool would allow diverse group of
users to express their goals in their native languages more effec-
tively and efficiently. The long-term goal through such multilingual
interfaces would be to create an accessible, multilingual Natural
Language Interface (NLI) that engages with users through human-
computer dialogues, inferring their intent, thus aiding in iterative

visual analysis. In this paper, we present the first steps towards this
goal. We demonstrate that LLMs can be used to generate Vega-Lite
specifications from a natural language query in both English and
Spanish languages and showcase the viability of such an NLI.

2. Experimental Setup

Dataset. We use the the corpus by SRINIVASAN, NYAPATHY,
LEE, et al. [SNL*21] which consists of 814 natural language utter-
ances, each corresponding to a specific Vega-Lite visualisation. The
dataset was collected in an online study where participants were
shown both a dataset and a corresponding visualisation, and asked
to enter a natural language query that they would hypothetically
enter into an NLI to specify the given visualisation. Ten specific
charts (histogram, bar, scatter, and line) were created from three
datasets.

Model. BLOOM is a Transformer [VSP*17] based autoregressive
language model which models the probability distribution over se-
quences of tokens (where, tokens could be either lexical elements or
units of programming code) [WSF*23]. BLOOM is openly avail-
able, with comparable performance to state-of-the-art language
models. BLOOM was built over carefully curated data which in-
cludes data in multiple languages and large GitHub-based code
repositories, in contrast to language models (trained only on lan-
guage data) and closed language models (where training data is
not revealed, e.g. GPT-3 [BMR*20]). We present results with the
BLOOM 560-million parameter version.

Prompt Engineering. Our central experimental methodology
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draws inspiration from the prompt-based learning approach, which
has proven to be highly effective in numerous Natural Language
Processing (NLP) tasks [BMR*20]. The approach involves engi-
neering a natural language prompt input that contains a task de-
scription and a set of valid in-context examples. A single in-context
example in the prompt is also known as one-shot learning.

In our experiments, we categorise in-context examples further as
a) in-domain; and b) out-of domain examples. An in-domain ex-
ample is one that contains the solution to a query that is seman-
tically similar to the user query within the same dataset. We note
that, in our setup the solution corresponds to a fully specified vi-
sualization specification. An out-of-domain example is one that is
not associated with the same dataset as the user query. We aim to
investigate the difference in performance when the model has an
input that is structurally similar to the query compared to receiv-
ing unrelated information. For the multilingual setup, we present
a pilot study where each user query (and user query alone) is ma-
chine translated into Spanish language using the OPUS-MT model
[TT20] and paired with an in-domain example in the English Lan-
guage. Thus, we experiment with three sets of prompts: in-domain,
out-of-domain, and Spanish. For visualisation specifications we use
Vega-Lite’s JSON declarative specification [SMWH17] which can
then be directly rendered to produce visualisations.

Figure 1 shows an example of a one-shot in-domain prompt for
an English user query. Each prompt starts with the instruction to
generate a Vega-Lite specification, followed by the completed ex-
ample. Task metadata is provided to aid the model in producing a
relevant output. Each prompt ends with an partially complete solu-
tion. The LLM will generate the remaining tokens that are associ-
ated with the corresponding Vega-Lite specification.

3. Initial Results and Future Work

Evaluation protocol. We use a series of unit tests to evaluate the
generated specifications. As the output of our models are intended
to be valid JSON specifications, we first load the generated specifi-
cation string into a Python dictionary. If this fails, we categorise
these as Syntax Errors. If successful, the dictionary is validated
through Altair [VGH*18] which compiles the Vega-Lite specifica-
tions. If this fails, we categorise these as Validation Errors. Finally,
the successfully compiled chart is compared to the target chart us-
ing Altair. Altair is able to account for differences in ordering of
the different chart properties in the specification, allowing for func-
tionally identically charts to be compared. If they do not match, we
categorise these as Logic Errors. We use Pass@k as a metric which
represents the proportion of prompts that produced a specification
that passed all tests in k samples. Hence, Pass@1 represents the
proportion of prompts that successfully generate specification that
passes all tests and matches the target visualisation from the corpus.

Results. We present the results in Table 1. We observe that the in-
domain prompts tend to produce comparatively better results than
the out-of-domain prompts across all metrics. Although over 90%
of the out-of-domain prompts result in valid Vega-Lite specifica-
tion, less than 1% actually matched the target specification. Im-
portantly, we note that the results for Spanish language queries are
very similar to the English results despite have no in-context ex-
amples in Spanish. We conjecture that our results are likely due to

Figure 1: Example one-shot in-domain prompt for a given English
user query.

Prompt Type Pass@1 Syntax
Error

Validation
Error

Logic
Error

English
Out-of-domain

0.12% 4.4% 2.7% 92.8%

English
In-domain

81.1% 3.4% 0% 15.5%

Spanish
In-domain

78.1% 4.3% 0.12% 17.4%

Table 1: Pass@1 metric and error breakdown for bloom-560m gen-
erated Vega-Lite specifications for different prompt types.

limitations of the corpus: currently, only 30 distinct visualisations
are used, so the in-domain prompt could have an example with the
similar target specification as the query. In this case, the model may
simply be repeating the tokens that it has already seen. We however
note that our results provide a proof of concept that a pre-trained
LLM can produce a Vega-Lite specification from a user query in
multiple languages using prompt engineering.

Future Work Current datasets are limited, covering only a limited
number of visualisation types and are mostly oriented towards En-
glish language queries [LTL21; SNL*21]. As a followup, we aim
to conduct a larger-scale study to collect natural language that bet-
ter captures user goals across multiple languages. Current method-
ologies for evaluating visualisation specifications are ad hoc and
limited. Generated visualisations are only being compared to one
specific goal, which may reject valid visualisations that do satisfy a
user’s requirements, but differ in some way from the goal. We posit
that a human-centred validation of the final visualisations perhaps
could be more effective.
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