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Novel AI-infused educational technologies can give children with blindness the opportunity to explore concepts learned 
incidentally through vision by using alternative perceptual modalities. However, more effort is needed to support the meaningful 
use of such technological innovations for evaluations at scale and later wide-spread adoption. This paper presents the 
development and pilot evaluation of a curriculum to enable educators to support blind learners’ self-exploration of social attention 
using the PeopleLens technology. We reflect on these learnings to present four design guidelines for creating curricula aimed to 
enable meaningful use. We then consider how formulations of “success” by our participants can help us think about ways of 
assessing efficacy in low-incidence disability groups. We conclude by arguing for our community to widen the scope of discourse 
around assistive technologies from design and engineering to include supporting their meaningful use.  
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in HCI 

Additional Keywords and Phrases: Human-centred AI, user evaluation, accessibility, blindness, visual impairment, 
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will be automatically generated when manuscripts are processed after acceptance. 

1 INTRODUCTION 

Children with blindness cannot access the incidental learning that underpins most early learning. It is estimated 
that about 80% of early years learning is done through watching others [40], from figuring out the complex 
coordination of movements for making a sandwich to understanding the nuanced use of the body and movement 
for social interaction. As a result, educators of children with blindness spend significant effort habilitating a wide 
range of concepts and skills beyond the core academic curriculum to ensure self-determined participation in the 
wider community as adults [17]. Well-designed technologies can provide an alternative to prescriptive teaching 
approaches (e.g. social skills training [37]) by providing access to the world through alternative perceptual 
modalities to enable self-exploration ([24,29]).  

Technological innovations that enable self-exploration however, require more considered effort to support 
meaningful use than those that provide access to existing curricula (e.g. accessibility of science lessons [42]). 
Educators need support to understand how they might productively use these technologies in meaningful ways 
within their educational environments; they also require evidence of their efficacy to prioritise investment and use 
(as done with [29]). In this paper, we discuss the development of a curriculum to support meaningful use of an AI-
infused technology, exemplifying one mechanism to support evaluation at scale and consequently wide-spread 
adoption of novel educational technologies for children with blindness.  

We ground our discussions in the example of the PeopleLens, a new AI system to enable children born blind to 
experience social agency and develop the range of social attention skills needed to initiate and maintain interactions 
[13,27]. PeopleLens uses a head-mounted augmented reality (AR) device designed to enable children with 
blindness to gain a dynamic, real-time understanding of their immediate social environment through spatial audio. 
It dynamically tracks people within four meters of the wearer, updating a world state model depending on the 
wearer’s field of view. It identifies registered people and detects if they are looking at the wearer. In doing so, the 
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PeopleLens can provide an enriched understanding of social context [28,49], such as who is in the room and how 
they relate to the wearer. It can empower children with blindness to proactively choose their interactions whether 
it be to socialise, ask for help, or simply moderate their behaviour appropriately in front of teachers. 

In particular, we discuss the development and piloting of an accompanying curriculum of games for the 
PeopleLens that can be played with peers and facilitated by educators. While social skills curriculums exist for 
children with blindness (e.g. [15]) and more in-depth ones for children with autism (e.g. [12,16]), these do not 
account for the opportunity of AI technology to support child-led exploration of social concepts at their core. 
Moreover, they do not reflect the new types of information potentially available to a child from an AI system nor 
account for the constraints of the technology. We illustrate how a curriculum can both shape meaningful use and 
ensure robust system performance, highlighting the important role technologists can play in contextualizing 
technologies for adoption.  

While our community has historically limited its focus to the design and engineering of technologies, we posit 
that a wider scope is needed to achieve meaningful use for evaluation, and later wide-spread adoption, for many 
innovative AI-inspired educational technologies for children with blindness. Through the detailing of the 
PeopleLens curriculum and reporting of pilot study results, we illustrate how interconnected technology 
development is with its meaningful usage and assessment of efficacy in real-world settings. Specifically, we make 
the following contributions: 

1. An example of a curriculum developed to account for both the new opportunities as well as the new 
constraints that the PeopleLens AI technology afforded. 

2. Design guidelines for researchers creating curricula: 1) assessing the boundary between enablement and 
prescription; 2) empowering educators to adapt it; 3) fostering mutual experiences with peers; and 4) 
explicitly accommodating technological limitations derived from a pilot study of the curriculum with 
educators and learners from three locations. 

3. A discussion of how we can understand and measure efficacy for AI technologies used by diverse, low-
incidence disabilities grounded in participants’ notions of success.  

4. An argument to our community to widen the scope of discourse around assistive technologies to include 
approaches to support their meaningful use.  

2 RELATED LITERATURE 

We first review the motivation to support children born blind develop their social agency and requisite social 
attention skills. We then discuss learnings from related technologies and briefly overview the challenge of 
measuring efficacy.  

2.1 Developing Social Agency and Skills 

Children born blind often have substantial difficulties with social interaction, with between one- to two-thirds of 
these children meeting the criteria for autism spectrum conditions [34,35,47]. For example, if a blind child is not 
sure where their conversation partner is in space, they may have difficulty aiming their voice at their partner, or 
they may position their body in a way that makes them seem unengaged, such as putting their head on the table. 
Linguistically advanced blind children may struggle with maintaining a topic of conversation and instead talk only 
about something of interest to them [48]. Most noticeably, many blind children find it difficult to establish and 
maintain friendships with those of a similar age despite their intense desire to do so. 
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Despite the challenges with social interaction that many blind children have, resources and interventions are 
limited [52]. Manuals from teaching hubs for blind children (e.g. [15]) offer activities to improve social interaction 
skills, such as conversation skills and social boundaries. Social skills training has been found to be effective and 
generalised in peer-mediated groups for visually impaired children aged 7-12 years old [37]. Play-based 
approaches have also been explored to actively facilitate joint attention through off-the-shelf sound toys for 
children ages 7 – 9 [23] as well as bespoke toys augmented with sound for children ages 4 -13 [50]. Social skills 
training versus approaches to develop fundamental building blocks sit at opposite extremes for teaching children 
with blindness social interaction. 

An alternative middle ground is to take a perceptual approach to help children learn to direct themselves 
towards environmental stimuli, including the dynamic elements of people [17]. Audition (hearing) can provide the 
sense of reference or preview needed for self-directed engagement, conveying the spatial information inherent to 
the organization of an environment. However, given the lower resolution of this system compared to vision, specific 
instruction or supported exploration is needed to develop keen auditory discrimination skills [36]. The PeopleLens 
is designed to render a visual scene in spatial audio in order to increase the amount of information available to a 
child with blindness to help them build up their adaptive strategies for engaging with the world. 

2.2 Related Technologies 

2.2.1 Technology Research with Blind Children 

Technology research with blind children has taken many shapes. Early work focused on augmenting perception, for 
example making graphs auditory [8] or computing experiences haptic [32]. More recently, attention has turned to 
building out research prototypes that endeavor to encourage more inclusive learning with peers in mainstream 
education through multi-sensory robots in classrooms [25] and activities on the playground [22]. Finally, bringing 
these two themes together, a number of technologies have been developed for specific subjects: coding [23], 
computational thinking [1], geography [3], and spatial cognition [33] [11]. This short overview shows a growing 
literature on the use of augmented perception to enable children with blindness greater autonomy and self-
direction as they develop their cognitive and social skills with peers. 

Despite a remarkable level of innovation, these technological explorations have been for the most part limited 
in scale to a single setting with a researcher present. Torino [29] is an exception in which a curriculum was created 
to support independent use by teachers of the visually impaired. As a result, it was deployed to 30 educational 
settings (mainstream schools, special schools, and home school) for use by 75 children. This example illustrates the 
role a curriculum can play in supporting meaningful use at scale, inspiring the curriculum reported in this paper.  

2.2.2 AI Systems for Children 

Foundational work looking at how children use AI systems highlights how the use of voice assistant systems might 
change the knowledge seeking and structuring approach of young children [20]. More recently, this work has 
expanded to explore the positive ways voice assistants can support self-directed learning in 5-6 year old children 
as well as detail the challenges children have when navigating imperfect systems (e.g. unable to include prior 
context need) [19]. While the research in this space is limited, it points to the opportunity for self-exploration with 
AI tools by children. The challenges experienced by the children when interacting with imperfect systems directs 
our attention to use a curriculum as a mechanism to account for system constraints in the child’s experience.  
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2.2.3 AI Systems for Autism 

AI-enabled systems for teaching social skills in children with autism spectrum conditions are emerging. These 
technologies aim to achieve clinical efficacy by transforming behavioural therapies into mobile formats that can be 
delivered in the home or school with real-time audio-visual feedback [9,18,38,51] using AR glasses. A child usually 
sits opposite an adult, receiving feedback about the social situation, e.g., their eye-gaze or others’ emotions. The 
gamified tasks are generally designed around improving social outcomes as can be measured by validated clinical 
measures and caregiver report. Most of the research with these systems thus far have focused on small feasibility 
trials, without significant success in randomized clinical trials [51]. 

There is growing recognition of the limitations of this “fix it” perspective that focuses on regulating stereotypical 
behaviours and training autistic people to follow social norms [46]. Wearable AI-systems have been developed to 
support social interaction in real-world settings but most have only been tested in lab settings [3]. Challenges such 
as guaranteeing real-time, accurate and reliable information in real-world contexts, incorporating the ethical and 
privacy concerns of bystanders and designing technologies that fully engage the autistic user experience (i.e. multi-
sensory integration, attention challenges, social inclusion) can inhibit longitudinal study [3]. This work highlights 
the challenges of bringing technology to fruition that open up new ways of learning, in contrast to those that fit 
within clinical practice.  

2.3 Measuring Efficacy 

Despite significant technological innovation to support the education of children with blindness, there are still 
significant challenges in evaluating the efficacy of intent [6]. Quantitative measures are often key to aggregation,  
but their appropriateness for technologies that do not aim to compensate for an impairment but rather foster an 
experience or community have been questioned [6]. Inappropriate measurement choices can marginalize users’ 
voice, allowing traditional power structures to remain (i.e., the medicalization of disability); or they can encourage 
the discarding of technologies that might provide value to a group of people outside the current established needs 
(i.e., achieving interdependence rather than independence) [30]. These challenges are particularly relevant to AI 
technologies that aim to augment existing capabilities, such as the PeopleLens.  

3 PEOPLELENS TECHNOLOGY  

PeopleLens is a real-time audio experience that is responsive to the dynamic flow and movement of social 
interaction as well as the movement of the user’s head, differing from existing technologies such as SeeingAI [41] 
or Orcam [31]. Provided on a head-worn augmented reality device, it provides spatial audio information about 
people in the immediate vicinity via speakers located above the left and right ear. It was developed in partnership 
with a small number of children to create an appropriate experience to support their social interactions which is 
reported elsewhere [27]. Detailed description of the PeopleLens prototype has been published previously [13]. In 
this section we provide an overview of the features and implementation as relevant to the curriculum.  

3.1 The PeopleLens Experience 

The PeopleLens has the following features which are activated for particular parts of the curriculum.  

Person-In-Front: This feature reads out the name of a person when the user looks at them.  
• All sounds are spatialised so that the person’s name is heard from the direction of that person at the time 

it is read out. 
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• If the user moves his head quickly, the notification triggers when the user’s gaze crosses the nose of a 
person, but the sound is spatialised according to head position at the time of rendering.   

Orientation Guide: This feature provides additional sound cues to support a user’s in situ understanding of the 
detection of bodies or faces. These cues assist the user in orienting their body and head to interact in a socially 
understood way.  

• Spatialised percussive “bumps” are played when a body is seen.  
• Bumps are followed by a name if the person is known to the system and identifiable.  
• If a person has not been identified after 0.1 seconds, a click sound is played.  
• An elastic band sound can be activated to help the user shift their gaze up or down to help orient towards 

a face. 

Gaze On Me: This feature provides a spatial sound from the direction of a person who is looking directly at the user.   

3.2 Technical Details 

 

Figure 1. PeopleLens Curriculum App. Users can add players, see game instructions and tick-off completion criteria. 

3.2.1 Hardware Implementation 

The PeopleLens was deployed on a modified HoloLens device (without any displays) [26] with an accompanying 
server box. The server box, containing two 24 GB TitanX GPUs, was used for the computation underpinning the pose 
and identity recognition models. The server box was provided to participants in a wheeled case to enable movement 
and storage. In some situations, it required 10 minutes set-up before use if it had been stored away. The external 
display used in [27] was not deployed to schools due to inability to certify an appropriate battery for use when a 
researcher is not present.   

The management of the PeopleLens and the presentation of the curriculum was done with an app supplied on a 
tablet device (See Figure 1). This enabled teachers to train recognizable people as well as to select activities. A 
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selected activity in the curriculum loaded the appropriate audio experience, with opportunities for testing or doing 
real-world activities with different configurations of the audio experience. The app also supported data collection 
about the experience, including ways to delineate the user and check-off success criteria for each activity.  

3.2.2 People Tracker Implementation 

The user experience of the PeopleLens is driven by a heuristic tracking algorithm that brings together the various 
underlying models (e.g. pose, identity) into a persistent world state. The key purpose of the tracker is to tie together 
the individual observations of each model over time, accounting for the dynamic world of people who move and 
turn frequently. As such, the key element of the tracker is to determine whether a new observation of a person 
belongs to an existing person track or should spawn a new track.  

There are three situational requirements for the people tracker to work well: 1) directional stability of tracked 
people; 2) a managed field of view; and 3) a limited number of people in the scene. Due to unreliable distance 
measurements calculated from 2 dimensional images that change significantly frame-to-frame, the people tracker 
combines new observations if they are on or close to the same directional vector from the user’s head. As the 
PeopleLens is head-mounted and therefore moving rapidly with the head, the field-of-view, although 160 degrees, 
needs management. People are only timed out after 10 seconds of not being seen to account for the volatility of 
movement. However, this can lead to ghosts of people who are no longer there. And finally, large numbers of people 
significantly slow the frame rate, making predictions less accurate.  

To get the best from the tracker, we aimed to encourage the following usage through the curriculum:  
• Ensure that tracked people move minimally, focusing on a moving user to achieve dynamic interaction.  
• Encourage people to move in front of the user where they can be tracked and not behind, causing them to 

be ghosts whose tracks are not updated.  
• Limiting usage to 8 people maximum.  

4 PEOPLELENS CURRICULUM 

The PeopleLens Curriculum is a set of games that children can do with their peers in school or home settings 
supervised by an educator (either a teacher or parent). The games support self-directed exploration of the 
foundations of social attention well-supported by the PeopleLens in a systematic way. In this section, we begin by 
overviewing the aims of the curriculum and the development team before defining social attention and the design 
principles that underpin the curriculum. The final two sections describe the curriculum and elements specifically 
intended to support educators.  

4.1 Curriculum Aims and Overview 

The curriculum was developed to enable the meaningful use and validation of the PeopleLens in preparation for a 
long-term field study (6-9 months) facilitated by children’s educators. While such studies are rare due to logistical 
challenges [6], they are critical to understanding whether a technology will ultimately be scalable to achieve 
significant impact.  

In designing the curriculum, we aimed to achieve the following:  
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1) Enable the technology to fit within the educational context and align to resources an educator is 
accustomed to working with by providing a set of learning concepts mapped to activities that could be 
fruitfully explored with the PeopleLens “out-of-the-box”.  

2) Provide a usage context that supports exploration while accounting for and engaging peers.  
3) Ensure the robustness of the experience by embodying appropriate boundaries of use.  

4.2 Development Team 

A review of the literature indicated that there was no existing curriculum or intervention that was appropriate to 
adapt directly for use with the PeopleLens. Three of the authors worked together over a period of three months 
(October 2019- December 2020) to develop a set of learning objectives and linked curriculum of activities. The first 
curriculum team member was a professor of psychology with a wealth of research experience in blind children and 
social interaction; the second curriculum team member was a qualified speech and language therapist who was 
pursuing doctoral research; and the third curriculum team member was a human-computer-interaction researcher 
deeply familiar with the PeopleLens technology and who works extensively with children who are blind. The 
discourse of these authors aimed to bring a balance between practical skills, longer-term outcomes in social 
communication and respecting the agency and talents of children with blindness.  

4.3 Defining Social Attention 

A key step in creating the curriculum was to define social attention as relevant to children who are blind. In the 
spirit of self-determination  [17], we wanted to support children to build skills in directing attention – their 
attention to others and others’ attention to them. Directing attention is core to social agency. Many children who 
are blind must wait for others to approach and identify themselves, giving little opportunity for these children to 
choose their interactions.  

The term social attention was coined in the psychology literature and has been used to describe a variety of 
phenomena, including: 1) behaviour intended to coordinate attention during interaction with others; 2) 
motivation to engage with others; and 3) attention (movements of orienting, focusing and disengagement of the 
visual system) in the context of social streams of information [39]. While the most prominent use of the term social 
attention refers to nonverbal social communication [39], there are also key spatial elements to social information 
streams. Spatial attention limits the processing of environment stimuli to a specific location depending on how the 
body is positioned [7].  

Spatial attention is characterized slightly differently in literature that captures perceptual approaches used to 
teach orientation and mobility to children with blindness [17]. Spatial information is needed for spatial referencing 
and preview of the environment to facilitate intentional interaction. This perceptually requires feature 
discrimination of a scene, event updating as the scene changes and perspective updating as the person moves 
through it – coming together in a dynamic spatial map. With the absence of visual focus, a child must develop other 
mechanisms to direct their own attention to auditory or tactile stimuli in this dynamic spatial map. No matter how 
achieved, we refer to this phenomenon as spatial attention. The curriculum focuses mainly on the spatial aspects of 
social attention.  
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4.4 Curriculum Design Principles 

4.4.1 A Set of Structured Games 

The first design principal was to create a structured set of activities to support self-exploration of social attention 
mechanisms. In the early development of PeopleLens, it became clear that most children we worked with had 
missed much of the visual incidental learning that contributes to an understanding of social interaction, e.g., people 
look at you because they want to interact or that one walks around groups of people not through the middle. It was 
not meaningful to provide additional social information to children if they did not know how to use it. It was 
observed however, that simple, structured activities allowed children to acquire this social understanding quite 
quickly and directed educators in how to support the learning process. As games can provide a shared social 
context, we choose to create a set of games closely linked to specific learning outcomes.  

4.4.2 Focus on PeopleMaps 

A second design principal was to focus on the spatial aspects of social attention, capitalizing on the potential of 
the PeopleLens technology to provide an alternative auditory spatial channel for social information. As a result, the 
main emphasis of the curriculum was on supporting blind children to use their heads and bodies to build and 
maintain a dynamic PeopleMap of the people around them; and then use that PeopleMap to effectively signal 
communicative intent to others in order to direct their own and others’ attention in social interaction. Emphasis 
was placed on creating an ‘image’ of the social environment that enables self-directed interaction by focusing on 
the three articulated needs for spatial referencing and preview: feature identification (people in the PeopleMap), 
event updating (updating the PeopleMap as others move); and perspective updating (updating one’s relationship 
with the PeopleMap as the user moves).   

4.4.3 Support all Phases of Social Interaction 

Our final guiding principal, drawn from the literature on social interaction, was to ensure that we supported all 
phases of social interaction – initiating, maintaining and switching [45]. Each of these phases requires different 
actions from the communicator. We also considered the role of movement in the interaction. Interactions between 
people seated around a table differ from having to join a group standing on the other side of the room. We addressed 
both of these situations in the curriculum with the assumption that younger children will begin by focusing on 
initiating interaction in small, structured interactions, while older children will be keen to learn how to join a small 
group of friends hanging out in a corner.  

4.5 Curriculum Description 

The PeopleLens Curriculum provides 17 games organized in two modules, available with the learning objectives 
listed in the supplementary materials. Module 1 focuses on interactions with a small number of people, mainly 
seated around a table or in a circle. Module 1 is intended to set the foundation for interaction, focusing on building 
and updating a PeopleMap in order to initiate interactions with others. The module starts with the basics of a 
PeopleMap, connecting people and location. It then progresses to monitoring change as people move around; and 
finally, the focus shifts to utilising the PeopleMap to respond to interactions. Games were drawn from published 
manuals used by Speech and Language therapists as well as children’s games directories found online.  

Module 2 is structured around a single game with multiple levels and develops interaction complexity by 
encouraging the child to seek out interactions, while learning to establish, maintain and shift their attention during 
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group interaction. The PeopleLens provides an enriched set of cues to help the child achieve more complex 
interactions. Once a child is able to initiate interaction by approaching someone outside their immediate interaction 
distance, a number of cues are used to help them locate people and find faces in order to interact. The games and 
additional PeopleLens cues support exploration of how the child might establish and maintain interaction with a 
group of two people. The final exercises focus on temporarily shifting attention away from, and then back to, a small 
group interaction.  

To imagine these games more concretely we provide an example from each module. One of the first games in 
Module 1 is Maestro in which supports the child to: 1) connect people with their names and positions in space; and 
2) to use head and/or body to initiate interaction with a person of preference. People sit around a table facing the 
child. The child assigns each person a sound. The child then turns towards people in any sequence to get a symphony 
of sounds. One of the final games in Module 2 aims to supports the child: 1) to prioritise an interaction, selecting 
what to attend to (selective attention); and prioritise an interaction based on social norms. A final level of a search 
and rescue game, the following instructions are given: You are busy cracking codes so that you can use your radio 
to call for help. You hear someone call for help that you need to rescue. On route, you hear another sound - a person, 
a baby, or an animal. You only have time to rescue one. Who will you choose? If you touch the enemy, nobody 
escapes. All games can be viewed in the Supplementary Materials.   

4.6 Supporting Educators 

Games were provided to educators in a printed booklet for easy reference. Each game was presented in the same 
manner: game objectives, game explanation, teacher tips, increasing the challenge and completion criteria. The 
objectives linked to the learning outcomes were intended to enable educators to appropriately adapt the game or 
instructions to the interests and age of the child. This was important given the wide range of children who used the 
same curriculum. Teacher tips and increasing the challenge helped educators understand the ways that they could 
support a child’s exploration as well as ensure the system functioned well. Completion criteria were intended to 
increase the confidence of educators and help them choose the right pace to progress through the curriculum, 
despite variable familiarity with the adaptive strategies that children with blindness might develop.  

Games, which can be found in supplementary material, were intended to be fun for all, motivating peers to 
participate freely. For example, “Who stole the cookie from the cookie jar?” is a game that younger children might 
play in their classrooms anyways. Educators were also encouraged to allow all students to have a turn using the 
PeopleLens, rotating between children after each game. This approach was intended to decrease stigma of the blind 
child’s exploration, putting an emphasis on playing with cool technology instead. We recommended that sighted 
children use a blindfold to make the games meaningful and to gain perspective on auditory perception of the 
environment.   

5 CURRICULUM PILOT STUDY 

A pilot was run to explore the experiences of children (learners) and educators with the curriculum and the 
underlying concepts before conducting a full longitudinal study. The pilot was intended to ensure that the design 
choices in the curriculum were sound and respectful. There is a fine line between AI technologies enabling new 
capabilities and imposing a specific view on the world. We use the voices of our participants to demonstrate the 
potential boundaries of what enablement through curriculum could mean. In doing so, we draw on the voice of 
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educators and the young learners in their definition of success as a means to reflect upon how curriculum might 
play a role in measuring that success. The pilot study aims to address the following two questions: 

 
R1: Did the curriculum usefully structure user exploration of social attention skills with the PeopleLens for 

learners, educators and peers?  
R2: How did the curriculum shape educators’ and learners’ notions of learning development or “success” after 

using the PeopleLens? 

5.1 Participants 

Participants were recruited opportunistically from a network of educators who had previously engaged in 
technology research [25,29]. As this study required intensive support from educators, opportunistic recruitment 
enabled the researchers to be certain that educators understood the demands of using the technology and some of 
the challenges of prototype technology – in this case the size of the GPU box made it is effortful to move around. 
Three children (learners) took part, a small number chosen to reduce the demand on this low-incidence disability 
community [6,21].  

As described in Table 1, all children were braillists and therefore severely visually impaired as defined by the 
WHO definition [6]. We further collected information on the types of visual stimuli the children had at the time of 
the study or have had previously, including colour and shape perception, as residual vision can significantly impact 
a child’s development. The children spanned different ages but all were boys. The study took place in either the 
home or school setting, depending on the child’s educational setting (e.g. home school) and COVID-19 pandemic 
restrictions in place. All children were working at age-appropriate level as reported by their educators, but they 
also all had additional diagnoses as is common in this cohort. For all the children, the level of social interest, defined 
in the following section, was reasonably high, suggesting that difficulty engaging with others is not a matter of 
disinterest. Consent was gained from all learners, their educators and the parents of other children (peers) involved.  

Table 1: Participant characteristics including: study ID; age; gender; level of vision--light perception, shape perception and 
color perception-- as defined by yes (Y), no (N) or previously (P); number of siblings; study location of home or school; 
additional diagnoses; and aggregated social interest as defined in 5.2.1 ranging from 0 (no social interest) to 4 (high social 
interest). 
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P1 13 M Y P P 0 Home ASD, dyspraxia, sensory modulation disorder 3.5/4 

P2 7 M N N N 1 Home Sensory processing difficulties  3.75/4 

P3 11 M Y N N 2 School Septo-optic dysplasia, epilepsy 3/4  
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5.2 Data Collection and Analysis 

5.2.1 Social Interests Profile 

The questionnaire for social interest was developed to provide a brief overview of whether social interaction 
challenges came from a lack of interest or skills. It contained five questions selected from the Prosocial and Peer 
categories of Strengths and Difficulties Questionnaire [12], the Social Relations and Interests categories of 
Children's Communication Checklist [4] and the Social Skills category of Social Skills Rating System [14]. Some items 
were rephrased to avoid misinterpretation for children with blindness. For example, the question ‘Does the learner 
play with others?’ was adjusted to ‘Is the learner interested in playing with others when s/he has the chance?’ In 
some cases, children with blindness do not have opportunity to play with others even if they want to.  

5.2.2 System Log Data 

A range of system log data was captured. From the app, the wearer/user was recorded along with timestamps of 
the start and stop of all games. Educators were encouraged to tick-off the completion criteria for each game in the 
app, with timestamps captured. Finally, anonymised data was collected from the PeopleLens device. This included 
a 3D rendering of the space and the 6DOF measures of the user’s head movements. Other data, such as the head 
positions and locations of people identified were also post-processed. No image data was saved. The data was 
aggregated in a bespoke visualization software that enables various types of visualizations, including at the user 
activity level as well as playback of specific games as shown in Figure 2.  

5.2.3 Educator and Learner Experience Questionnaires 

The educator and learner questionnaires were created to understand the experience of using the PeopleLens and 
curriculum as well as articulate learnings that were important to those that used it. The educator questionnaire 
data included: 1) Likert-scale questions to understand ease-of-use and perceived usefulness; and 2) open-ended 
feedback on what worked well and what did not. A follow-up interview allowed deeper discussion of points raised 
in the questionnaire. See Appendix 2 in Supplementary Materials for documentation of questions used.  

The learner questionnaire was provided via the PeopleLens App. It was intended to be read out to the learner 
by the educator with the answers audio recorded. We chose this mechanism to avoid challenges from children with 
blindness accessing written material in a variety of ways. It also allowed the educator, the person who knows the 
child best, to support that communication process if needed. The questions were structured to gain an 
understanding of how the learner experienced the PeopleLens without potentially trying to please the educator or 
researchers. For example, we ask the learner to describe it to a friend and whether they would like to keep it.  
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Figure 2: The bespoke software used to assess engagement with the PeopleLens curriculum. 

6 CURRICULUM PILOT FINDINGS 

The curriculum addresses R1 and R2 in subsequent sections with the first section looking at the three articulated 
aims of the curriculum (as stated in Section 4). 

6.1 Curriculum for Meaningful Use 

R1: Did the curriculum usefully structure user exploration of social attention skills with the PeopleLens for 
learners, educators and peers?  

6.1.1 Curriculum as Learning Structure 

The three learners used the PeopleLens and curriculum consistently across the time period for which they had 
access as shown in Table 2. Over a period of 43 – 69 days learners completed the final task in the module of choice 
in the curriculum. This was Module 1 for P2/3 and Module 2 for P1 whose previous experience of the PeopleLens 
prepared him for more advanced challenges. All educators mentioned that COVID-19 social distancing restrictions 
significantly limited usage, including the need to skip activities, do them with family at home, or have an overall 
shortened period of access to the PeopleLens. Nonetheless, curriculum progression was mainly linear with some 
activities skipped to meet the needs of the learner or setting restrictions.  

Table 2: System usage data for participants that covers: number of distinct sessions; number of activities activated on the 
app; total time of usage in minutes, average length of sessions and activities in minutes; period of usage in days; total 
number of wearers (including educators and peers); and final activity completed as defined by the module and game 
number. The number in parentheses includes values for additional wearers. 
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P1 8(9) 24(29) 113(122)  14:15(13:30) 4:45 (4:15) 69 days 3 M2:9 
P2 15 (18) 39 (58) 90 (110) 6 (6) 2:15 55 days 2 M1:6 
P3 10 (10) 20 (32) 67 (106) 10:40 (6:45) 3:20 43 days 6 M1:7 

Activities happened in short bursts and lengthened as the participant’s age increased, ranging from 2:15 – 4:45 
minutes. Sessions included a series of activities which lasted between 6 – 14:15 minutes, with pauses in between 
for a variety of reasons: sharing the system with other children (P3), waiting for a natural moment of need to occur 
(e.g. when someone entered the room) (P2), or just discussing the experience and learnings (P1). This suggests that 
activities were a starting point for learning, but much work was being done by educators to contextualize the 
learning for the learner. Educators commented that the short bursts made it easy to fit this non-curricular 
engagement into the day and include peers in the school setting as appropriate.  

All educators adapted the curriculum to meet the needs and age of the participating learner. In Game 2: The 
Maestro, people sit around a table facing the learner. The learner assigns each person a sound. The learner then 
turns towards people in any sequence to get a symphony of sounds. The aim of the game is to encourage the learner 
to connect people with their names and positions in space; and use their head and/or body to initiate interaction 
with a person of preference. In the case of P2, sounds were turned into motivating songs and the learner was 
encouraged to stay facing the person with the MP3 player to hear their whole song. Songs were chosen to represent 
the person holding the MP3 player building on P2’s social engagement with people by singing “their” song.  

In contrast for P3, who was substantially older and using the PeopleLens in a school setting, the game unfolded 
in a different way. The first attempt at the Maestro game was unstructured, with everyone playing a percussion 
instrument when looked at by the learner. The game then evolved into a deliberate and purposeful process with 
each person playing a different note on a xylophone. In the final playing of the game, P3 tried to play a tune with 
xylophone notes. The group also experimented with each person playing their xylophone note only once as well as 
continually until P3 looked away. In addition to the skills that P3 gained in orienting towards people he liked 
experiencing social agency by being the conductor in charge of the group.  

Educators expressed no difficulty or lack of confidence in adapting the curriculum, as illustrated in the vignettes 
above. Additionally,  the response to the Likert-scale question found in Table 3 ‘I found the Scheme of Work easy to 
follow as a teacher’ was  positive (4.67/5). Educators were confident enough to go “off-curriculum.” The educator 
for P2 used the PeopleLens during teachable moments, e.g. when someone just entered the house, in an attempt to 
stimulate an interest in engaging with people outside the immediate social zone. In the case of P3, the educator 
often let the structured activity lapse into freeform conversation. As researchers, we might consider this the ideal 
scenario in which the children are positioned for easy recognition by the PeopleLens but the interaction can be 
natural.  

Overall, educators were confident in the learnings of their students. The Likert-scale questions showed high 
ratings of the PeopleLens as a tool for teaching children with blindness about social interaction (5/5) with a strong 
desire to use it again (5/5). These sentiments were expressed in the educators’ articulations of student learnings.  
For example, P3’s educator wrote: “He definitely developed the idea that when somebody is talking to him or he is 
talking to somebody else he needs to face them and look up” [to direct their attention to him]. The above findings 
suggest that the curriculum played an important role in facilitating exploration and understanding of the spatial 
concepts of social attention and that educators were able to use and adapt appropriately “out-of-the-box.”  

The biggest challenge with the technology during this pilot was the bulkiness and weight of the server, curtailing 
exploration that educators had in mind to enable. This, along with some difficult sequencing required when starting 
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all the components of the system, likely accounts for the Likert-scale score on the difficulty of using PeopleLens 
(2.33/1 (ideal response).   

Table 3: The responses for each Likert-scale question as well as the aggregate. 

Question P1 P2 P3 

I think PeopleLens tool is useful for teaching social interaction skills to blind children. 5 5 5 

I do not think the PeopleLens tool helps communication partners (other people) interact with the 
blind child. 

2 1 2 

I think the PeopleLens tool helps blind children interact more easily with their peers 5 3 5 

I found the PeopleLens tool difficult to use as a teacher. 2 2 3 

I found the Scheme of Work easy to follow as a teacher. 5 5 4 
I would like to use the PeopleLens tool with other learners in the future. 5 5 5 

6.1.2 Curriculum as Mutual Experiences 

PeopleLens was intended to support structed self-exploration of social concepts. The data suggests that learners 
were able to experience the empowerment and enjoyment of joining in with social norms. P1 / P2 said: 

“I just seem to never want to take it off. When it’s on my head, even though it’s very heavy, I like to keep it 
on my head. It just gives me so much information that I would otherwise not have had that people around 
me have all the time. It gives me more freedom. It gives me more possibilities, like I can just say hi to 
people.” (P1) 
 
“It was so much fun. I liked it when my friends came together, we chatted about it and we got to socialise.” 
(P2) 

Learners did not mention or allude to any sense of dissatisfaction or enforced social behaviour. There was no 
referencing by learners of the constant reminders to keep their head up or look at another child that the educators 
spoke about. As articulated by the educator of P1:  

“[P1] seemed to really get a feel for the reactions he could get from others from how he placed his body 
and especially angled his body and face.”  

This suggests that the PeopleLens was a good mix of structure and focus for educators, without inhibiting the 
learner’s experience of social agency.   

The curriculum was designed to be used with peers. While it was only used in one school setting due to COVID-
19, the games seemed to support learning. In the school setting, the participating peers all used the PeopleLens 
during each session. The educator said that the children enjoyed doing something non-academic together for 10-
15 minutes as well as liked the novelty of the experience. This is reflected by the scores on the Likert-scale questions 
around enabling peer interaction (4.33/5). The framing of the PeopleLens as a benefit to all seems to have worked 
well in enabling a mutually positive experience between the peers and the learner, avoiding potential stigmatization 
from using the technology [43,44]. 

Currently the curriculum learning outcomes are mainly focused toward the child with blindness. While this 
generally seemed to fit with the expectations of educators, potentially more could be done to move the benefit of 
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the experience for peers from novelty to being a more empathetic social communicator. This may be reflected in 
the Likert-scale question that captured the role of PeopleLens in helping communication partners (1.67/5). There 
is room here to consider the learnings, and not just participation, of peers and how the curriculum and technology 
facilitate mutual engagement. Nonetheless, the data suggests that the curriculum succeeded in enabling exploration 
while accounting for and engaging peers.  

6.1.3 Curriculum as Technology Boundary 

The curriculum was specifically designed to minimize the weaknesses of the PeopleLens technology within the 
scope of usage for benefit. For example, games in Module 1 were set up in a circle or around a table to reduce the 
likelihood of movement or needing to recognize the side of someone’s face. Looking at the log-data, we can see that 
extra tracks were spawned and appear as extra bump sounds (not names) in the experience. There are nearly 3 
times fewer extra sounds in Module 1 then in Module 2 when people are moving (average of 2.5/m versus 6/m). 
Digging deeper into the data, we can see that the extra track variation is very high with most games having none, 
and a few, often played on the same day, having large numbers. We surmise from the 3D reconstruction data that 
some setups do not work well for recognition. While curriculum design choices certainly help, further data analysis 
proves that even more could be done to aide recognition. 

We also saw examples in which the curriculum did not manage to successfully bound technology usage. The 
Shuffling Tornado game was set up so that peers stand spaced out in a semi-circle in front of the learner and then 
change places. The learner then has to guess the new order. This game was played by P2 at a table against a wall. 
As a result, the shuffling took place behind the learner rather than in front. The tracker was unable to keep a view 
on where people were. This resulted in the position of a person track not updating and the wrong name being read 
out. The educator described this as a confusing situation for the learner, who could smell the person who was 
actually there. While the game was crafted to avoid this known difficulty with the person tracking algorithm, the 
on-the-fly adaptations in a family home still led to non-performance on several occasions.   

AI technologies can be unpredictable and that is even more true of novel technologies which are pushing 
technical boundaries as is the case of PeopleLens. Yet, deployment is critical to improve the underlying technology 
and understand how it is most likely to enable intended users. These findings demonstrate that a curriculum can 
be an effective way of providing appropriate bounds on a new technology to ensure its robustness in long-term 
evaluations without the researcher being present.  

6.2 Curriculum as Shared Understanding of Success 

R2: How did the curriculum shape educators’ and learners’ notions of learning development or “success” after using 
the PeopleLens? 

6.2.1 Success as skills 

The curriculum provided a shared context for educators to talk about the success of their learners with researchers. 
Educators were articulate and specific about the concepts that they wanted to work on with their learners: 
attending to a person talking (P2/P3) and joining a group of peers (P1). The curriculum played an important 
bridging role in helping educators understand the scope of potential success. It provided a context for speaking 
about the learning outcomes and skills related to the goals for the learner. For example, P3 chose the learning 
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outcome of looking at others in discussion with his educator as part of a larger goal-setting exercise at the beginning 
of term.  

6.2.2 Success as discovered achievements 

Educators’ articulations of success, however, went beyond the curriculum. Despite the curriculum as the center 
piece of discussion between educators and researchers, written documentation of their experience and post-
interviews illustrated more nuance to how success emerged during the pilot. Two examples include an increase in 
verbal fluency when attention is given (P2) and an increased ability to switch attention between people and meet 
their eye gaze by looking up or down a face (P1). The educators gave the impression that these were discovered 
achievements rather than intended learning outcomes.  

6.2.3 Success as exposure to new ideas 

Perhaps even more nebulous, but arguably a more powerful success, came in learnings from understanding the 
potential shape of social communication. Educators noted that elements of the experience that gave access to 
information that learners were already accustomed to, but had difficultly acquiring, such as people’s names, showed 
immediate benefit. All educators contrasted this type of learning with helping a learner understand elements of 
social communication of which they had no experience, e.g., that someone looking at them could indicate a desire 
for interaction. This sense of opening up a new point-of-view for the learner, was captured by one educator as: “For 
[P2], [the PeopleLens experience] inserted the idea that people exist in space.”  

In this latter example, success looked like the fundamental realization of a new idea, a step that is critical to real 
change in social attention. It is perhaps what we might wish most from the PeopleLens experience, a way to deeply 
explore social attention rather than impose specific behaviours, an approach taken with AR technologies developed 
to support social communication for children with autism spectrum conditions [9]. However, educators noted that 
in this study it took concerted practice to help learners account and respond to these new types of information. 
Awareness and skill were different phases of the learning process, with the generalized skill not being realized in 
the timeframe of the pilot. 

6.2.4 Success as holistic change 

Each of the educators involved wrote first of the successes that aligned to learning outcomes or specific skills (e.g., 
meeting people’s gaze). However, all of them, also spoke more holistically about improvements. For example, in the 
case of P1:  

As [P1]’s parent I find myself feeling quite emotional watching him when he is using the Peoplens. I don’t 
know how much this is just about my ingrained social expectations as a sighted person but it does seem 
as if [P1]’s whole demeanor is more natural when using the PeopleLens. This coupled with [P1]’s great 
enjoyment of the experience makes me feel that it is giving him an experience that is useful and positive 
for him as a blind person too. 

It seems that these articulations of success capture the integration of different skills, or perhaps the development 
of a fundamental building block, to reach a qualitative difference in how social attention is achieved.  
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7 DISCUSSION 

Novel AI-infused educational technologies can give children with blindness the opportunity to explore concepts 
learned incidentally through vision by using alternative perceptual modalities. However, more effort is needed to 
support the meaningful use of such technological innovations for evaluations at scale and later wide-spread 
adoptions. This paper presents the development and pilot evaluation of a curriculum to enable educators to support 
learners with blindness explore social attention using the PeopleLens technology. In the discussion we integrate 
our learnings in designing a curriculum by offering four design guidelines for other researchers. We also reflect 
upon how we might assess the efficacy of such technologies given the voices of our educator and learner 
participants. Following a section on limitations, we close the discussion with an argument for our community to 
widen the scope of discourse around assistive technologies to include approaches to support their meaningful use.  

7.1 Enabling Meaningful Use 

Innovative educational technologies need to be used meaningfully. It may not be enough to provide learners with 
information in a new modality if they do not know how to use that information. As demonstrated with the 
PeopleLens, it was not enough to provide the names and locations of people as children with blindness have not 
had the early years experience with this information and could not use it effectively to manage social attention. 
Moreover, the detailed thought that grounds a technology design and epistemic approach needs to be 
communicated to those managing the technology, usually educators. This is particularly challenging when working 
with children with sensory impairments, as they are low-incidence and therefore geographically dispersed. The 
curriculum presented in this paper is one example of how meaningful use of a novel technology can be supported 
when a researcher does not have direct interaction with participants. In the following paragraphs, we elucidate four 
design guidelines for other researchers.  

7.1.1 Assess the Balance between Enablement and Prescription 

Structure is essential to support productive exploration by learners as well as guide the educator in finding 
appropriate usage in their educational environment. Structure does not have to equate with prescription. Although 
prescriptive approaches to education are common, they can disempower learners with blindness [17]. As we saw 
in the pilot reported here, the curriculum achieved a balance between enablement (with learners feeling 
empowered) while educators had the structure they required for use in their diverse contexts.   

7.1.2 Empower Educators to Adapt 

Children with low-incidence disabilities are very diverse [5]. Technologies may be used across a wide age-spectrum; 
contexts also vary widely from special schools and home school to bespoke mainstream inclusion approaches. 
Educators know the needs of their learners and are best placed to provide the experience most relevant to the 
development of that learner. Explicit encouragement is a good starting point to engage educators in adapting the 
curriculum. We also found that learning outcomes and completion criteria, as they communicated the focus of the 
learning, played a key role in increasing the confidence of educators in their adaptations.  

7.1.3 Create Mutual Experiences 

Assistive technologies, even enabling ones, can cause stigmatization [43,44]. Creating mutual experiences that 
include peers in a productive way can proactively shape views on the most productive use of a technology in 
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supporting the learning process. While this curriculum was successful in creating a non-stigmatized learning 
environment, we realize that we could have gone further in making the experience of peers not just fun and novel, 
but also more educational as social communicators to people with different world perspectives.     

7.1.4 Accommodate Technology Limitations 

AI technologies are difficult to design for as their outcomes can be unpredictable. While AI technologies have been 
shown to power productive educational experiences for children, their limitations can significantly dampen the 
experience. The PeopleLens curriculum was designed to accommodate the known limitations of the technology 
experience (as detailed in section 3). For the most part, this was successful with the only “catastrophic” system 
failure being a learner getting confused due to an adaptation of the curriculum.  

7.2 Assessing Efficacy  

Despite significant technological innovation to support the education of children with blindness, there are still 
significant challenges in assessing efficacy [6]. Many of these challenges are related to a highly diverse, low-
incidence population, making it difficult to use traditional quantitative measures. Another challenge comes from 
the conceptualization of the technology itself. If the aim of a technology is to help learners explore and build out 
new, unforeseen capabilities, notions of efficacy must also be emergent. Nonetheless, uptake and wide-spread 
adoption of novel educational technologies depends on the ability to measure their efficacy. Below are reflections 
on how the educators’ own articulations of success might shape research notions of efficacy.  

7.2.1 Curriculum as Measurable Skills 

A skills-based approach in which a set of skills is chosen and worked on (a typical educational approach) using the 
curriculum can provide a way to realistically measure skill acquisition. In the case of the PeopleLens, an incidental 
view of this learning might be seen through logging measures such as completion criteria or using algorithms to 
extract demonstrations of the skills from post-processing of captured data (e.g., 6DOF measures of head position); 
however, a more realistic approach may be to observe the changes in these skills through quantified coding of video 
of a real-world activity. This skills-based approach would be one way to underpin proposals to use single person 
(pre/post) study designs to address the heterogeneity of learners and the benefit they receive.  

7.2.2 Curriculum as Shared Understanding 

Yet, the reflections of educators suggest that much of their view of “success” was outside the realms of specific skills 
captured in the curriculum. In some cases, success was emergent (e.g., better sustained conversation); in other 
cases, it was the realization of an idea (e.g., a person looks at another to direct their attention); it was also described 
as the integration of a number of skills to show consequential change in social communication. The learning 
objectives of the curriculum did, however, provided a shared understanding of what successful learning 
explorations might look like. Unlike the large-scale study done with children with blindness or low vision for a 
physical coding language [29], this pilot showed that educators had little difficulty precisely articulating what 
success they saw, making their communication of what learners achieved more consistent.   

Using the curriculum as a way to build shared understanding with the people who will not only deliver the 
educational experience, but also assess it, provides a compelling alternative to typical quantitative measures of 
success that use standardized questionnaires. Often developed in clinical contexts, these questionnaires, such as 



20 

the Children’s Communication Checklist (CCC) [4] are difficult to interpret for those with low-incidence disabilities. 
Moreover, they also do not speak to the formulation of technology as an exploratory and empowering tool. Indeed, 
questions can feel invasive and negative, such as asking a child if they have a friend, a painful question for a child 
with blindness struggling to find connection. Learning objectives offer a starting point for educators to articulate 
and track change as well as shape the collaborative learning journey with the student, making participation in 
research a positive experience.  

7.2.3 Assessing Emerging Capabilities  

It is clear that ways of consistently capturing an educator’s view of change will be important, as this pilot has shown 
that notions of “success” change over time. Understanding a learner’s sense of change may also be important, 
although in this pilot we did not see the levels of self-reflection needed to rely on this alone. This may be the result 
of the age of the learnes, or the need for more time for the individual skills to aggregate into changed social 
interactions. Capturing the view of participant educators and learners in a pilot gives an opportunity to identify 
measurable elements that contribute to efficacy. These could include changes in fundamental capabilities (e.g., 
dynamic spatial processing) or in higher-level aggregate skills (e.g., verbal fluency [10]). That said, there is still more 
research effort needed to take such an approach as the research about fundamental capabilities is often limited by 
existing technologies and may take long-term studies to see change.  

We welcome further research into tools that might support qualitative and quantitative enquiry that can help 
elucidate and measure the role of AI systems in supporting the development of children with disabilities. 

7.3 Study Limitations 

This study focuses specifically on the experiences of educators and learners on piloting the PeopleLens curriculum. 
It does not frame that discussion within actual measurement of efficacy of the technology (i.e., learning outcomes 
achieved). Indeed, we specifically wanted to understand what success might look like before codifying it in 
quantitative measures. Moreover, in respect of the research burden in low-incidence disability communities [21], 
we only recruited three participants, the minimum number in which we felt we could get a good sense of the 
variation. A larger number of children and a more complete set of data is needed to validate the full PeopleLens 
experience and measure its impact. We hope this will become possible once COVID-19 pandemic restrictions lessen.  

8 CONCLUSION 

There has been significant innovation in educational technologies for children with disabilities, but evaluations of 
such technologies have generally been small-scale ([29] is an exception) due to challenges in supporting meaningful 
use [6,21] and the fragility of prototypes, particularly AI technologies [3]. We discussed the successful role of the 
curriculum in enabling educators across a range of settings to use a novel AI technology without confining the 
experience of the learners. We also illustrated the important role of the curriculum in minimizing catastrophic 
technology failure, a necessary requirement for long-term deployments of prototype technology. Thinking about 
how we support meaningful use of the technologies we create will help address the challenge of small sample size 
in studies with children with disabilities [5] and blindness more widely [6]. Usage can be more geographically 
distributed with higher confidence that the technology will be robust.  

Our community also has a rising discourse about using technology to challenge the status quo, empowering 
people with disabilities to more actively shape the potential of technologies [2,53]. This will be difficult to achieve 
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if technologies are slotted into an existing eco-system that supports the model of medicalization of disability. For 
example, technology used in therapies for autism (e.g. [9,51]) is confined by those existing therapies and measures 
of success, and, if effective, might replace a skilled practitioner to drive cost down. While such an approach makes 
it easier to imagine and scale a technology, it limits the potential for innovation that enables people with disabilities 
in new ways. Broadening our scope to include a concern about scaling meaningful use is one step needed to 
encourage technologies that challenge the status quo. 
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