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1 Introduction

Feynman integrals are central objects in theoretical physics, for example, their evaluation is
central for the calculation of any scattering amplitude in high-energy physics [1]. This not
only includes experiments using the Large Hadron Collider at CERN but also amplitudes
in gravitational wave physics [2, 3] or the critical exponent in statistical field theory [4].

Evaluation of these integrals is a challenging problem which has fostered two main
lines of development: advanced numerical schemes have been developed for fast and ac-
curate direct evaluation (see e.g. [5, 6] or [7, 8]) and sophisticated analytical computer
tools have been developed for either direct evaluation or for understanding the analytic
structure, see for example [9–22]. Focusing on the latter, the topic is classical and dates
back to the seminal work of Landau [23], Cutkosky [24] and the S-matrix program of the
1960’s [25]. At that time it was understood by Regge that every Feynman integral is a
solution to a system of partial differential equations (PDEs) of “hypergeometric type” [26],
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and a strong connection with the Japanese D-module school of Sato and Kashiwara was
established [27, 28].

Later in the 1980’s, a completely combinatorial description of a vast family of D-
modules, to which all Feynman integrals belong, was given by Gel’fand and collabora-
tors [29]. D-modules in this family are now commonly referred to as GKZ-hypergeometric
systems. The singularities of these GKZ-hypergeometric systems are described by a polyno-
mial known as the principal A-determinant. When the GKZ-hypergeometric system under
consideration arises from a Feynman integral, the principal A-determinant then describes
the kinematic singularities of the Feynman integral, namely the values of the kinematic
parameters of the integral, for which it may become singular. The zero set of the principal
A-determinant is commonly referred to in physics as the Landau singular locus, in other
words it is the solution to the Landau equations [23], where the presence of kinematic singu-
larities is formulated as a condition for the contour of integration to become trapped. One
important property of GKZ-hypergeometric systems is the Cohen-Macaulay property; when
a GKZ-hypergeometric system has this property its rank is given by a simple combinatorial
formula and series solutions to the system may be obtained in a much more straightforward
manner. In the context of Feynman integrals, the rank of the GKZ-hypergeometric system
bounds the number of master integrals, to be defined below. These connections have been
rediscovered in recent years attracting a lot of interest, see e.g. [30–33].

Parallel to this, analytic evaluation approaches using partial differential equations were
also developed natively within the physics community [34–36], culminating in what is now
called canonical differential equations [37]. When a Feynman integral can be represented
like this it can be expressed as a Chen iterated integral [38] which, when the kernels are ra-
tional, further reduces to the well-studied class of multiple polylogarithms (MPLs) [39, 40].

More concretely, these approaches are based on the solution of integration by parts
identities (IBPs) [41], namely linear relations between any set of Feynman integrals with
integer propagator powers, for example those contributing to a given process. The master
integrals alluded to before are precisely a finite basis g⃗ in this linear space, obtained by
solving the identities in question. Derivatives of the master integrals may then be re-
expressed in terms of this basis. Regularizing the infrared and ultraviolet divergences of
the integrals by setting the dimension of the loop momenta to D = D0 − 2ϵ, the canonical
transformation that greatly facilitates their solution is then a change of basis such that

dg⃗ = ϵ dM̃ g⃗, (1.1)

where we have grouped all partial derivatives with respect to the independent kinematic
variables of the integrals, vi, into the total differential d = ∑

i dvi∂vi . The matrix M̃ is
independent of ϵ and takes the simple dlog-form,

M̃ ≡
∑

i

ãi logWi, (1.2)

where the ãi are constant matrices and the Wi carry all kinematic dependence and are called
letters. The set of all letters is called the alphabet. Evidence suggests that a transformation
to the first equality is always possible, however the particular form of the M̃ matrix given
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by the second equality is expected to exist only when the master integrals live in the
aforementioned class of MPLs. The latter class of integrals will be the focus of this paper.

The merit of the canonical differential equations (1.1)–(1.2) for the integrals g⃗ is that
they can now be easily solved as an expansion1 in ϵ

g⃗ =
∞∑

k=0
ϵkg⃗(k), (1.3)

where at each order g⃗(k) the symbol S [42], capturing the full answer up to transcendental
constants, is given by

S(g⃗(k)) =
n∑

i1,...,ik=1
ãik

· ãik−1 · · · ãi1 · g⃗(0) Wi1 ⊗ · · · ⊗ Wik
. (1.4)

In practical applications, two major bottlenecks that one often encounters in the above
procedure are solving the IBPs analytically so as to find a basis of master integrals, and
finding the transformation that relates this to a new, canonical basis (1.2). However, with
knowledge of the letters Wi it would be possible to avoid doing these two steps analytically
by using the latter equation as an ansatz. The unknown coefficient matrices ãi can then be
fixed by matching the partial derivatives of the ansatz to multiple numerical evaluations
of (1.1) derived through numeric IBP identities (over finite fields if necessary). Similar
approaches have, for example, been used in [43].

Motivated by the great potential benefits of this alternative route, in this paper we
will open a new door to obtaining the symbol alphabet from the Landau equations, when
recast in the form of the aforementioned principal A-determinant, before attempting to
analytically evaluate the integrals. Many crucial results in theoretical physics have been
obtained by analyzing the Landau equations, whose study has recently received renewed
interest, see for example [44–54] for an incomplete list. From eqs. (1.1)–(1.2) it is evident
that values of the kinematic variables where the letters Wi vanish are potential branch
points of Feynman integrals, and it is well known that these values are indeed captured
by the Landau equations. However this information is in general not enough for fixing the
entire functional form of the letters.

Quite remarkably, here we observe that the principal A-determinant of a Feynman
integral, in the natural factorization it is endowed with as a function of its kinematic
variables, coincides with the product of rational letters of the integral in question! We
will provide precise definitions in the following sections, but let us give an idea of this
identification for the one-loop ‘two-mass easy’ box with all internal masses being zero, and

1We assume that the integrals are normalized such that they have uniform transcendental weight zero.
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additionally p22 = p24 = 0, p21, p23 ̸= 0:
p1 p4

p3p2

x1

x4

x3

x2

The principal A-determinant of this Feynman integral is

ẼA = (p21p23 − st)︸ ︷︷ ︸
type−I

p21p
2
3st(p21 + p23 − s − t)(p23 − t)(p23 − s)(p21 − t)(p21 − s)︸ ︷︷ ︸

type−II

. (1.5)

where s = (p1 + p2)2 and t = (p1 + p4)2 are Mandelstam invariants. The 10 factors above
in fact coincide with the 10 letters in the symbol alphabet of this diagram. In eq. (1.5) we
have also indicated whether each factor describes a type-I and type-II Landau singularity,
associated to the entrapment of the integration contour at finite or infinite values of the
loop momentum, respectively (as also reviewed in section 2.2). In much of the relevant
literature there has been a tendency to focus on type-I singularities, however here we
wish to emphasize that for symbol alphabets the type-II singularities in general cannot be
neglected.

We will also provide two-loop evidence of the connection between principal A-determi-
nants and rational letters, but in this paper we will mainly focus on further extracting
letters containing square roots from them, which is well known that already appear in one-
loop integrals. For these integrals, we will also prove that the Cohen-Macaulay property
holds.

The paper is organized as follows. In section 2 we provide the necessary background for
Feynman integrals and generalized hypergeometric systems. In particular we connect the
Landau singularities to the principal A-determinant. In section 3 we restrict our focus to
one-loop graphs and provide the full principal A-determinant, symbol alphabet and canon-
ical differential equations for all graphs with generic kinematics. The process of starting
with the case of generic kinematics and taking limits to obtain non-generic kinematics, as
well as the connection to previous work, are also discussed. Explicit examples are provided
in section 4. In section 5 we prove that the Cohen-Macaulay property holds for one-loop
graphs for almost all choices of kinematics (in fact we prove a stronger sufficient condition
referred to as normality) and discuss the generalized permutohedron property. Finally in
section 6 we provide conclusions and outlook. Our results on the principal A-determinant,
symbol alphabet and differential equations have also been implemented in the Mathematica
notebook LandauAlphabetDE.nb as Supplementary Material attached to our article.

Note added. While this project was in the process of writing up, we became aware of
the recent preprint [55], which overlaps in part with the results presented in subsection 3.2.
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2 Feynman integrals, Landau singularities and GKZ systems

In this section we establish our conventions on Feynman scalar integrals, and review
how they can be interpreted as GKZ hypergeometric systems when expressed in the Lee-
Pomeransky representation. We also recall how a natural object in this framework, the
principal A-determinant, captures the Landau singularities of these integrals, mostly fol-
lowing [48].

2.1 Feynman integrals in the Lee-Pomeransky representation

In this paper we consider one-particle irreducible Feynman graphs G := (E, V ) with in-
ternal edge set E, vertex set V and loop number L = |E| − |V | + 1. Every edge e ∈ E

is assigned an arbitrary direction with which we define the incidence matrix ηve of G to
satisfy ηve = 1 if e ends at v, −1 if e starts at v, and 0 otherwise. The vertex set V

has the disjoint partition V = Vext ⊔ Vint where each vertex v ∈ Vext is assigned an ex-
ternal incoming d-dimensional momenta pv ∈ R1,d−1 with the mostly minus convention
(pv)2 = (p0v)2 − (p1v)2 − · · · and we put pv = 0 for all v ∈ Vint. Using Feynman’s causal iε

prescription, scalar Feynman rules assigns the following integral to G:

I =
(

eγEϵ

iπD/2

)L

lim
ε→0+

∫ ∏
e∈E

dDqe

( −1
q2e − m2

e + iε

)νe ∏
v∈V \{v0}

δ(D)
(

pv +
∑
e∈E

ηveqe

)
(2.1)

where γE = −Γ′(1) ≃ 0.577 is the Euler-Mascheroni constant, νe ∈ Z are generalized prop-
agator powers and qe is the total internal momenta flowing through the edge e. We are
also employing dimensional regularization with D := D0 − 2ϵ, and while the external and
(integer part of) the internal momenta dimensions are usually taken to coincide, D0 = d,
here we will distinguish between the two. Physically this can be thought of as restricting
one set of momenta to lie in a subspace of the other, and is further justified by the alter-
native parametric representations of Feynman integrals, which we will get to momentarily.
Momentum is conserved at each vertex v ∈ V , but only |V | − 1 of these constraints are
independent, we therefore remove an arbitrary vertex v0 from V in (2.1) to avoid imposing
δ(D) (∑v∈V pv) explicitly.

To evaluate the integrals we rewrite them in parametric form

I = eLγEϵΓ(ω) lim
ε→0+

∫ ∞

0

∏
e∈E

(
xνedxe

xeΓ(νe)

)
δ(1− H(x))

UD/2

(
1

F/U − iε
∑

e∈E xe

)ω

(2.2)

where ω := ∑
e∈E νe − LD/2 is the superficial degree of divergence, H : R|E| → R+

is a homogeneous function of degree one and xe, e ∈ E, are the Schwinger/Feynman
parameters. These are defined by the Γ-function identity(

i

q2e − m2
e + iε

)νe

= 1
Γ(νe)

∫ ∞

0

dxe

xe
xνe

e exp
[
ixe(q2e − m2

e + iε)
]

(2.3)

which is absolutely convergent when ε > 0 and the real part of νe is positive, ℜ(νe) > 0,
but can be analytically continued to all νe ∈ C. In the representation (2.2) the information
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on the Feynman graph G has been encoded in two homogeneous Symanzik polynomials U
and F , of degree L and L + 1 in the integration variables, respectively. As is reviewed in
e.g. [56], by virtue of the matrix tree theorem these are equal to

U =
∑

T a spanning
tree of G

∏
e ̸∈T

xe, (2.4)

F = Fm + F0 = U
∑
e∈E

m2
exe −

∑
F a spanning
2−forest of G

p(F )2
∏
e ̸∈F

xe, (2.5)

where a spanning tree is a connected subgraph of G which contains all of its vertices but
no loops, and the spanning two-forest is defined similarly, but now has two connected
components. For each spanning two-forest F = (T, T ′) of G we let p(F ) = ∑

v∈T∩Vext p(v)
denote the total momentum flowing through cut.

In this paper we will consistently think of the Feynman integral of a Feynman diagram
G in their parametric representation due to Lee and Pomeransky [57], that is we consider
integrals:

I = eLγEϵ Γ(D/2)
Γ(D/2− ω)

∫ ∞

0

∏
e∈E

(
xνe

e dxe

xeΓ(νe)

) 1
GD/2 (2.6)

where
G = U + F (2.7)

and the dependence on iε has been suppressed as it will not play a role in the rest of the
paper. Going from (2.6) back to (2.2) is done by inserting 1 =

∫∞
0 δ(t−H(x))dt, re-scaling

the variables xe → txe, t > 0 and performing the t-integral.
When a Feynman integral is written in Lee-Pomeransky form it is a generalized hy-

pergeometric integral [30, 31] of the form studied by Passare and collaborators [58, 59].
As a consequence it is also a solution to a generalized hypergeometric system of partial
differential equations in the sense of Gel’fand, Graev, Kapranov and Zelevinskĭı (GGKZ,
commonly shortened to GKZ) [29, 60–63]. The singularities of these hypergeometric sys-
tems are described by the principal A-determinant, see [64, §3] and [65, section 9] or [66,
Theorem 1.36] or [48, §3]. We will define the principal A-determinant in section 2.2 below;
in the context of Feynman integrals the zero set of the principal A-determinant contains
all kinematic points where the Feynman integral fails to be an analytic function.

Using multi-index notation we may write the Lee-Pomeransky polynomial as G =∑r
i=1 cix

αi with ci ̸= 0 and αi ∈ Z|E|
≥0 for all i = 1, . . . , r. We define the two matrices

A := {1} × A− =
(

1 1 · · · 1,

α1 α2 · · · αr

)
∈ Z(|E|+1)×r

≥0 , and (2.8)

β :=
(
−D/2, −ν1 , . . . ,−ν|E|

)T
∈ R|E|+1, (2.9)

where A− := Supp(G) is the monomial support of G, that is the matrix whose columns are
the exponent vectors of the monomials appearing with non-zero coefficients in G. From
these two matrices the GKZ hypergeometric system can be defined as a left-ideal HA(β) in
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the Weyl algebra W := Q(β)[c1, . . . , cr]⟨∂1, . . . , ∂r⟩ where ∂i denotes the partial differential
operator associated to ci (cf. [67]). The hypergeometric ideal HA(β) can be written as the
sum of the two ideals

IA :=
〈
∂u − ∂v | u, v ∈ Zr

≥0 s.t. Au = Av
〉

, and (2.10)

ZA(β) :=
〈
Θi(c, ∂) | Θ = A ·


c1∂1

...
cr∂r

− β

〉
, (2.11)

where Θ is a vector containing |E| + 1 polynomials. Note that a Feynman integral I is
annihilated by all polynomials in the left-ideal HA(β) := IA + ZA(β), i.e. HA(β) • I = 0,
hence, from an analytic perspective, HA(β) is a system of partial differential equations. We
also note that by definition the ideal IA is in fact an ideal in the commutative polynomial
ring Q[∂1, · · · , ∂r], (which we consider as a left ideal in the Weyl algebra) and has a finite
generating set IA = ⟨h1, . . . hℓ⟩ with hi ∈ Q[∂1, · · · , ∂r]. This ideal IA is a prime ideal
whose finite generating set consists of binomials and is often referred to as a toric ideal as
it gives the defining equations of the projective toric variety

XA = {z ∈ Pr−1 | h1(z) = · · · = hℓ(z) = 0}

associated to the matrix A, see e.g. [68], [65, II, section 5].

2.2 Landau singularities and the principal A-determinant

In going from the momentum space representation (2.1) to the parametric representa-
tion (2.2) one has the intermediate step

I =
∫ L∏

l=1

dDkl

iπD/2

∫ ∞

0

∏
e∈E

dxe
δ(1− H(x))

Q
∑

e
νe

(2.12)

where the momentum integrals is over the L independent loop momenta and

Q =
∑
e∈E

xe(−q2e + m2
e). (2.13)

The original Landau analysis [23] involves finding not only when Q is zero but when it has
a stationary point so that the integration contour becomes pinched between poles of the
integrand. These conditions are expressed in the Landau equationsQ = 0

∂
∂kl

Q = 0, ∀l = 1, . . . , L.
(2.14)

If all loop momenta are kept finite the solutions are called type-I singularities while if
all loop momenta are infinite it is referred to as a type-II singularity (first observed by
Cutkosky [24]). In general some loop momenta can be finite while some pinch at infinity
giving a mixed type-II singularity. However, at one-loop there are no such mixed sin-
gularities as there is only one loop momentum. The Landau equations have also been
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studied in the parametric representation (2.2), see for example [69, 70]. After introducing
some machinery from the GKZ-formalism, we will see that solutions of the Landau equa-
tions in the Lee-Pomeransky formalism are associated with the vanishing of the principal
A-determinant (cf. Definition 2.2).

Following the notation in [65] we let A = {a1, . . . , an} ⊂ Zk−1 be a set of lattice points
that generates Zk−1 and let CA denote the finite dimensional C-vector space of all Laurent
polynomials with support A, meaning all Laurent polynomials which can be formed from
the momomials xa1 , . . . , xan , i.e. CA := {

∑n
i=1 cix

ai | ci ∈ C}.
Let Z0(A) ⊂ (CA)k be the set of polynomials (f1(x), . . . , fk(x)) for which there is x in

the algebraic torus (C∗)k−1 satisfying f1(x) = · · · fk(x) = 0, i.e.

Z0(A) :=
{
(f1, . . . , fk) ∈ (CA)k |V (f1, . . . , fk) ̸= ∅ in (C∗)k−1

}
. (2.15)

The closure Z(A) of Z0(A) is an irreducible hypersurface in (CA)k over the rational num-
bers.

Definition 2.1 (A-resultant). Since Z(A) is an irreducible hypersurface there is an ir-
reducible polynomial RA in the coefficients of f1, . . . , fk with integer coefficients that is
unique up to sign. This polynomial is called the A-resultant.

A special case of the A-resultant is when fk = f and fi = xi∂f/∂xi for i = 1, . . . , k−1:

Definition 2.2 (Principal A-determinant). The special A-resultant

EA(f) := RA

(
x1

∂f

∂x1
, . . . , xk−1

∂f

∂xk−1
, f

)
(2.16)

is called the principal A-determinant.

A major result in this field [65, section 10] is that the principal A-determinant can be
written as a product of A-discriminants. Let ∇0 ⊂ CA be the set defined as

∇0 :=
{

f ∈ CA | V
(

f,
∂f

∂x1
, . . . ,

∂f

∂xk

)
̸= ∅ for x ∈ (C∗)k

}
(2.17)

and denote by ∇A the Zariski closure of ∇0.

Definition 2.3 (A-discriminant). If ∇A ⊂ CA has codimension 1, then the A-discriminant
is the irreducible polynomial ∆A(f) in the coefficients ci of f that vanishes on ∇A. If
codim∇A > 1 we put ∆A = 1.

Again writing XA for the toric variety associated to A, we have that the projectiviza-
tion of ∇A is the projective dual of XA, see e.g. [65]. The faces Γ ⊂ conv(A) induce a
stratification of XA with strata X(Γ) and projective duals ∇A∩Γ; by A ∩ Γ we mean the
matrix consisting of all columns of A which are also contained in the face Γ. For a variety
X(Γ) ⊂ XA we denote the multiplicity of XA along X(Γ) as multX(Γ)XA, [65, Definition
3.15, section 5], and we have the following factorization theorem.

– 8 –
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Theorem 2.4 (Prime factorization, Theorem 1.2, section 10 of [65]). Let Q = conv(A),
then the principal A-determinant is the polynomial

EA(f) = ±
∏
Γ⊆Q

∆A∩Γ(f)multX(Γ)XA (2.18)

where ∆A∩Γ(f) := ∆A∩Γ(f |Γ) and f |Γ is the coordinate restriction of f supported on Γ.

Calculating the principal A-determinant EA(f) now comes down to three steps: cal-
culating all the faces Γ of Q = conv(A), calculating the multiplicities multX(Γ)XA, which
are lattice indices [65, Theorem 3.16, section 5] and can be computed via integer linear
algebra [71, Remark 2.2], and finally calculating the A-discriminants ∆A∩Γ(f) which can
be obtained via elimination (which can be accomplished using Gröbner basis, see e.g. [72]).

In our discussion we are primarily interested in the zero set of the principal A-
determinant EA(f), hence we may neglect the exponents appearing in (2.18), as these
do not change the zero set. To this end we make the following definition of a reduced prin-
cipal A-determinant, which is the unique polynomial (up to constant) that corresponds to
the zero set of EA(f).2

Definition 2.5 (Reduced Principal A-determinant). Let Q = conv(A), then the reduced
principal A-determinant is the polynomial

ẼA(f) =
∏
Γ⊆Q

∆A∩Γ(f) (2.19)

where ∆A∩Γ(f) := ∆A∩Γ(f |Γ) and f |Γ is the coordinate restriction of f supported on Γ.

Using the homogenized Lee-Pomeransky polynomial Gh := Ux0+F and A = Supp(Gh) 3

in the definition of EA(Gh) we can understand EA(Gh) as a polynomial in the coefficients
ci whose zeros correspond to coefficients such that

Gh = 0, and either xi = 0 or ∂Gh

∂xi
= 0 ∀ i = 0, . . . , |E| in (C∗)|E|+1. (2.20)

Written in this way this is the “third representation” of the Landau equations in [25,
§2.2] with some important differences. In [25] they define the singularities only in terms
of the F -polynomial. Using the full Lee-Pomeransky polynomial, not only do we get all
the Landau singularities from the F -polynomial (the type-I singularities), but also the
singularities only depending on external kinematics (type-II singularities) and the mixed
type-II singularities. For a recent discussion on the relation between discriminants and
Landau singularities see e.g. [48, 49]. In short we get all possible singularities by using the
full Lee-Pomeransky polynomial.

2Mathematically speaking, the exponents in eq. (2.18) do contain important information; in the context
of toric geometry this e.g. pertains to the local geometry in the neighbourhood of a singular point on the
toric variety. The physical meaning of these exponents in the Feynman integral context is something that
certainly merits further exploraton. As a first step in this direction, we have computed these exponents for
several examples of generic 1-loop graphs, finding that they are always equal to 1. We defer a more detailed
investigation to future work.

3This is equivalent to using A = {1} × Supp(U + F), see section 5.
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Using the prime factorization theorem it is easy to associate each of the non-trivial
discriminants appearing in the factorization to certain type of singularities, at least for
generic kinematics at one-loop where contracting edges of the graph G is the equivalent to
going to faces of Newt(G), as also discussed in [48]:

• ∆A(G) is the type-II singularity for the full graph.

• ∆A∩xi=0(G|xi=0) is the type-II singularity for the sub-graph with edge i contracted.

• ∆A∩Newt(F)(F) is the type-I singularity for the full graph (i.e. the leading Landau
singularity).

• ∆A∩Newt(F)∩xi=0(F|xi=0) is the type-I singularity for the sub-graph with edge i con-
tracted.

• ∆A∩Γ(G|Γ) with Γ having vertices both in Supp(U) and Supp(F) are mixed singular-
ities.

Multiple edges can be contracted to get singularities for even smaller sub-graphs. Sub-
tleties with these identifications can appear for specific kinematic configurations, as we will
illustrate in subsection 4.3 in the concrete example of the box with three offshell external
and all massless internal legs. Nevertheless, in subsection 3.4 we will also show that the
principal A-determinant of a non-generic graph may be obtained as a limit of that of a
generic graph, such that subtleties of this sort ultimately do not matter.

One of the main themes of this paper is to show how the principal A-determinant can
be used to determine symbol letters. The argument for why this holds follows from the fact
that every GKZ-hypergeometric system can be written as a system of first order differential
equations, in this context this system is called the Pfaffian system and can be calculated
using Gröbner basis methods [67]. The coefficients of this system depend rationally on the
kinematic variables but polynomially on the parameters in the β-vector, and hence also on
the dimensional regulator ϵ. The singular locus of the Pfaffian system is the product of its
denominators, which may a priori be larger than the principal A-determinant. However if
it is possible to find a transformation that brings it into an ϵ-factorized form (1.1), then
the singular locus of the Pfaffian system coincides with the principal A-determinant. As
shown in [73, 74], this is because the monodromy group has been normalized. Especially
in the case when the denominators of the canonical differential equation factorize into
linear factors, these factors correspond to the symbol letters and are also the factors of the
principal A-determinant.

For our purposes the principal A-determinant is important since it describes the sin-
gularities of a GKZ system Hβ(A), but before concluding this section let us also mention
its relation to the triangulations of the polytope conv(A) = Newt(f) and the Chow form of
the toric variety XA. The relation between these three objects manifests as the following
three polytopes coinciding

Newt(EA(f)) ≃ Σ(A) ≃ Ch(XA). (2.21)
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Here Σ(A) denotes the secondary polytope of A, that is, the polytope that encodes the
regular subdivisions of A, and whose vertices particularly correspond to the regular tri-
angulations of A. Two vertices of Σ(A) are connected by an edge if and only if the two
triangulations are related by a modification along a circuit in A. The similarity between
Σ(A) and the exchange graph (more precisely, the cluster polytope) of a cluster algebra [75]
is too striking to ignore. Specifically, if A ⊂ R2 is the set of vertices of a convex n-gon,
then the secondary polytope Σ(A) is the n−th associahedron, which is indeed isomor-
phic to the cluster polytope of the An−3 cluster algebra. Since Newt(EA) ≃ Σ(A), our
approach for extracting symbol alphabets from the principal A-determinant EA(G) offers
promise for providing a first-principle derivation and extension of the intriguing cluster-
algebraic structures observed in a wealth of different Feynman integrals [76–78], following
similar observations in the context of scattering amplitudes in N = 4 super Yang-Mills
theory [79, 80], see also the recent review [81].

Finally, the third polytope in eq. (2.21), Ch(XA), is the Chow polytope. This is the
weight polytope of the Chow form RXA

, which describes all the (n − k − 1)−dimensional
projective subspaces in Pn−1 that intersect XA. Here XA is a toric variety of dimension
k − 1 and degree d. Let B = ⊕

Bm be the homogeneous coordinate ring of Gr(n − k, n),
then RXA

∈ Bd. Again this seems to point towards cluster algebras since the homogeneous
coordinate ring of a Grassmanian comes with a natural cluster algebra structure [82].

3 One-loop principal A-determinants and symbol letters

The goal of this section is to present a formula to compute the symbol alphabet of one-
loop Feynman graphs from their principal A-determinant. At this loop order the relevant
principal A-determinant is in turn computed via determinant calculations as described in
subsection 3.1 below. The resulting formulas for the symbol letters of generic Feynman
integrals, where all masses and momenta squared are nonzero and different from each other,
are then given in subsection 3.2. These formulas are then verified by directly constructing
the corresponding canonical differential equations in subsection 3.3, and by comparing with
earlier results in the literature, whenever available. Finally, in subsection 3.4 we provide
evidence that the principal A-determinant and symbol alphabets of non-generic graphs
may be obtained from the generic ones by a limiting process.

3.1 Matrix representation of one-loop principal A-determinants

Let us start by further specializing the mostly general discussion of section 2.2 to one-loop
graphs as shown and labeled in figure 1. In this case the number of external legs coincides
with the number of internal legs and with the number of vertices, and for simplicity from
this point onwards we will denote this number with

n = |E| = |V | . (3.1)

For one-loop graphs U has degree one and F has degree two, so the homogenized
Lee-Pomeransky polynomial Gh = Ux0 + F has degree two. For degree two polynomials
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x1

Figure 1. Generic one-loop Feynman diagram with n external legs.

the discriminant and hence also the principal A-determinant calculation, which we will
consider in this section, can be made very simple.

Let f be a homogeneous polynomial of degree two. The homogeneity means that the
vanishing of all partial derivatives implies the vanishing of f , i.e.

∂f

∂x1
= · · · = ∂f

∂xk
= 0 =⇒ f = 0. (3.2)

And since f has degree two, all partial derivatives are linear homogeneous functions. The
definition of ∇0 now reduces to requiring that the vanishing locus of the partial derivatives
be non-empty with x in the torus (C∗)k.

Writing the zero set of the partial derivatives as
∂f
∂x1...
∂f
∂xk

 =: J (f)


x1
...

xk

 = 0, (3.3)

where J (f) is the coefficient matrix associated to the Jacobian of f , we get that

V
(

∂f

∂x1
, . . . ,

∂f

∂xk

)
̸= ∅ for x ∈ Ck \ {0} ⇐⇒ det(J (f)) = 0. (3.4)

Note that this is an equivalence for x in the punctured affine space Ck \ {0} and not for x

in the torus (C∗)k, we will return to this important point shortly.
For the Lee-Pomeransky polynomial G the coefficient matrix J (G) coincides with the

modified Cayley matrix as defined by Melrose in [83]. To begin with, we define the Cayley
matrix Y to be the n × n-matrix with elements

Yii = 2m2
i , Yij = m2

i + m2
j − p(Fij)2 (3.5)

where
p(Fij)2 = (pi + . . . + pj−1)2 ≡ sij−1 = sji−1 , (3.6)
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is the total momenta flowing through the two-forest Fij obtained from G by removing edges
i and j. We have also expressed the latter in terms of the Mandelstam invariants in the
labelling of figure 1, where cyclicity of the indices modulo n is implied. For concreteness, in
what follows we will choose conventions where these n(n−1)/2 cyclic Mandelstam invariants
do not contain pn. In terms of the coefficient matrix of the Jacobian, Y = J (F). From
the Cayley matrix the modified Cayley matrix Y is simply obtained by decorating it with
a row and column in the following manner:4

Y :=



0 1 1 · · · 1
1 Y11 Y12 · · · Y1n

1 Y12 Y22 · · · Y2n

...
...

...
...

1 Y1n Y2n · · · Ynn


. (3.7)

The determinant of both the Cayley and modified Cayley matrix can be understood as
Gram determinants, defined in general as

G(k1, . . . , km; l1, . . . , lm) ≡ det (ki · lj) = det


k1 · l1 k1 · l2 · · · k1 · lm
k1 · l2 k2 · l2 · · · k2 · lm

...
...

...
k1 · lm k2 · lm · · · km · lm

 , (3.8)

and further abbreviated as

G(k1, . . . , km) ≡ G(k1, . . . , km; k1, . . . , km) , (3.9)

when the two sets of momenta coincide. The determinant of the Cayley matrix is up to a
proportionality factor the Gram determinant of the internal momenta restricted to be on
their mass shell q2i = m2

i ,
det(Y ) = (−2)nG(q1, . . . qn) . (3.10)

Similarly, the determinant of the modified Cayley matrix is proportional to the Gram
determinant of any n − 1 of the external momenta, for example

det(Y) = −2n−1G(p1, . . . , pn−1) , (3.11)

namely it is independent of the internal masses. In what follows, we will call this particular
determinant the Gram determinant of a Feynman graph/integral, and use the term general
Gram determinant otherwise.

The relation between det(Y ), det(Y) and general m×m Gram determinants is helpful
since the latter can be written as certain (m + 2)× (m + 2) Cayley-Menger determinants

4The modified Cayley matrix also appears naturally in the embedding space formalism [84] as applied
to one-loop integrals, see for example [85]. The compactification of the integration domain, which can be
easily carried out in this formalism, also treats type I and II Landau singularities of one-loop integrals on
the same footing.
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according to

G(k1, . . . , km) = (−1)m+1

2m
det



0 1 1 1 · · · 1 1
1 0 (k1 − k2)2 (k1 − k3)2 · · · (k1 − km)2 k2

1
1 (k1 − k2)2 0 (k2 − k3)2 · · · (k2 − km)2 k2

2
1 (k1 − k3)2 (k2 − k3)2 0 · · · (k3 − km)2 k2

3
...

...
...

...
...

...
1 (k1 − km)2 (k2 − km)2 (k3 − km)2 · · · 0 k2

m

1 k2
1 k2

2 k2
3 · · · k2

m 0


.

(3.12)
Cayley-Menger determinants have the important property that they are irreducible for
n ≥ 3, see [86]. This means that for a homogeneous polynomial f of degree two a sufficient
condition for

∆A(f) = det(J (f)) (3.13)

is that det(J (f)) can be understood as a Cayley-Menger determinant with n ≥ 3. The
irreducibility of det(J ) removes the need for the distinction between the algebraic torus
and punctured affine space meaning that the determinant is equal to the discriminant; that
is in this case we can replace x ∈ Ck \ {0} with x ∈ (C∗)k in (3.4). An example illustrating
how this identification can fail when the determinant is reducible is given in Example 4.2.

For massive one-loop graphs with generic kinematics the result in [86] means that the
Cayley determinant for n ≥ 3 and the Gram determinant for n ≥ 4 are all irreducible
and thus coincide with the expected discriminant. For the few cases not covered by the
theorem, explicit calculations confirm that the discriminant and determinant coincide.

We will not only be interested in the determinant of the modified Cayley matrix but
also its minors. Let 1 ≤ k < n+1 be an integer, then the general minor of order n+1− k

is denoted as

Y
[

i1 i2 · · · ik

j1 j2 · · · jk

]
, 1 ≤ i1 < i2 < · · · ik ≤ n, 1 ≤ j1 < j2 < · · · jk ≤ n (3.14)

where I = {i1, i2, · · · , ik} and J = {j1, j2, . . . , jk} denotes the rows resp, columns removed

from Y. If both I and J are empty we recover the full determinant det(Y) = Y
[
·
·

]
. It will

sometimes also be convenient to introduce the complementary notation where we index the
rows and columns kept in the minor, this is signified by a parenthesis (·) instead of square
brackets [·]. Let E = {1, 2, . . . , n + 1}, then

Y
[

I

J

]
= Y

(
E \ I

E \ J

)
.

The identification between discriminants and subgraphs in section 2.2 can now be
carried out for determinants as well:

• ∆A(G) = det(Y),

• ∆A∩xi=0(G) = Y
[
i + 1
i + 1

]
,
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• ∆A∩Newt(F)(F) = det(Y ) = Y
[
1
1

]
,

• ∆A∩Newt(F)∩xi=0 = Y

[
i

i

]
= Y

[
1 i + 1
1 i + 1

]
,

For one-loop graphs with massive and generic kinematics this means that all non-trivial
discriminants can be expressed as determinants, making the calculation much easier. Es-
pecially, the reduced principal A-determinant now has a simple expression as a product of
minors of Y:

ẼA(G) = Y
[
·
·

]
n+1∏
i=1

Y
[

i

i

]
. . .

n+1∏
in−1>...>i1=1

Y
[

i1 . . . in−1
i1 . . . in−1

]
n+1∏
i=2

Yii . (3.15)

In other words, ẼA is equal to the product of all diagonal k-dimensional minors of Y with
k = 1, . . . , n + 1 (the largest one corresponding to the determinant of the entire matrix),
except for the Y11 element, which is zero. Given that minors of Y where the first row
and column has (not) been removed correspond to the Cayley (Gram) determinant of the
Feynman graph, or its subgraphs where certain edges have been contracted, the above
formula also has the following interpretation: The principal A-determinant of a generic
1-loop n-point graph is the product of the Cayley and Gram determinants of the graph
and all of its subgraphs. From these considerations, we may also easily derive that the
total number of factors in eq. (3.15), i.e. the total number of kinematic-dependent Cayley
and Gram determinants of the Feynman graph and all of its subgraphs, is

2n+1 − n − 2 , (3.16)

namely 1, 4, 11, 26, 57 and 120 factors for n = 1, . . . , 6. In this counting we exclude not
only the element Y11 = 0 but also all two-dimensional minors including the first row and
column, which always yield −1.

3.2 One-loop symbol alphabets

In this subsection we will show how to calculate the symbol alphabet of a one-loop graph by
appropriately re-factorizing its principal A-determinant (3.15). Note that we are going to
distinguish the two cases for the sum of loop integration dimension and number of external
legs D0 + n being odd, respectively, even.

Jacobi identities. As has been seen in the example presented in the introduction, indi-
vidual factors in the natural factorization of the principal A-determinant gives us all the
rational letters for a Feynman graph. It is well known, however, that letters containing
square roots quickly become unavoidable, even at one-loop. In order to construct the letters
containing square roots we will use Jacobi determinant identities to re-factorize the factors
of the principal A-determinant (3.15), namely of minors of the modified Cayley matrix Y,
in pairs. Jacobi determinant identities have played an important role in many areas of
mathematics and physics, including the computation of volumes of spherical simplices [87],
as well as the solution theory of integrable systems [88].
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There will be two types of identities that we need; identities containing the full deter-
minant Y [ ·· ] (of a given graph and of its subgraphs) and those containing the determinant
of the Cayley sub-matrix Y [ 11 ]. The identities containing the full determinant are

Y
[
·
·

]
Y
[
1 i

1 i

]
= Y

[
i

i

]
Y
[
1
1

]
− Y

[
i

1

]2
,

Y
[
·
·

]
Y
[
i j

i j

]
= Y

[
i

i

]
Y
[
j

j

]
− Y

[
i

j

]2
, i ≥ 2 ,

(3.17)

where in the first line we have simply separated out the i = 1 case of the second line for
later convenience. As we will get back to shortly, these identities are relevant in the case
when D0+n is odd as it is the modified Cayley determinant that contributes to the leading
singularity, see also eq. (3.31) and the discussion around it in the next section.

The identities containing the determinant of the Cayley submatrix are

Y
[
·
·

]
Y
[
1 i

1 i

]
= Y

[
i

i

]
Y
[
1
1

]
− Y

[
i

1

]2
,

Y
[
1
1

]
Y
[
1 i j

1 i j

]
= Y

[
1 j

1 j

]
Y
[
1 i

1 i

]
− Y

[
1 j

1 i

]2
,

(3.18)

and these will in turn be relevant when D0+n is even, as it is the Cayley determinant that
yields the leading singularity. Note that the first identity in each case is the same.

Symbol letters. We now introduce a procedure for obtaining not only the rational but
also the square-root letters of one-loop Feynman integrals as follows: We assume that the
latter are produced by applying Jacobi determinant identities of the form

p · q = f2 − g = (f −√
g)(f +√

g) , (3.19)

where

1. p and q are both factors of the principal A-determinant, i.e. rational letters given by
symmetric minors of the modified Cayley matrix.

2. The square-root letters f ±√
g thus obtained contain the leading singularity of the

Feynman integral considered in their second term.

This procedure is motivated by the interpretation of one-loop integrals as volumes of spher-
ical simplices [89], and by the role Jacobi identities have played in their computation. Par-
ticularly the second assumption adopts a pattern that has been observed not only in one-,
but also many two-loop computations. In the next subsection, we will validate the correct-
ness of these assumptions by explicitly constructing the canonical differential equations of
one-loop integrals, as well as compare with the existing results in the literature. While the
precise identities and assumptions may differ beyond one loop, we expect that a similar
re-factorization methodology should still apply.
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Given that the rational letters at the very left of eq. (3.19) are already contained in the
rational alphabet, the genuinely new square-root letter that will arise from the procedure
we have described will be the ratio of the factors at the very right of the same equation,

f −√
g

f +√
g

. (3.20)

Furthermore, the subset of Jacobi identities chosen by the assumptions we have stated
above will be precisely eqs. (3.17) and (3.18) for D0 + n odd and even, respectively. The
first and second line of these equations then yields n letters of the first type,

W1,...,(i−1),...,n =



Y

i

1

−

√√√√√−Y

·
·

Y
1 i

1 i



Y

i

1

+

√√√√√−Y

·
·

Y
1 i

1 i


, D0 + n odd,

Y

i

1

−

√√√√√Y

i

i

Y
1
1



Y

i

1

+

√√√√√Y

i

i

Y
1
1


, D0 + n even.

(3.21)

and n(n − 1)/2 letters of the second type,

W1,...,(i−1),...,(j−1),...,n =



Y

i

j

−

√√√√√−Y

·
·

Y
i j

i j



Y

i

j

+

√√√√√−Y

·
·

Y
i j

i j


, D0 + n odd,

Y

1 j

1 i

−

√√√√√−Y

1
1

Y
1 i j

1 i j



Y

1 j

1 i

+

√√√√√−Y

1
1

Y
1 i j

1 i j


, D0 + n even,

(3.22)

respectively, where we remind the reader that Y denotes the modified Cayley matrix (3.7)
of the n-point one-loop integral, and that minors of the latter, obtained by removing some
of its rows and columns, have been defined in eq. (3.14).

Finally, the full determinant and the minor Y
[
1
1

]
should also in principle appear

as rational letters of the n-point graph. However, as we will come back to in the next
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subsection, these in fact always come as a rational combination,

W1,2,...,n =
Y
[
·
·

]

Y
[
1
1

] . (3.23)

Remark 3.1. It is interesting to note that this rational function has an intrinsic meaning in
the GKZ approach to Feynman integrals: It is the value the Lee-Pomeransky polynomial
attains on its critical point. If we solve ∂G/∂xi = 0 for all i = 1, . . . , n and evaluate G at
this unique point we get this fraction up to a numerical factor. This is a special case of a
general property of the principal A-determinant [65, Theorem 1.17, section 10].

So far, we have obtained 1 + n(n + 1)/2 letters of the n-point graph for general n. To
obtain the remaining letters, we apply the above expressions to each of the subgraphs of the
n-point graph, obtained by contracting some of its edges. That is, we replace Y with the
modified Cayley matrix of the subgraph in question on the right-hand side of eqs. (3.21)–
(3.23), and we only keep the indices labeling its uncontracted edges on the left-hand side.5
The correct Y-matrix for a subgraph is obtained from the original one by removing the
rows and columns corresponding to the contracted edges. This process terminates once the
letters for the tadpoles have been calculated.

In the ancillary Mathematica file as Supplementary Material attached to our article,
we provide code for generating the complete n-point alphabet in principle for any n. As a
benchmark, the runtime for n = 6 is at the order of a minute on a laptop computer.

Remark 3.2. In the n = 1 case, or equivalently the tadpole graph, the modified Cayley
matrix is too small to allow for any Jacobi identities, and hence only the rational letter of
type (3.23) is present. Similarly, for n = 2 or the bubble graph there are no letters of the
type W(i),(j).

Remark 3.3. For n = 3 or the triangle graph and even loop integration dimension D0, one
would expect

(3
2
)
= 3 letters of the type W(i),(j),k:

a − b + c −
√

λ

a − b + c +
√

λ
,

a + b − c −
√

λ

a + b − c +
√

λ
,

a − b − c −
√

λ

a − b − c +
√

λ
(3.24)

where λ := λ(a, b, c) is the fully symmetric Källén function ,

λ(a, b, c) = a2 + b2 + c2 − 2ab − 2bc − 2ac . (3.25)

However, these have the multiplicative relation

a − b + c −
√

λ

a − b + c +
√

λ
· a + b − c −

√
λ

a + b − c +
√

λ
= a − b − c −

√
λ

a − b − c +
√

λ
. (3.26)

5Our labeling conventions for the letters also reveal dihedral relations among them, e.g. W1,2 and W2,3

are related by a cyclic shift. Note however that due to our choice of conventions, these relations may come
with additional minus signs or inversions.
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Hence one need only include two out of the three so as to obtain a multiplicatively inde-
pendent set, and here and in the attached ancillary file we will in particular choose them to
be W(i),(j),k and Wi,(j),(k). Note that the special cases of letters we have discussed pertain
also to tadpole, bubble (and for D0 even triangle) subgraphs of n ≥ 4 graphs, hence the
use of generic letter indices.

From the above formulas, we can also obtain a closed formula for the total number of
letters of an n-point graph: the latter has

(n
m

)
m-point subgraphs, m = 1, . . . n, and each

of them yields
m(m + 1)

2 + δm≥4 + δm,3δD0,odd , (3.27)

letters, where δ denotes the Kronecker delta function, with some abuse of notation to
describe the cases where it equals 1 when its index is greater than a given integer value, or
odd (and zero otherwise). Therefore in total the number of letters is

|W | =


2n−3 (n2 + 3n + 8

)
− 1

6
(
n3 + 5n + 6

)
, D0 even,

2n−3 (n2 + 3n + 8
)
− 1

2
(
n2 + n + 2

)
, D0 odd, ,

(3.28)

that is, |W | = 1, 5, 18, 57, 166, 454, 1184 and |W | = 1, 5, 19, 61, 176, 474, 1219 for n =
1, . . . , 7 when D0 even and odd, respectively. These counts correspond to the total num-
ber of multiplicatively independent letters of the generic n-point 1-loop integral shown in
figure 1, provided that n ≤ d + 1, e.g. n ≤ 5 when the external momenta live in d = 4
dimensions. This restriction ensures that all Mandelstam invariants appearing the letters
may be treated as independent variables, given that no more than d vectors can be linearly
independent in d dimensions.

For n > d+1, after choosing the first d momenta of the n-point integral as our basis in
the space of external kinematics, expressing the remaining momenta in terms of them, and
dotting these linear relations with the basis vectors, we may express them as polynomial
relations between the Mandelstam invariants,

G(p1, . . . , pd, pi) = 0 , i = d + 1, . . . , n − 1 , (3.29)

where G is the Gram determinant, defined in eq. (3.8). In subsection 3.4 we will provide
evidence that the principal A-determinant and hence also the alphabet of any n-point 1-
loop graph, obeying additional restrictions such as (3.29), or such that any of the masses
and Mandelstam invariants become equal to each other or vanish, may be obtained as
limits of the generic cases, eqs. (3.15) and (3.21)–(3.23), respectively. In these cases the
limits will introduce additional multiplicative dependence among the letters, hence our
generic formulas will provide a spanning set for the alphabet, and the counts (3.29) will
correspond to upper bounds. As we will also see in the examples presented in section 4, a
basis within this spanning set may be found immediately in any kinematic parametrization
that rationalizes all resulting letters, or e.g. with the help of SymBuild [90] even in the
presence of square roots.
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3.3 Verification through differential equations and comparison with literature

In this section we show how the letters actually appear in the canonical differential equa-
tions. For our basis g⃗ of pure master integrals as defined in eq. (1.1), we use the fact that
any integral in D − 2 dimensions of loop momenta may be expressed as a linear combina-
tion of integrals in D dimensions and vice-versa, with the help of dimensional recurrence
relations [91, 92]. As these relations are merely a change of basis, this implies that different
cases of spaces of master integrals are simply distinguished by (the integer part of) D being
even or odd, and that within each case we may choose our basis g⃗ to consist of integrals
with different D. To be more concrete, we need to introduce some further notation: We
write the integrals of (2.6) in D = D0 − 2ϵ dimensions and for ai = 1 as I(D0)

E , where
the set E indicates the edges of the corresponding graph. E.g. I(2)

134 denotes the triangle
integral in D = 2− 2ϵ dimensions that is obtained when the second propagator of the box
integral I(2)

1234 is removed.
We then take the basis g⃗ to consist of the following canonical integrals:

Ji1...ik
=



ϵ⌊
k
2⌋I(k)

i1...ik

ji1...ik

for k + D0 even,

ϵ⌊
k+1
2 ⌋I(k+1)

i1...ik

ji1...ik

for k + D0 odd ,

(3.30)

where the leading singularities are

ji1···ik
=


2− k

2+1
[
(−1)⌊

k
2⌋Y

i1 + 1 i2 + 1 · · · ik + 1
i1 + 1 i2 + 1 · · · ik + 1

]−1/2

, for k + D0 even ,

2− k+1
2 +1

[
(−1)⌊

k+1
2 ⌋Y

1 i1 + 1 i2 + 1 · · · ik + 1
1 i1 + 1 i2 + 1 · · · ik + 1

]−1/2

, for k + D0 odd .

(3.31)
These integrals have been observed to be pure integrals [93, 94] for D0 even, see also [95–
97] for earlier results with ϵ = 0. Note that both the overall sign of the above equation,
as well as the choice of branch for the square root, are a matter of choice of conven-
tion. As is discussed in e.g. [97], the former stems from the fact that as multidimensional
residues, leading singularities are intrinsically dependent on the orientation of the integra-
tion contour; whereas the latter stems from the fact that while scalar Feynman integrals
are positive definite in the Euclidean region, their pure counterparts need not be. In
eq. (3.31), we have fixed this freedom, together with the overall kinematic independent
normalization that we are also free to choose, such that the differential equations take a
convenient form. This choice of pure basis also specifies how square roots of products of
modified Cayley (sub)determinants should be replaced by the product of the square roots
of the (sub)determinants in question in our basis of letters (3.21)–(3.23).
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By explicit computation up to n = 10, we observe that the differential equations for
the canonical integrals are then as follows: for even n + D0 we have6

dJ1...n = ϵ d logW1...n J1...n

+ ϵ
∑

1≤i≤n

(−1)i+⌊n
2 ⌋d logW1...(i)...n J1...̂i...n

+ ϵ
∑

1≤i<j≤n

(−1)i+j+⌊n
2 ⌋d logW1...(i)...(j)...n J1...̂i...̂j...n

,

(3.32)

and for odd n + D0 ,
dJ1...n = ϵ d logW1...n J1...n

+ ϵ
∑

1≤i≤n

(−1)i+⌊n+1
2 ⌋d logW1...(i)...n J1...̂i...n

+ ϵ
∑

1≤i<j≤n

(−1)i+j+⌊n+1
2 ⌋d logW1...(i)...(j)...n J1...̂i...̂j...n

,

(3.33)

where the hat indicates that the index is omitted, and ⌊x⌋ is the floor function. Note that
we chose to present our formulas in such a way that the latter is irrelevant for to case of
even D0. The matrix M̃ encoding the above differential equations according to eq. (1.2),
together with our choice of basis integrals (3.30) and associated leading singularities (3.31),
may also be easily generated in principle for any n with the code provided in the attached
ancillary file.

As mentioned in the introduction, the knowledge of the letters allows us to derive
the differential equations without the need of any analytic computation. The formulas
in (3.32) and (3.33) are based on following this procedure up to n = 10.7 This confirms our
prediction for the alphabet of one-loop integrals up to this number of external legs. The
IBP reduction was done with a combination of FIRE6 [10] and LiteRed [9] by choosing
values in a finite field for the vi.

For generic kinematics and masses, it is also easy to determine the leading boundary
vector g⃗(0) in eq. (1.4): The integrals in (3.30) are normalized by powers of ϵ to be of
uniform transcendental weight zero. However, it is easy to see that all integrals except I(2)

1
are finite in integer dimensions. Therefore, only the tadpoles have vanishing weight zero
contribution.8 In summary, we find with our normalization

g⃗(0) = (1, . . . , 1︸ ︷︷ ︸
n

, 0, . . . , 0︸ ︷︷ ︸
2n−1−n

)T . (3.34)

This in principle allows us to compute the symbol at any order in ϵ from eq. (1.4).
6If we are interested in D = D0 − 2ϵ, with D0 being an odd integer, the case of even and odd n is

exchanged compared to the even-dimensional case. This can easily be seen in Baikov representation [98]
where the integrals on the maximal cut are roughly equal to I ∼ G(n−D)/2C(D−1−n)/2, where G is the Gram
determinant, and C is the Cayley determinant which is obtained from setting all integration variables to
zero in the Baikov polynomial [99].

7In practice, to derive the differential equations, one needs to use dimensional recurrence relations to
translate all integrals of different dimensions into a common dimension. We stress however, that this choice
does not affect the result for the differential equations.

8We thank the referee for pointing this out.
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Finally, let us compare our findings with earlier results in the literature. For D0 even,
explicit expressions for the canonical differential equations and symbol alphabets of finite
n-point one-loop graphs were first derived in [93], based on the diagrammatic coaction [100].
The latter decomposes any one-loop Feynman integral into simpler building blocks, mir-
roring the coaction of the multiple polylogarithmic functions, that these integrals evaluate
to, but conjecturally holds to all orders in the dimensional regularization parameter ϵ. In
this decomposition also cut integrals appear, where some of the propagators have been
placed on their mass shell, and very interestingly it was found that these are restricted to
a small subset where all, or all but one, or all but two propagators have been cut.

Based on the Baikov representation of Feynman integrals, a similar analysis of canon-
ical differential equations and symbol alphabets, also working out the divergent cases in
more detail, was carried out in [94]. The later and original analyses agree on the form of
the letters associated to the maximal cut, and in order to avoid redundant letters coming
from individual determinant factors of the principal A-determinant, for our rational let-
ters (3.23) we have chosen those ratios that coincide with them (up to immaterial constant
normalization factors). For the square-root letters, we will compare with [94], as the ap-
parent presence of up to five different square roots in some of the letters of [93] renders
this comparison more complicated. In the former reference, and in the orientation where
the uncut propagators are those with momenta (pn−1 and) pn for the letters associated to
the (next-to-)next-to-maximal cut, their building blocks are the following general Gram
determinants as defined in eqs. (3.8)–(3.9),

Kn ≡ G(p1, . . . , pn−1) , G̃n ≡ G(l, p1 . . . , pn−1) ,

B̃n ≡ G(l, p1, . . . , pn−2; pn−1, p1, . . . , pn−2) ,

Cn ≡ G(p1, . . . pn−2; p1, . . . , pn−3, pn−2 + pn−1) ,

Dn ≡ G(l, p1, . . . pn−2; l, p1, . . . pn−3, pn−2 + pn−1) ,

(3.35)

where the loop momentum

l2 = m2
1 ,

l · pi =
m2

i+1 − p2i − m2
i

2 −
i−1∑
j=1

pi · pj ,
(3.36)

is evaluated as a function of the Baikov variables when the latter are set to zero. As a
consequence of (3.11),

Y
[
·
·

]
= −2n−1Kn , (3.37)

whereas we find that the remaining determinants in (3.36) are related to minors of our
modified Cayley matrix Y as follows,

Y
[
1
1

]
= det(Y ) = 2nG̃n , Y

[
1

n + 1

]
= −(−2)n−1B̃n ,

Y
[

n

n + 1

]
= −2n−2C̃n , Y

[
1 n

1 n + 1

]
= 2n−1D̃n .

(3.38)
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From these identifications, it follows straightforwardly that up to immaterial overall signs
and inversions, for D0 even the next-to-maximal and next-to-next-to-maximal cut letters
in question correspond to our W1,...,n−1,...,(n) and W1,...n−2,(n−1),...,(n), respectively, and sim-
ilarly the differential equations (3.32)–(3.33) agree with those of [93, 94]. To the best of our
knowledge, the odd D0 case has not appeared before. In any case, we find it pleasing that
our formulas are expressed in terms of a single quantity associated to each one-loop graph,
its modified Cayley matrix, making it easy to keep track of both its Landau singularities
and contributions of subgraphs from different minors of the matrix.

3.4 Limits of principal A-determinants and alphabets

So far, we have only considered the generic one-loop n-point Feynman integrals shown in
figure 1, where all m2

i , p2j are nonvanishing and different from each other. In this subsection,
we will provide strong evidence that the principal A-determinant and symbol alphabet of
any one-loop integral, i.e. also including configurations where different scales are equal
to each other or set to zero, may be obtained as limits of the generic ones, eqs. (3.15)
and (3.21)–(3.23), respectively.

To this end, we will first prove that the principal A-determinant ẼA has a well-defined
limit when any m2

i , p2j → 0, namely that this limit is unique regardless of the order or
relative rate with which we send these parameters to zero. As is argued in [25], see also [48],
this limit of ẼA is defined by removing any of its factors that vanishes as its parameters
approach their prescribed values. This reflects the fact that Feynman integrals converge
in the Euclidean region for certain choices of propagator powers and dimension of loop
integration, and hence they cannot be singular for all values of their kinematic parameters.
In other words, assuming a single parameter x of ẼA takes the limiting value a, the limit
of the former is defined as

lim
x→a

ẼA = ∂lẼA

∂xl

∣∣∣∣∣
x=a

̸= 0 , with ∂l′ẼA

∂xl′

∣∣∣∣∣
x=a

= 0 for l′ = 0, . . . , l − 1 , (3.39)

also including the possibility l = 0, and with an obvious generalization to the multivariate
case. However the fact that this limit is uniquely defined in multivariate limits is highly
nontrivial, as can be seen in the following example of the triangle Cayley determinant with
elements as shown in eq. (3.5) for n = 3, in the limit p21 → 0, p22 → 0, s12 = p23 → 0:
Denoting this Cayley determinant as Y3, its Taylor expansion in the limit is

Y3 = 0 + 2
3∑

i=1
p2i (m2

i − m2
i−1)(m2

i+1 − m2
i−1) +O(p2jp2k) , (3.40)

with j, k = 1, 2, 3, mj+3 ≡ mj . Clearly, the value of Y3 in the limit does depend on the
order with which we set the three momenta-squared to zero. The upshot of our analysis
will be that while the limits of individual factors in ẼA do depend on the rate of approach
to the limit, the limit of ẼA as a whole does not, since different rates of approach produce
factors that are already contained in it.

We start by noting that the only Gram (sub)determinant of a graph with n ̸= 3 that
vanishes as p2i → 0 is that of a bubble (sub)graph with momentum pi, G(pi) = p2i . By the
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above definition, the latter gives no nontrivial contribution in the limit. Particularly when
n = 3 we also have a vanishing G(p21, p22) ∝ λ(p21, p22, p23), where λ is the fully symmetric
Källén function defined in eq. (3.25). In particular we have λ(0, 0, p2) = p4, and therefore
this does not give any nontrivial contribution to the limit (3.39) either. For n > 3 we
have sums of external momenta as arguments of the triangle subgraph, such that the
corresponding Källén function does not vanish. Taking into account the fact that Gram
determinants are independent of the masses, this exhausts the analysis of their potential
ambiguities in the limit we are considering.

By the same token, it is possible to show that the only Cayley (sub)determinants of
any graph that vanish as m2

i → 0 are the diagonal m2
i elements of the matrix, also giving no

contribution to the limit. Finally, we consider the behavior of the Cayley (sub)determinants
when both m2

i , p2i vanish. The only vanishing (sub)determinants in this case are the Cay-
ley determinants of bubble and triangle (sub)graphs. The former are proportional to
λ(m2

i , m2
i+1, p2i ), and by the previous analysis we deduce that they do not affect the limit.

For the triangle Cayley determinant Y3, we have already shown in (3.40) that it vanishes
as p21, p22, p33 → 0, and by examining all possibilities we similarly find that up to dihedral
images, the only other minimum codimension limit for which the same is true is the limit
p21, m2

1, m2
2 → 0. The Taylor expansion around the latter yields

Y3 = 0+2p21

2∏
i=1

(m2
3−p2i+1)+2(p22−p23)

2∑
i=1

(−1)im2
i (m2

3−p2i+1)+O(m2
jm2

k)+O(m2
jp21)+O(p41) ,

(3.41)
with j, k = 1, 2, respectively. We see that in both cases the three nonvanishing derivatives
depend on the remaining variables and are not equal to each other, such that the value of
Y3 depends on the relative rate with which we approach the limit, and causing a potential
ambiguity for the limit of the principal A-determinant as a whole. Very interestingly,
however, the factor that Y3 contributes in all different rates of approach is already contained
in ẼA in the limit. Specifically,

lim
p21→0

G(p1, p2) → −1
4λ(p22, p23, 0) = −1

4
(
p22 − p23

)2
, (3.42)

accounts for one of the Taylor expansion coefficients in (3.41), and two-dimensional Cayley
subdeterminants λ(p2i , m2

3, 0) of Y3 account for the rest. Similarly, the Cayley subdetermi-
nants λ(m2

i , m2
j , 0) take care of all the Taylor expansion coefficients in (3.40).

Along the same lines, inspecting all higher-codimension m2
i , p2i → 0 limits where Y3

vanishes reveals that they are all contained in the two aforementioned codimension-3 limits.
Thus they are covered by the previous analysis, and this concludes the proof that the
principal A-determinant has a well-defined limit for any subset of m2

i , p2i → 0.
The analysis we have carried out may of course also be repeated in any other multivari-

ate limit, including restrictions on the dimension of external kinematics of the type (3.29).
For example, ẼA remains well-defined for any codimension-two limit where the Cayley de-
terminant of any bubble subgraph of an n-point graph vanishes. As we will also discuss
in the next section, in all cases we have considered this unambiguous limit of the princi-
pal A-determinant of the generic one-loop graph to any specific kinematic configuration
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also matches the direct computation of the principal A-determinant of the non-generic
graph. These findings suggest that, quite remarkably, the space of solutions of the Landau
equations for one-loop Feynman integrals smoothly interpolates between different kine-
matic configurations related by limits, even though the differential equations these integrals
obey, be it of hypergeometric or canonical type, diverge and may not have well-defined such
limits.

This in turn supports the expectation that also the symbol alphabet of non-generic
Feynman integral may be correctly obtained as a limit of the generic one, based on the
re-factorization we have exhibited, of the principal A-determinant in terms of the alphabet.
In the next section we will explicitly confirm this expectation in several examples, further
corroborating earlier observations made in [94]. These are also in line with the observation
that the diagrammatic coaction [93, 100] reduces correctly in the limits of generic to non-
generic and possibly divergent graphs. The conjectured equivalence of this coaction with
the coaction on the polylogarithms these integrals evaluate to, is then also an implicit
conjecture about the relation of their alphabets.

4 Examples

In this section we present a series of examples illustrating the formulas for the principal
A-determinant, symbol alphabet and canonical differential equations of a generic n-point
one-loop Feynman integral presented in section 3, as well as the limiting procedure for
obtaining the first two for any non-generic integral, for various values of n. We will consider
several of these integrals around both even and odd dimensions of loop momenta D0.

4.1 Bubble graph

Let us start with the n = 2 or bubble integral illustrated below.

p

x1

−p

x2

The Lee-Pomeransky polynomial for the latter in generic kinematics is

G = x1 + x2 + (m2
1 + m2

2 − p2)x1x2 + m2
1x

2
1 + m2

2x
2
2 , (4.1)

so the A-matrix is given by

A =

1 1 1 1 1
1 0 1 2 0
0 1 1 0 2

 . (4.2)

As in section 2 we let αi denote the exponents in the G-polynomial. With this we can write
the reduced principal A-determinant as

ẼA(G) = ∆α4∆α5∆α4α5∆α1α2α4α5

= m2
1m

2
2(p4 + m4

1 + m4
2 − 2p2m2

1 − 2p2m2
2 − 2m2

1m
2
2)p2 , (4.3)
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where we momentarily index the discriminants with the vertices in the corresponding face.
The final expression as a polynomial of the variables m2

1, m2
2, p2 indeed agrees with the

general expression (3.15) in terms of the minors of the modified Cayley matrix,

Y =

0 1 1
1 2m2

1 m2
1 + m2

2 − p2

1 m2
1 + m2

2 − p2 2m2
2

 . (4.4)

Applying our general formulas for the alphabet, eqs. (3.21)–(3.23) to this case, we obtain
five letters; one for each possible tadpole subgraph and three for the bubble itself. In even
space-time dimension the letters are:

W1 =
Y
[
3
3

]

Y
[
1 3
1 3

] = −1
2m2

1
, W2 =

Y
[
2
2

]

Y
[
1 2
1 2

] = −1
2m2

2
, W12 =

Y
[
·
·

]

Y
[
1
1

] = 2p2

λ(p2, m2
1, m2

2)
,

W(1)2 =
Y
[
2
1

]
−

√√√√Y
[
2
2

]
Y
[
1
1

]

Y
[
2
1

]
+

√√√√Y
[
2
2

]
Y
[
1
1

] =
−m2

1 + m2
2 + p2 −

√
λ(p2, m2

1, m2
2)

−m2
1 + m2

2 + p2 +
√

λ(p2, m2
1, m2

2)
, (4.5)

W1(2) =
Y
[
3
1

]
−

√√√√Y
[
3
3

]
Y
[
1
1

]

Y
[
3
1

]
+

√√√√Y
[
3
3

]
Y
[
1
1

] =
−m2

1 + m2
2 − p2 −

√
λ(p2, m2

1, m2
2)

−m2
1 + m2

2 − p2 +
√

λ(p2, m2
1, m2

2)
,

where we recall that λ denotes the Källén function ,

λ(p2, m2
1, m2

2) = p4 + m4
1 + m4

2 − 2p2m2
1 − 2p2m2

2 − 2m2
1m

2
2. (4.6)

While the dependence of the bubble on few kinematic variables does not leave much room
for nontrivial limits, we have checked that in all codimension-1 limits where a momentum
or mass squared vanishes, or two of them are set equal to each other, the above alphabet
reduces to harmonic polylogarithms [101] as expected.

Apart from the bubble alphabet, let us also present the canonical differential equation
for the corresponding master integrals. In this case, the choice of basis (3.30) specializes to

J1 =
ϵ I(2)

1
j1

, J2 =
ϵ I(2)

2
j2

, J12 =
ϵ I(2)

12
j12

, (4.7)

with the leading singularities being

j−1
1 =

√√√√−Y
[
3
3

]
= 1, j−1

2 =

√√√√−Y
[
2
2

]
= 1, j−1

12 =

√√√√−Y
[
1
1

]
=
√

λ(p2, m2
1, m2

2).

(4.8)
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Using the expression for the canonical differential equation in eq. (3.32), the matrix (1.2)
is given by

M̃ =

 w1 0 0
0 w2 0

−w1(2) w(1)2 w12

 , (4.9)

where w = logW .
At odd space-time dimension of loop momentum D0, the rational letters W1, W2 and

W12 are the same as in the even D0 case, whereas the square-root letters become

W(1)2 =
Y
[
2
1

]
−

√√√√−Y
[
·
·

]
Y
[
1 2
1 2

]

Y
[
2
1

]
+

√√√√−Y
[
·
·

]
Y
[
1 2
1 2

] =
−m2

1 + m2
2 + p2 −

√
4p2m2

2

−m2
1 + m2

2 + p2 +
√
4p2m2

2

(4.10)

W1(2) =
Y
[
3
1

]
−

√√√√−Y
[
·
·

]
Y
[
1 3
1 3

]

Y
[
3
1

]
+

√√√√−Y
[
·
·

]
Y
[
1 3
1 3

] =
−m2

1 + m2
2 − p2 −

√
4p2m2

1

−m2
1 + m2

2 − p2 +
√
4p2m2

1

(4.11)

For the basis of master integrals and leading singularities we obtain

J1 =
I(1)
1
j1

, J2 =
I(1)
2
j2

, J12 =
ϵI(3)

12
j12

, (4.12)

j−1
1 =

√√√√√√Y
[
1 3
1 3

]
2 =

√
m2

1, j−1
2 =

√√√√√√Y
[
1 2
1 2

]
2 =

√
m2

2, j−1
12 =

√√√√−2Y
[
·
·

]
= 2

√
p21. (4.13)

Putting this together in the differential equation matrix we get

M̃ =

 w1 0 0
0 w2 0

−w1(2) w(1)2 w12

 . (4.14)

Remark 4.1. The Newton polytope of G for the massive bubble is a trapezoid (see figure 2)
with five regular triangulations, meaning that the secondary polytope is a pentagon, see
figure 3. At the same time, the alphabet of the bubble graph may be expressed in terms
of the variables of the A2 cluster algebra, whose cluster polytope is also a pentagon. We
find this match striking, even though the Newton polytope of G for the n-point graph is
n-dimensional, and hence the correspondence with cluster algebras, which typically trian-
gulate two-dimensional surfaces, it not as straightforward for n > 2.
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Figure 2. The Newton polytope of the Lee-Pomeransky polynomial G of the bubble. The edges
(a1a4) and (a2a5) correspond to its tadpole or n = 1 subgraphs, and the edges (a1a2) and (a4a5)
are the Newton polytopes of the first and second Symanzik polynomials U and F , respectively. The
former does not contribute to ẼA.

Figure 3. Secondary polytope and regular triangulations of Newt(G) for the 1-loop bubble graph,
with G as in (4.1). It is isomorphic to the A2 cluster polytope.
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Figure 4. The Newton polytope of the Lee-Pomeransky polynomial G of the massive triangle, with
two parallel triangular faces, and three trapezoidal faces from bubble subgraphs.

4.2 Triangle graphs

In our next example, we consider the n = 3 or triangle Feynman graph illustrated in the
diagram below.

p1

p2

p3

x2

x3

x1

The two Symanzik polynomials of this graph with generic kinematics are

U =x1 + x2 + x3,

F =(m2
1 + m2

2 − p21)x1x2 + (m2
1 + m3

2 − p23)x1x3 + (m2
2 + m2

3 − p22)x2x3

+ m2
1x

2
1 + m2

2x
2
2 + m2

3x
2
3 (4.15)

which with G = U + F gives the A-matrix:

A =


1 1 1 1 1 1 1 1 1
1 0 0 1 1 0 2 0 0
0 1 0 1 0 1 0 2 0
0 0 1 0 1 1 0 0 2

 .

The Newton polytope of G is displayed in figure 4 where there are three facets looking
like figure 2. These facets are obtained from Newt(G) by intersecting it with one of the
coordinate hyperplanes xi = 0. This of course corresponds to contracting edge i in the
underlying Feynman graph, giving us a bubble graph. The discriminant factors making up

– 29 –



J
H
E
P
1
0
(
2
0
2
3
)
1
6
1

the principal A-determinant EA as described in (2.18) are:

∆A = p41 + p42 + p43 − 2p21p
2
2 − 2p21p

2
3 − 2p22p

2
3,

∆A∩x1=0 = −p22,

∆A∩x2=0 = −p23,

∆A∩x3=0 = −p21,

∆A∩Newt(F) = −m2
1m

2
2p

2
1 + m2

1m
2
3p

2
1 + m2

2m
2
3p

2
1 − m4

3p
2
1 − m2

3p
4
1 − m4

1p
2
2 + m2

1m
2
2p

2
2

+ m2
1m

2
3p

2
2 − m2

2m
2
3p

2
2 + m2

1p
2
1p

2
2 + m2

3p
2
1p

2
2 − m2

1p
4
2 + m2

1m
2
2p

2
3 − m4

2p
2
3

− m2
1m

2
3p

2
3 + m2

2m
2
3p

2
3 + m2

2p
2
1p

2
3 + m2

3p
2
1p

2
3 + m2

1p
2
2p

2
3 + m2

2p
2
2p

2
3

− p21p
2
2p

2
3 − m2

2p
4
3,

∆A∩Newt(F)∩x1=0 = p42 + m4
2 + m2

3 − 2p22m
2
2 − 2p22m

2
3 − 2m2

2m
2
3,

∆A∩Newt(F)∩x2=0 = p43 + m4
1 + m4

3 − 2p23m
2
1 − 2p23m

2
3 − 2m2

1m
2
3,

∆A∩Newt(F)∩x3=0 = p41 + m4
1 + m4

2 − 2p21m
2
1 − 2p21m

2
2 − 2m2

1m
2
2,∏

vertices
∆v = m2

1m
2
2m

2
3.

Again, all these discriminants, calculated directly from the GKZ approach, correspond to
minors of the modified Cayley matrix

Y =


0 1 1 1
1 2m2

1 (m2
1 + m2

2 − p21) (m2
1 + m3

2 − p23)
1 (m2

1 + m2
2 − p21) 2m2

2 (m2
2 + m2

3 − p22)
1 (m2

1 + m3
2 − p23) (m2

2 + m2
3 − p22) 2m2

3

 , (4.16)

and up to overall factors we have the identification

∆A → Y
[
·
·

]
, ∆A∩xi=0 → Y

[
i + 1
i + 1

]
, (4.17)

∆A∩Newt(F) → Y
[
1
1

]
, ∆A∩Newt(F)∩xi=0 → Y

[
1 i + 1
1 i + 1

]
, (4.18)

whereas the masses correspond the diagonal elements of Y. As predicted by eq. (3.28),
for D0 even there are 18 multiplicatively independent letters, out of which 12 correspond
to bubble subgraphs and are thus obtained by relabeling the formulas of the previous
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subsection. The remaining six letters are

W123 =
Y
[
·
·

]
[
1
1

] , (4.19)

W(1)23 =
Y
[
2
1

]
−

√√√√−Y
[
·
·

]
Y
[
1 2
1 2

]

Y
[
2
1

]
+

√√√√−Y
[
·
·

]
Y
[
1 2
1 2

] plus cyclic (1) → (2) → (3) , (4.20)

W(1)(2)3 =
Y
[
2
3

]
−

√√√√Y
[
·
·

]

Y
[
2
3

]
+

√√√√Y
[
·
·

] plus cyclic (1)(2) → (2)(3) . (4.21)

In this case the basis integrals of eq. (3.30) read

J1 =
ϵ I(2)

1
j1

, J2 =
ϵ I(2)

2
j2

, J3 =
ϵ I(2)

3
j3

,

J12 =
ϵ I(2)

12
j12

, J13 =
ϵ I(2)

13
j13

, J23 =
ϵ I(2)

23
j23

,

J123 =
ϵ2I(4)

123
j123

,

(4.22)

with leading singularities

j−1
1 =

√√√√−Y
[
3 4
3 4

]
= 1, j−1

2 =

√√√√−Y
[
2 4
2 4

]
= 1,

j−1
3 =

√√√√−Y
[
2 3
2 3

]
= 1, j−1

12 =

√√√√−Y
[
1 4
1 4

]
=
√

λ(p21, m2
1, m2

2),

j−1
13 =

√√√√−Y
[
1 3
1 3

]
=
√

λ(p23, m2
1, m2

3), j−1
23 =

√√√√−Y
[
1 2
1 2

]
=
√

λ(p22, m2
2, m2

3),

j−1
123 = 2

√√√√Y
[
·
·

]
= 2

√
λ(p21, p22, p23).

(4.23)
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Putting it all together we get the differential equation matrix

M̃ =



w1 0 0 0 0 0 0
0 w2 0 0 0 0 0
0 0 w3 0 0 0 0

−w1(2) w(1)2 0 w12 0 0 0
−w1(3) 0 w(1)3 0 w13 0 0

0 −w2(3) w(2)3 0 0 w23 0
−w1(2)(3) w(1)(2)3 + w1(2)(3) −w(1)(2)3 −w12(3) w1(2)3 −w(1)23 w123


. (4.24)

For the case of odd D0 there are now 19 letters, where again 12 of them are obtained
from the odd D0 bubble by relabeling. Out of the remaining seven, the rational letter W123
is the same as in the even D0 case (4.19), and the rest are

W(1)23 =
Y
[
2
1

]
−

√√√√Y
[
2
2

]
Y
[
1
1

]

Y
[
2
1

]
+

√√√√Y
[
2
2

]
Y
[
1
1

] , plus cyclic (1) → (2) → (3), (4.25)

W(1)(2)3 =
Y
[
1 2
1 3

]
−

√√√√−Y
[
1
1

]
Y
[
1 2 3
1 2 3

]

Y
[
1 2
1 3

]
+

√√√√−Y
[
1
1

]
Y
[
1 2 3
1 2 3

] , plus cyclic (1)(2) → (1)(3) → (2)(3).

(4.26)

The basis integrals now become,

J1 =
I(1)
1
j1

, J2 =
I(1)
2
j2

, J3 =
I(1)
3
j3

,

J12 =
ϵ I(3)

12
j12

, J13 =
ϵ I(3)

13
j13

, J23 =
ϵ I(3)

23
j23

,

J123 =
ϵ I(3)

123
j123

,

(4.27)
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where the leading singularities are explicitly given by

j−1
1 =

√√√√√√Y
[
1 3 4
1 3 4

]
2 =

√
m2

1, j−1
2 =

√√√√√√Y
[
1 2 4
1 2 4

]
2 =

√
m2

2,

j−1
3 =

√√√√√√Y
[
1 2 3
1 2 3

]
2 =

√
m2

3, j−1
12 =

√√√√−2Y
[
4
4

]
= 2

√
p21,

j−1
13 =

√√√√−2Y
[
3
3

]
= 2

√
p22, j−1

23 =

√√√√−2Y
[
2
2

]
= 2

√
p23,

j−1
123 =

√√√√−2Y
[
1
1

]
= 2

√
−∆A∩Newt(F),

(4.28)

and putting it all together we get the differential equation matrix

M̃ =



w1 0 0 0 0 0 0
0 w2 0 0 0 0 0
0 0 w3 0 0 0 0

−w1(2) w(1)2 0 w12 0 0 0
−w1(3) 0 w(1)3 0 w13 0 0

0 −w2(3) w(2)3 0 0 w23 0
w1(2)(3) −w(1)2(3) w(1)(2)3 w12(3) −w1(2)3 w(1)23 w123


. (4.29)

As an independent check of our results, we may also compare the finite part of the D0 = 3
triangle integral I(3)

123, first computed in [102], with our prediction for its symbol based on
eqs. (4.27)–(4.29), together with eq. (1.4). In particular, our prediction reads,

I(3)
123 ∝

1√
−Y3

log
W(1)(2)3W1(2)(3)

W(1)2(3)
+O(ϵ) , (4.30)

where Y3 denotes the triangle Cayley matrix with elements as shown in eq. (3.5), and
n = 3. Taking into account that in [102] the Cayley matrix has been defined with an extra
1/2 overall factor, as well as rescaled to become dimensionless by dividing with the masses
associated to each row and column, we indeed find agreement.
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4.3 Box graphs

In our final example with full kinematic dependence, we present the alphabet for the box
graph illustrated below.

p1 p4

p3p2

x1

x4

x3

x2

The two Symanzik polynomials of the box graph with generic massive kinematics are

U =x1 + x2 + x3 + x4,

F =(m2
1 + m2

2 − p21)x1x2 + (m2
1 + m2

3 − s)x1x3 + (m2
1 + m3

4 − p24)x1x4

+ (m2
2 + m2

3 − p22)x2x3 + (m2
2 + m2

4 − t)x2x4 + (m2
3 + m2

4 − p23)x3x4

+ m2
1x

2
1 + m2

2x
2
2 + m2

3x
2
3 + m2

4x
2
4

and the modified Cayley matrix is given by

Y =


0 1 1 1 1
1 2m2

1 m2
1 + m2

2 − p21 m2
1 + m2

3 − s m2
1 + m2

4 − p24
1 m2

1 + m2
2 − p21 2m2

2 m2
2 + m2

3 − p22 m2
2 + m2

4 − t

1 m2
1 + m2

3 − s m2
2 + m2

3 − p22 2m2
3 m2

3 + m2
4 − p23

1 m2
1 + m2

4 − p24 m2
2 + m2

4 − t m2
3 + m2

4 − p23 2m2
4.

 (4.31)

The symbol alphabet with generic massive kinematics contains 57 letters for D0 even and
61 for D0 odd. These letters are to large to show here but are provided in the auxiliary
Mathematica file.

The M̃ matrices for the case of even and odd D0 are given in (4.32) and (4.33),
respectively. Compared to the bubble and triangle examples, the box is the first case
where we see that a graph only depends on its subgraphs with at most two legs removed.
This is evident in the vanishing of the box-tadpole elements of the differential equation
matrices M̃15,1, . . . , M̃15,4.
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w1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 w2 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 w3 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 w4 0 0 0 0 0 0 0 0 0 0 0

−w1(2) w(1)2 0 0 w12 0 0 0 0 0 0 0 0 0 0
−w1(3) 0 w(1)3 0 0 w13 0 0 0 0 0 0 0 0 0
−w1(4) 0 0 w(1)4 0 0 w14 0 0 0 0 0 0 0 0

0 −w2(3) w(2)3 0 0 0 0 w23 0 0 0 0 0 0 0
0 −w2(4) 0 w(2)4 0 0 0 0 w24 0 0 0 0 0 0
0 0 −w3(4) w(3)4 0 0 0 0 0 w34 0 0 0 0 0

−w1(2)(3) w(1)(2)3 + w1(2)(3) −w(1)(2)3 0 −w12(3) w1(2)3 0 −w(1)23 0 0 w123 0 0 0 0
−w1(2)(4) w(1)(2)4 + w1(2)(4) 0 −w(1)(2)4 −w12(4) 0 w1(2)4 0 −w(1)24 0 0 w124 0 0 0
−w1(3)(4) 0 w(1)(3)4 + w1(3)(4) −w(1)(3)4 0 −w13(4) w1(3)4 0 0 −w(1)34 0 0 w134 0 0

0 −w2(3)(4) w(2)(3)4 + w2(3)(4) −w(2)(3)4 0 0 0 −w23(4) w2(3)4 −w(2)34 0 0 0 w234 0
0 0 0 0 −w12(3)(4) w1(2)3(4) −w1(2)(3)4 −w(1)23(4) w(1)2(3)4 −w(1)(2)34 w123(4) −w12(3)4 w1(2)34 −w(1)234 w1234



(4.32)



w1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 w2 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 w3 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 w4 0 0 0 0 0 0 0 0 0 0 0

−w1(2) w(1)2 0 0 w12 0 0 0 0 0 0 0 0 0 0
−w1(3) 0 w(1)3 0 0 w13 0 0 0 0 0 0 0 0 0
−w1(4) 0 0 w(1)4 0 0 w14 0 0 0 0 0 0 0 0

0 −w2(3) w(2)3 0 0 0 0 w23 0 0 0 0 0 0 0
0 −w2(4) 0 w(2)4 0 0 0 0 w24 0 0 0 0 0 0
0 0 −w3(4) w(3)4 0 0 0 0 0 w34 0 0 0 0 0

w1(2)(3) −w(1)2(3) w(1)(2)3 0 w12(3) −w1(2)3 0 w(1)23 0 0 w123 0 0 0 0
w1(2)(4) −w(1)2(4) 0 w(1)(2)4 w12(4) 0 −w1(2)4 0 w(1)24 0 0 w124 0 0 0
w1(3)(4) 0 −w(1)3(4) w(1)(3)4 0 w13(4) −w1(3)4 0 0 w(1)34 0 0 w134 0 0

0 w2(3)(4) −w(2)3(4) w(2)(3)4 0 0 0 w23(4) −w2(3)4 w(2)34 0 0 0 w234 0
0 0 0 0 −w12(3)(4) w1(2)3(4) −w1(2)(3)4 −w(1)23(4) w(1)2(3)4 −w(1)(2)34 w123(4) −w12(3)4 w1(2)34 −w(1)234 w1234



(4.33)
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Massless off-shell box. In the limit m1, . . . , m4 → 0 the symbol alphabet simplifies
from 57 letters to 25 letters for even D0. We have obtained these letters both from our
limiting procedure and from the canonical differential equation directly as an independent
check. Our limiting procedure only generates a spanning set of letters, using the provided
Mathematica code one obtains 30 letters. By the discussion in Remark 3.3 about letters
containing the Källén function, these 30 letters can be reduced to 25 independent letters.
The reduced principal A-determinant in this case contains 12 factors:

∆A = p41p
2
3 − p21p

2
2p

2
3 + p21p

4
3 − p21p

2
2p

2
4 + p42p

2
4 − p21p

2
3p

2
4 − p22p

2
3p

2
4 + p22p

4
4 + p21p

2
2s

− p21p
2
3s − p22p

2
4s + p23p

2
4s − p21p

2
3t + p22p

2
3t + p21p

2
4t − p22p

2
4t − p21st − p22st

− p23st − p24st + s2t + st2,

∆A∩Newt(F) = p41p
4
3 − 2p21p

2
2p

2
3p

2
4 + p42p

4
4 − 2p21p

2
3st − 2p22p

2
4st + s2t2,

∆A∩x1=0 = p42 − 2p22p
2
3 + p43 − 2p22t − 2p23t + t2,

∆A∩x2=0 = p43 − 2p23p
2
4 + p44 − 2p23s − 2p24s + s2,

∆A∩x3=0 = p41 − 2p21p
2
4 + p44 − 2p21t − 2p24t + t2,

∆A∩x4=0 = p41 − 2p21p
2
2 + p42 − 2p21s − 2p22s + s2,∏

vertices
∆v = stp21p

2
2p

2
3p

2
4.

Three off-shell legs. If we in addition to taking the masses to zero also impose p24 → 0
the symbol alphabet reduces to 18 letters for D0 even. The reduced principal A-determinant
contains eleven factors in this case

∆A = p21sp22−p21st+s2t−sp22t+st2+p41p
2
3−p21sp23−p21p

2
2p

2
3−p21tp

2
3−stp23+p22tp

2
3+p21p

4
3,

∆A∩x1=0= p42+p43+t2−2p22p
2
3−2p22t−2p23t,

∆A∩x4=0= p41+p42+s2−2p21p
2
2−2p21s−2p22s,

∆A∩x2=0= p23−s,

∆A∩x3=0= p21−t,

∆Γ= p21p
2
3−st,∏

vertices
∆v = stp21p

2
2p

2
3.

We have now reached a level of reduced kinematics such that the identification between
discriminants, determinants and subgraphs discussed in section 3.1 breaks down. The face
Γ of Newt(G) is given by

Γ = conv


1 0 1 0
0 1 1 0
1 0 0 1
0 1 0 1

 , (4.34)

which should correspond to the box topology since all rows contain non-zero elements.
This face actually corresponds to the box with only two off-shell external legs positioned
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at opposite corners, which also appeared as an example in the introduction. This is clearly
not a subgraph of the box with three off-shell legs.

The mathematical origin of this subtlety is described in the following example.

Example 4.2. Let F = c1x1x3+c2x2x4+c3x1x2+c4x2x3+c5x3x4 where (c1, c2, c3, c4, c5) =
(−s,−t,−p21,−p22,−p23), this is the F -polynomial of the box with all internal masses zero
and three external massive legs. The coefficient matrix of the Jacobian, J (F), is just the
Cayley matrix

Y =


0 c3 c1 0
c3 0 c4 c2
c1 c4 0 c5
0 c2 c5 0

 , det(Y ) = (c1c2 − c3c5)2 , (4.35)

whose determinant is clearly reducible. This means that we expect the distinction between
punctured affine space and algebraic torus to matter. To correctly calculate the disciminant
we would work in the algebraic torus and compute{

c ∈ C5 | ∂F
∂x1

= · · · = ∂F
∂x4

= 0 has a solution for x ∈ (C∗)4
}

= {c ∈ C5 | c4 = c1c2 − c3c5 = 0} ,

which has codimension two, meaning that ∆A∩NewtF (F) = 1 per definition. On the other
hand, from linear algebra, we know that the determinant in (4.35) corresponds to working
in the punctured affine space, where we obtain{

c ∈ C5 | ∂F
∂x1

= · · · = ∂F
∂x4

= 0 has a solution for x ∈ C4 \ {0}
}

= {c ∈ C5 | (c1c2 − c3c5)2 = 0};

note that the defining polynomial (c1c2 − c3c5)2 is not the desired discriminant. Hence
working over the torus rather than the punctured affine space is essential in this example
(precisely because det(Y ) is reducible).

Despite these subtleties in the kinematic limits of individual discriminants, in sec-
tion 3.4 we have provided strong evidence that the entire principal A-determinant does
remain well-defined in these limits. In practice, therefore, they do not matter.

4.4 Pentagon graphs and beyond

The generic n = 5 or pentagon graph shown below depends on 15 dimensionfull variables,
and as we have mentioned, its principal A-determinant consists of 57 different Cayley and
Gram determinants, one of each associated to the graph itself (leading Landau singularities
of type I and II), and the rest to its subgraphs. For simplicity we will restrict the discussion
to the case of even dimension D0 of loop momenta, but the entire analysis may of course be
repeated also for the odd case. By the process of refactorizing these in pairs as described
in subsection 3.2, we obtain a total of 166 letters, out of which 16 are genuinely new, and
the rest may be obtained by relabeling the letters presented in the previous subsections, as
they are associated to subgraphs with n < 5. As functions of the masses and Mandelstam
invariants, these letters in total contain 26 square roots. Instead of presenting lengthy
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formulas, we refer the reader to the ancillary file for this new result.

p1

p2

p3 p4

p5

x2

x3

x4

x5

x1

Based on the evidence presented in subsection 3.4, we expect that any other pentagon,
where some of its masses or momenta have been identified or set to zero, may be obtained
from the generic one by the limiting procedure we have described. In what follows, we will
apply it to obtain further new results, as well as to check it against previously computed
alphabets.

In particular, we will consider limits where all internal masses, as well as some of the
external momenta have been set to zero. Let us start with the case of three offshell external
legs, which thus now depends on 8 dimensionful variables. We distinguish two cases, based
on whether the all three offshell legs are adjacent (‘hard’) or not (‘easy’), and after taking
the corresponding limits of the generic pentagon and eliminating multiplicative relations
between letters, we arrive at 57 letters containing 7 square roots, and 54 letters containing
5 square roots, respectively. As far as we are aware of, these alphabets have not appeared
in the literature before.

Next, we may continue the limiting process to similarly obtain pentagons where two
external legs are offshell. Choosing for example the ‘easy’ configuration where the offshell
legs are not adjacent, for this 7-variable alphabet we obtain 40 letters depending on 3
square roots, and we have checked that it is indeed equivalent to the one previously com-
puted in [78]. Moving on to send another momentum-squared to zero, we land on the
6-variable alphabet of the massless pentagon with one offshell leg, which consists of 30
letters containing 2 square roots. We have also compared our alphabet to the result for
the latter reported in [43], again finding perfect agreement.

Finally, let us also briefly discuss the n = 6 or hexagon case. As we have mentioned at
the end of subsection 3.2, this integral requires us to be in n > d = 5 dimensions of external
kinematics for all distinct Mandelstam invariants to be algebraically independent, and
hence also for the symbol letters to be multiplicatively independent. We will in particular
be restricting our attention to the limit where all masses and momenta squared are set
to zero, and to the letters exclusively associated to the hexagon graph, and not to its
subgraphs. In this limit, the 15 square-root letters of the second type, eq. (3.22) reduce to
3 multiplicatively ones, which now only depend on one square root, whereas all 6 square-
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root letters of the first type, eq. (3.22), remain multiplicatively independent. Together
with the rational letter (3.23), we thus in total have 10 genuinely hexagon letters, and also
here we establish their equivalence to their earlier determination in [103]. These checks
further solidify the evidence provided in subsection 3.4 on the well-defined nature of the
limiting process for principal A-determinants and symbol alphabets, and also support the
correctness of the new limiting results we have obtained.

5 Normality, Cohen-Macaulay, and generalized permutohedra

In this section we study several mathematical properties of Feynman integrals. In subsec-
tion 5.1, we rigorously prove that the Cohen-Macaulay property holds for a larger collection
of one-loop Feynman integrals9 than was previously known; for one loop integrals this gen-
eralizes previous results of [104, 105]. As discussed in the introduction, and detailed further
below, the physical meaning of the Cohen-Macaulay property is that the number of mas-
ter integrals for a given topology is independent of the spacetime dimension and of the
generalized propagator powers.

In subsection 5.2, we prove that the Newton polytope of the second Symanzik poly-
nomial, as defined in section 2.1, is a generalized permutohedron (GP) for a new class of
Feynman integrals of arbitrary loop order. The practical utility of this property, is that
it facilitates new methods for fast Monte Carlo evaluation of Feynman integrals [7, 8].

The Cohen-Macaulay and GP property are also related to numerous other important
properties in the context of toric geometry and the study of the polytopes associated to
toric varieties. To better orient the reader, we summarize a selection of these properties and
their relations in figure 5. Note that it is in particular the stronger property of normality,
which implies Cohen-Macaulay, that we will prove in subsection 5.1. It would be very
interesting to understand any additional physical implications these properties have for
Feynman integrals, for example with respect to their ultraviolet or infrared divergences,
however we will not attempt this here.

In the rest of this preamble, for the sake of completeness, we briefly recall the definitions
of the properties summarized in figure 5, and further elaborate on the implications of the
Cohen-Macaulay property for GKZ-hypergeometric systems and the associated Feynman
integrals. Since, in this section, we are aiming for mathematical rigor, its content will
inescapably be technical in nature. However, at the beginning of each subsection we will
point the reader to the main results, and explain their physical significance.

Generalized hypergeometric systems HA(β), as defined by the matrix in (2.8) and
vector in (2.9), have many nice combinatorial and analytic properties. The dimension of
the solutions space of HA(β), also referred to as the rank of HA(β), is what physicists would
call the number of master integrals. More precisely, for most one-loop integrals the number
of master integrals and the rank of HA(β) are exactly the same, for higher loop orders or
for special kinematics the rank of the hypergeometric system HA(β) only provides an upper
bound on the number of master integrals. For generic β it is a classical result by GKZ

9More precisely, this is a property of the toric ideal associated to the Feynman integral, as defined
in (2.10).
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Matroid Polytope

Generalized Permutohedra (GP) Edge Unimodular

Initial Ideal of IP ∩Zn is Radical P has a Regular Unimodular Triangulation

Normality IDP

Cohen-Macaulay rank(HA(β)) = vol(Newt(G)) ∀β

if and only if A−=P ∩Zn

Figure 5. The diagram above considers the relationships between various properties of the hy-
pergeometric system HA(β) arising from the Lee-Pomeransky polynomial G of a Feynman graph
G, with associated semi-group NA and toric ideal IA and the associated polytope P = conv(A−).
The properties in bold teal colored text are properties of the toric ideal IA, the semi-group ring
C[NA] and the hypergeometic system HA(β); the black plain text properties are properties of the
associated polytope. Definitions of a matroid polytope, the Integer Decomposition Property (IDP),
and edge unimodularity are given in subsection 5.2. Note that the equivalence (in red) between
Normality and IDP holds if and only if A− = P ∩ Zn.

that the dimension of the solution space is given by the volume of the Newton polytope
of G, i.e. rank(HA(β)) = vol(Newt(G)) = vol(conv(A−)). However, for actual physical
calculations the vector β is non-generic, for example the choice β = (−D/2,−1, . . . ,−1)T

of space-time dimension and generalized propagator powers is often used. In order for the
equality between the rank and volume of Newt(G) to hold for every β we need IA to be
Cohen-Macaulay. Note that here, and in all other instances, by volume we mean normalized
volume, that is we use the convention that the standard simplex in Rn has volume 1; that
is our volume is n! multiplied by the usual Euclidean volume in Rn.

For our purposes we will define the Cohen-Macaulay property of toric ideals IA in
terms of hypergeometric systems; by doing so we are employing a deep result of [106].
For a definition of the Cohen-Macaulay property for arbitrary polynomial ideals we re-
fer the reader to the book [107]. We say the ideal IA in C[∂] and the semigroup ring
C[NA] ∼= C[∂]/IA are Cohen-Macaulay if the associated hypergeometric system HA(β) is
such that rank(HA(β)) = vol(conv(A−)) for all β. Hence in particular we have the following
equivalence

rank(HA(β)) = vol(Newt(G)) ∀β ⇐⇒ IA is Cohen−Macaulay. (5.1)

In subsection 5.1 we prove that for one-loop graphs the semi-group NA is normal for
almost every kinematic setup. We say the semi-group NA, and the associated semi-group
ring C[NA], are normal if

NA = ZA ∩ R≥0A.
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Showing that NA is normal will in turn imply that the associated toric ideal IA is Cohen-
Macaulay by a result of [108]; hence in particular the relation (5.1) holds.

In the one loop case, with all internal and external masses non-zero and different we
get the simple formula for the number of master integrals:

#(master integrals) = vol(Newt(G)) = 2n − 1. (5.2)

This formula has been quoted before, see e.g. [49].
The properties above, namely normality and the Cohen-Macaulay property, are prop-

erties of the semi-group NA and the ring C[NA], on the other hand the generalized permu-
tohedra property is a property of a polytope P . A polytope P ⊂ Rn is a generalized permu-
tohedra (GP) if and only if every edge is parallel to ei −ej for some i, j ∈ {1, . . . , n}, where
the eℓ denotes the standard basis vectors in Rn. When all lattice points in P = conv(A−)
are contained in A− then properties of the polytope, such as the GP property, have relations
with those of the semi-group ring C[NA]; in particular in this case GP implies normality.
Assuming A− = P ∩ Zn, another property which implies that C[NA] is normal (and hence
Cohen-Macaulay) is if there is some monomial order such that the initial ideal of IA− is
radical; more precisely [109, Corollary 8.9] tells us that this is equivalent to P having a reg-
ular unimodular triangulation, which in turn implies normality. We now briefly recall some
of these definitions. A regular triangulation of a polytope P ⊂ Rn is called unimodular if it
consists only of simplices with volume 1 (recall our convention that a standard simplex has
volume 1); for a definition of a regular triangulation see [110, §5.1]. For a polynomial ideal
I with Gröbner basis {g1, . . . , gr} in a polynomial ring with some monomial order < the
initial ideal is the ideal in<(I) := ⟨in<(g1), . . . , in<(gr)⟩ where in<(f) is the monomial of
a polynomial f which is largest with respect to the ordering <, [111, §1.2]. We say an ideal
I in a polynomial ring R is radical if I =

√
I where

√
I := {f ∈ R | f ℓ ∈ I for some ℓ ∈ N}.

We remind the reader that the key properties defined in the last several paragraphs, and
their relations, may be found in figure 5.

5.1 Normality and Cohen-Macaulay for one-loop Feynman graphs

Throughout this subsection we assume that the Feynman graph G under consideration is a
one-loop Feynman graph, and employ the notations introduced in section 2 with Symanzik
polynomials U ,F giving G = U + F and A = {1} × A− = {1} × Supp(G) as above, see
e.g. (2.8). Note that taking Gh = Ux0 + F we have that the matrix Supp(Gh) is obtained
from A by elementary row operations; hence without loss of generality we may (and will)
assume Supp(Gh) = A.

The main result of this subsection is Theorem 5.4, which proves that the semi-group
NA is normal if and only if we have that

p(Fij)2 − m2
i − m2

j = (pi + · · ·+ pj−1)2 − m2
i − m2

j ̸= 0 (5.3)

for all edges i, j where both mi ̸= 0 and mj ̸= 0; that is, the only cases where normality
does not hold are when either all three terms on the right of the above equation are nonzero
and the entire right-hand side vanishes, or when p(Fij)2 = 0 and the two masses are equal
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to each other.10 Hence this condition is sufficient for the Cohen-Macaulay property to hold,
see figure 5. Note that if only one of the masses are non-zero, cancellation is allowed and
the Cohen-Macaulay property (and even more strongly, normality) will hold. We also wish
to highlight that all individual terms in (5.3) are allowed to be zero; this includes the case
where all internal propagators are massless for any external kinematics, as illustrated in
Corollary 5.6.

For Feynman graphs G of any loop order, but under the assumption of generic (i.e. non-
zero) momenta, so that the momentum flow p(F ) between the two connected components
of any two-forest F of G is nonzero, the Cohen-Macaulay property has been proven in the
fully massive case by [105] and for generic (but some times zero) masses by [104].

Our proof in the one loop case is founded on a result of [112]; we begin with the
relevant definitions. To a graph we may associate a matrix which catalogs which vertices
in a graph are joined by an edge; note that in the discussion which follows this will be a
different graph than the Feynman graph G.

Definition 5.1 (Edge Matrix). Let H = (E, V ) be a finite connected graph with vertex set
V = {0, . . . , d}. If e = {i, j} is an edge of H joining vertices i and j we define ρ(e) ∈ Rd+1

by ρ(e) = ei + ej where ei is the ith unit vector in Rd+1. Let M be the matrix whose
columns correspond to the finite set {ρ(e) : e ∈ E}, then M is called the edge matrix of
H and the convex hull of M is called the edge polytope.

A result of [112] will tells us that if we can associate a certain graph H to A then the
semi-group NA is normal, hence establishing the desired result. This result is based on
verifying the following condition for a graph H.

Definition 5.2 (Odd cycle condition). A cycle in a graph is called minimal if it has no
chord and it is said to be odd if it is a cycle with odd length. A graph H satisfies the odd
cycle condition if for two arbitrary minimal odd cycles C and C ′, either C and C ′ have a
common vertex or there is an edge connecting a vertex of C with a vertex of C ′.

We may now state a result of [112] which we will apply in Theorem 5.4 below.

Theorem 5.3 (Corollary 2.3, [112]). Let B be the edge matrix of a graph H. The semi-
group NB is normal if and only if the graph H satisfies the odd cycle condition.

Using the above result we now prove the main result of this section, which gives a
precise condition for when the semi-group NA is normal for the matrix A associated to a
one loop Feynman graph; recall that normality of NA implies the Cohen-Macaulay property
holds, see figure 5.

Theorem 5.4. Let Gh = Ux0 + F be the Symanzik polynomial of a one-loop Feynman
diagram G. Then the matrix A = Supp(Gh) is the edge matrix of a graph H satisfying the
odd cycle condition if and only if we have that

p(Fij)2 − m2
i − m2

j ̸= 0 (5.4)
10We do not currently have a physical justification for why this is the case, but it would be interesting

to address this in the future.
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0

1

2

j

E − 1

E

Figure 6. The part of H associated to Ux0. The vertex labels in the graph denote the variable
subscript.

for all edges i, j where both mi ̸= 0 and mj ̸= 0. Hence, in particular, the semi-group NA

is normal if and only if (5.4) holds for all edges i, j where both mi ̸= 0 and mj ̸= 0.

Proof. First consider the structure of the matrix A = Supp(Gh) for our one loop Feynman
diagram G. Since we have exactly one loop in the diagram G then the exponent vectors
of U , which correspond to the spanning trees of G, are obtained by removing exactly one
edge from the loop in G, and the exponent records this removed edge giving an identity
matrix obtained from the monomials of U . In other words, this means that the exponents
of U are the indicator vectors of the bases of the co-graphic matroid of M∗(G) of G. The
matrix obtained from Ux0 is then an identity matrix with a row of ones added on top:(

1 · · · 1
1E

)

where 1E is the E × E-identity matrix.
Hence the matrix A is the edge matrix (as in Definition 5.1) of a graph H. The part of

A arising from U gives E +1 vertices of H and exactly one edge between the central vertex
(corresponding to the exponent of x0 in Ux0). We now construct the graph H in three
steps; the first step adds the vertices and edges arising from Ux0, this step is illustrated in
figure 6.

Now consider the columns of A arising from exponents of F0. The polynomial F0 has
no monomials which contain x0, hence the first entry of all columns of A arising from F0
is 0. In our one loop diagram, to obtain a 2-forest we remove 2 edges, and the monomials
in F0 record these two edges which have been removed, it follows these columns contain
exactly two 1s. Hence the columns of A arising from F0 contain two ones and a zero in the
first entry. This will lead to connected edges between pairs of vertices on the circular arc.
Each such connection will yield a new minimal odd three cycle, as illustrated in figure 7.
It follows that the graph H obtained by this addition will satisfy the odd-cycle condition
(Definition 5.2).

Now we consider the consequences of adding massive particles, that is edges with an
associated mass in the Feynman graph G. In the polynomial Gh the addition of a massive
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E

Figure 7. The part of H associated to Ux0 with edges added corresponding to monomials of F0.
One such edge is illustrated connected the vertices i and j below.

0

1

2

i
j

E − 1

E

Figure 8. The part of H associated to Ux0 with edges added from Equation (5.5). The term x2
j

correspond to the self loop and the other terms connect j to every other vertex in H satisfying (5.4).

edge in G corresponds to the following product of polynomials

(x1 + x2 + · · ·+ xE) · m2
jxj ; (5.5)

this will contain the monomials xixj , i ̸= j and x2
j . The square term corresponds to adding

a loop at vertex j of H. This odd-cycle is connected to vertex 0 by a simple edge and thus
at most separated by one edge from every odd-cycle corresponding to terms xixj , i ̸= j.
Assume now that we have two internal masses, mi ̸= 0 and mj ̸= 0, then the loops they
create at vertex i resp. j have to be connected by an edge for the odd-cycle condition to
hold. This is true if and only if (5.4) holds, i.e. if and only if the corresponding term in
F0 + Fm is non-vanishing.

Since the graph H satisfies the odd-cycle condition it has edge matrix A, the algebra
NA is normal by Theorem 5.3.

We now illustrate this result on an example which is guaranteed to be normal, and
hence Cohen-Macaulay, by the result of Theorem 5.4 but for which the earlier results
of [105] and [104] do not apply.
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Figure 9. The edge graph in Example 5.5; as before the vertex labels denote variable subscripts.

Example 5.5. The arguments in [104, 105] rest on the assumption that for every proper
subset V ′ ⊂ Vext we have (∑v∈V ′ pv)2 ̸= 0. For on-shell massless diagrams this assumption
fails, e.g. since p2v = 0 for every v ∈ Vext. This means for example that the on-shell massless
box-diagram with homogeneous Lee-Pomeransky polynomial

Gh = x0(x1 + x2 + x3 + x4)− sx1x3 − tx2x4 (5.6)

is not covered by any of the previous results but is still normal due to Theorem 5.4.
The edge graph associated to Gh is shown in figure 9 which clearly satisfy the odd-cycle
condition implying, by Theorem 5.4, that the semi-group NA is normal, and hence the
Cohen-Macaulay property holds (see also figure 5). The number of master integrals can
thus be calculated simply as vol(Newt(Gh)) = 3 which corresponds to the box integral itself
along with the s- and t-channel bubble integrals.

We especially note the following corollary of Theorem 5.4.

Corollary 5.6. If G is a one-loop Feynman graph with me = 0 for all edges e ∈ E, i.e.
Fm = 0, or at most one edge has a non-zero mass. Then NA is normal for all possible
external kinematics.

Even though we have primarily discussed the Cohen-Macaulay property, the result
above as well as the papers [104, 105] focus on proving normality of NA which is a stronger
criteria, see figure 5. Going to special kinematics one may find Feynman integrals with the
Cohen-Macaulay property but which are not normal as well as two-loop integrals where
even the Cohen-Macaulay property fails [104].

5.2 Generalized permutohedra

We again employ the notations introduced in section 2 with Symanzik polynomials U ,F
giving G = U + F . The main contributions of this subsection are Proposition 5.10 and
Theorem 5.11. Reinterpreting earlier results in the literature, in essence they demonstrate
that the polytope Newt(F)11 of a Feynman graph of arbitrary order is a generalized per-
mutohedron (GP) if: 1) all internal propagators are massive for any external kinematics
in the former case; 2) every vertex can be connected to an external vertex by a path of
propagators that are all massive, and the graph is one-particle and one-vertex irreducible,
with all external momenta offshell/massive in the latter case. This enlarges the class of
integrals previously known to be GP [113], as we will also review in what follows.

11It is well-known that Newt(U) is always GP, see the discussion after Proposition 5.9.
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The permutohedron is a classical polytope with many special properties, for example,
it is a simple zonotope, the monotone path polytope of a cube [110] and the secondary
polytope of a triangular prism ∆(1, 2) × ∆(1, n), see [65]. More recently the generalized
permutohedron (GP) was introduced by Postnikov [114], and it was shown by Aguiar and
Ardila that these polytopes are universal combinatorial representatives for a vast class of
Hopf monoids [115]. In the physical context generalized permutohedra have facilitated new
methods for fast Monte Carlo evaluation of Feynman integrals [7, 8].

Simply put, a generalized permutohedron is any polytope whose normal fan is a coars-
ening of a permutohedron’s normal fan. In the context of establishing normality of a
polytope or semi-group, the following classification is more useful.

Theorem 5.7 ([115, Theorem 12.3]). A polytope P ⊂ Rn is a generalized permutohedra if
and only if every edge is parallel to ei − ej for some i, j ∈ {1, . . . , n}.

A matroid polytope is the convex hull of the indicator vectors of all bases of matroid; note
these vectors have entries 0 or 1 only. We will say that a polytope has the GP property if
Theorem 5.7 is satisfied. This especially means that every matroid polytope [116, 117] has
the GP property and that every polytope with the GP property is edge-unimodular, i.e.,
the matrix of edge-directions is unimodular.

As used in this paper, normality of a set of lattice points A = {1} × A− ⊂ Zn+1 is a
property of the semi-group NA while the GP property is associated to a polytope. Even if
P = conv(A−), there is a priori no direct connection between the two properties, however,
if A− is the full set of lattice points in P , i.e.,

A− = P ∩ Zn (5.7)

then GP implies normality. This is because every polytope with the GP property also has
the integer decomposition property (IDP):

Definition 5.8 (Integer decomposition property). A polytope P ⊂ Rn is said to have the
integer decomposition property (IDP) if for every k ∈ Z>0 it satisfies

kP ∩ Zn = P ∩ Zn + (k − 1)P ∩ Zn. (5.8)

By a result of Howard (see, [118], cf. [119]) every edge-unimodular polytope, and
therefore especially every GP, has the IDP property. The significance of the IDP property
in our setting is that it is equivalent to A being normal if A− = P ∩ Zn.

Proposition 5.9. Let P ⊂ Rn be a polytope and A− = P ∩Zn, then P has the IDP if and
only if A = {1} × A− is normal.

Proof. Assume P has the IDP, then for every integer k > 0 we have that a ∈ kP ∩ Zn

implies there exists a1, . . . , ak ∈ A− such that a = a1 + · · ·+ ak. By the construction of A

we may choose a basis for ZA such that the first coordinate is 1 and the remaining entries
are a basis for ZA−. An arbitrary point in ZA ∩ R≥0A ⊂ Zn+1 has the form (k, a) for
some integer k > 0 and where a ∈ ZA−, but A− = P ∩Zn, so a ∈ kP and the IDP implies
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that a = a1 + · · · + ak for some a1, · · · , ak ∈ A− and thus (k, a) = (1, a1) + · · · + (1, ak).
Therefore normality is proven.

Now, assume that NA is normal, that is, we can write every element (k, a) ∈ R≥0A∩ZA

as (k, a) = (1, a1) + · · ·+ (1, ak) for a1, . . . , ak ∈ A−; this directly implies the IDP.

By definition Newt(U) is the matroid polytope of the dual matroid to the Feynman
graph, meaning that not only does Newt(U) have the GP property but also Supp(U) =
Newt(U) ∩ Zn so the semi-group generated by Supp(U) is normal.

Properties connected to the F -polynomial are much more intricate as they are always
dependent on the kinematic setup and not just on the underlying graph, however, some
general statements are known. For example, Schultka proved in [113] that Newt(F) is a GP
in the Euclidean regime with generic kinematics. Here we provide a slight generalization:

Proposition 5.10. Assume me ̸= 0 for all e ∈ E, then Newt(F) is a GP for all possible
choices of external kinematics.

The proof of this statement is contained in [105] but not in reference to the GP property.
We state it here for completeness.

Proof. When all internal masses are non-zero all vertices of Newt(F ) must always come
from U ·

∑
e∈E m2

exe ⊂ F , i.e.

Newt(F) = Newt
(
U ·

∑
e∈E

m2
exe

)
= Newt (U) + Newt

(∑
e∈E

m2
exe

)
. (5.9)

Since Newt
(∑

e∈E m2
exe
)

is just the standard simplex ∆(1, n), which is a GP, and Newt(U)
is a GP, this means that Newt(F) is a GP since the GP property is closed under Minkowski
addition [115].

Another case is contained in [105], assume all internal masses are zero, i.e. me = 0
for all e ∈ E, and that every two-forest of G comes with a non-zero coefficient. This last
assumption means that V = Vext and that p(V ′)2 ̸= 0 for all V ′ ⊂ V where p(V ′) =∑

v∈V ′ pv. For this setup Newt(F) is a matroid polytope and hence a GP.
This result was generalized by Walther in [104] where he managed to remove the

assumption Vext = V . He showed that Newt(F) is a matroid polytope, and hence GP, if
me = 0 for all e ∈ E and p(V ′)2 ̸= 0 for all V ′ ⊂ Vext. The assumption placed on the
external momenta essentially means that they behave as Euclidean vectors in the sense
that (i) p2v ̸= 0 for all v ∈ Vext and (ii) (pv + pu)2 ̸= 0 for all u, v ∈ Vext. Neither of these
two assumptions are true in the general Minkowski setting.

As long as the equality

Newt(F) = Newt
(
U ·

∑
e∈E

m2
exe

)
(5.10)

holds for a Feynman graph (with at least one me ̸= 0), it is clear that Newt(F) is a GP by
the arguments in the proof of Proposition 5.10. This can be rephrased to the statement,

– 47 –



J
H
E
P
1
0
(
2
0
2
3
)
1
6
1

that a sufficient condition for Newt(F) to be a GP is that Supp(F0) ⊆ Supp(Fm). Since
the terms in F0 come from the two-forests of the graph, one way this can be true is if Fm

contains terms from all two-forests. This is guaranteed if every vertex of G is connected
to an external vertex by a massive path, i.e. a path of consecutive edges all with non-zero
mass.
Theorem 5.11 (Theorem 4.5 in [104]). Let G be a one-particle irreducible and one-vertex
irreducible Feynman graph such that no cancellation between F0 and Fm occurs and p(V ′) ̸=
0 for all V ′ ⊂ Vext. Then every term in F0 also appears in Fm (i.e. Supp(F0) ⊆ Supp(Fm))
if and only if every v ∈ V has a massive path to an external vertex v′ ∈ Vext.

A direct consequence is that Newt(F) is a GP for every Feynman graph satisfying Propo-
sition 5.10 or Theorem 5.11. In addition to the GP property being a desirable property,
see for example the discussion at the beginning of this section, GP also implies the Cohen-
Macaulay property holds, see figure 5, and hence that the number of master integrals
may be calculated from the volume of the associated polytope independent of generalized
propagator powers and space time dimension.

6 Conclusions and outlook

In this paper we have recast the problem of determining the symbol alphabet of a polyloga-
rithmic Feynman integral as the question of factorizing its principal A-determinant, which
encodes its Landau singularities and may be obtained independently of the standard pro-
cedure of its analytic evaluation. We have primarily studied one-loop Feynman integrals.
Our main results are the formulas for their symbol alphabet (3.21)–(3.23) and canonical
differential equations (3.32)–(3.33) together with a Mathematica code for their automatic
evaluation, as well as the proof that normality, and hence the Cohen-Macaulay property,
holds in Theorem 5.4. These results are complimented with the limiting procedure for spe-
cialized kinematics in subsection 3.4, also implemented in Mathematica, and a discussion
of the generalized permutohedron in subsection 5.2.

While the main focus of this paper is on one-loop graphs we are also optimistic that
the approach to obtaining the symbol letters via the principal A-determinant described in
this note will also apply in more generality. To this end we conclude with a simple example
of a two-loop graph where the principal A-determinant gives the symbol alphabet. We
consider the slashed box with two different choices for one off-shell leg.

p1 p4

p3p2

x1

x4

x3

x2
x5
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The first Symanzik polynomial is independent of the kinematics and is therefore the same
in all the following different cases:

U = x1x3 + x1x4 + x1x5 + x2x3 + x2x4 + x2x5 + x3x5 + x4x5. (6.1)

The simplest one-mass case is the off-shell leg being connected to the internal diagonal,
e.g. p22 ̸= 0 while p21 = p23 = p24 = 0. This gives the F -polynomial

F = −sx1x3x5 − tx2x4x5 − p22x2x3x5. (6.2)

The Newton polytope Newt(F) is not a generalized permutohedron (GP) and Newt(G) is
not edge-unimodular, however, IA has a radical initial ideal and therefore Newt(G) has a
regular unimodular triangulation so NA is normal. At one-loop and with generic kinematics
this means that the number of master integrals equals the volume of Newt(G). This is no
longer true at two loops, since Gale duality is no longer enough to fix all coefficients in
U to be one, as required for Feynman integrals. The physically interesting case now is a
restriction ideal of HA(β). In physical variables (and with all coefficients in U one) we
obtain that the reduced principal A-determinant is:

ẼA(G) = (p22 − s − t)(p22 − s)(p22 − t)stp22.

With the three variables z1 = s/p22, z2 = t/p22 and z3 satisfying z1 + z2 + z3 = 1 we get

ẼA(G) ∝ z3(1− z1)(1− z2)z1z2. (6.3)

These five factors constitute all but one letter in the symbol alphabet for two-dimensional
harmonic polylogarithms [120], known to be the appropriate class of functions for describing
all four-point two-loop master integrals with one offshell leg, and hence also the slashed
box integrals discussed here.

The other one-mass configuration has F -polynomial

F = −sx1x3x5 − tx2x4x5 − p21x1x2(x3 + x4 + x5).

Again Newt(F) is not GP and Newt(G) is not edge-unimodular, however, IA has a radical
initial ideal and therefore Newt(G) has a regular unimodular triangulation. So NA is
normal, where A is the support of G,

A =



1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 0 0 0 0 0 1 0 1 1 1
0 0 0 1 1 1 0 0 0 1 1 1 1
1 0 0 1 0 0 1 0 1 0 1 0 0
0 1 0 0 1 0 0 1 0 1 0 1 0
0 0 1 0 0 1 1 1 1 1 0 0 1


. (6.4)

As before we use the physically relevant setup and work in physical variables. The reduced
principal A-determinant is:

ẼA(G) = (p21 − t)(p21 − s)(p21 − s − t)(s + t)stp21.
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With the same change of variables as before (but with p2 taking the role of p1) we get

ẼA(G) ∝ (1− z2)(1− z1)z3(1− z3)z1z2, (6.5)

which is the full symbol alphabet for the two-dimensional harmonic polylogarithms.
At this level the discriminants which needed to be calculated are quite sizeable. For

example, not only does the full A-discriminant in this case have degree 14, but the dis-
criminant corresponding to the face

A ∩ Γ =



1 1 1 1 1 1 1 1 1 1
1 1 0 0 0 0 1 0 1 1
0 0 1 1 0 0 0 1 1 1
1 0 1 0 1 0 1 0 1 0
0 1 0 1 0 1 0 1 0 1
0 0 0 0 1 1 1 1 0 0


(6.6)

has degree 20. Even though computational complexity grows quickly at higher loops, and
we have the fact that the physically interesting ideals will be restriction ideals of HA(β),
this nontrivial two-loop example of the two-loop slashed box integral with one offshell leg
not only shows that its principal A-determinant may still be computed directly; but also
that it yields the full symbol alphabet of the integral in question.
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