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Abstract 

The concept of embodiment has been used in multiple scenarios, but in cognitive neuroscience 

it normally refers to the comprehension of the role of one’s own body in the cognition of 

everyday situations and the processes involved in that perception. Multisensory research is 

gradually embracing the concept of embodiment, but the focus has mostly been concentrated 

upon audiovisual integration. In two experiments, we evaluated how the likelihood of a 

perceived stimulus to be embodied modulates visuotactile interaction in a Simultaneity 

Judgement task. Experiment 1 compared the perception of two visual stimuli with and without 

biological attributes (hands and geometrical shapes) moving towards each other, while tactile 

stimuli were provided on the palm of the participants’ hand. Participants judged whether the 

meeting point of two periodically-moving visual stimuli was synchronous with the tactile 

stimulation in their own hands. Results showed that in the hand condition, the Point of 

Subjective Simultaneity (PSS) was significantly more distant to real synchrony (60 ms after 

the Stimulus Onset Asynchrony, SOA) than in the geometrical shape condition (45 ms after 

SOA). In experiment 2, we further explored the impact of biological attributes by comparing 

performance on two visual biological stimuli (hands and ears), that also vary in their motor and 

visuotactile properties. Results showed that the PSS was equally distant to real synchrony in 

both the hands and ears conditions. Overall, findings suggest that embodied visual biological 

stimuli may modulate visual and tactile multisensory interaction in simultaneity judgements. 

 

Keywords: Embodiment, visuotactile interaction, multisensory integration, simultaneity 

judgement, body, biological motion 
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1. Introduction 

The majority of events we experience every day give rise to sensations in more than one 

sensory modality. We combine the information provided by our senses, such as the temporal 

relations between different sensorial events, to construct a single and coherent global percept 

(De Gelder and Bertelson, 2003; Ernst and Bulthoff, 2004). Depending on the sensory 

modality with which we perceive these sensorial events, we may experience the occurrences 

at different speeds, and as a result, the integrated percept can have an impact on whether the 

sensory events are regarded as having occurred synchronously or asynchronously. This has 

been generally tested using a Simultaneity Judgement task (see Spence et al., 2003). Previous 

work, considering judgements of temporal events under multisensory conditions, points to the 

dominance of auditory signals over visual or tactile modalities (Fendrich and Corballis, 2001, 

Vroomen et al., 2004; Bresciani et al., 2006). Multisensory research has also shown that the 

naturally occurring lags in arrival (physical) and processing (neural) times of different types 

of information result in differing timings of physical transmission — sound (330 m/s), light 

(300 × 106 m/s) — as opposed to neural transmission — auditory (10 m/s), visual (50 m/s) 

and tactile perception (55 m/s). Authors refer to the Horizon of Simultaneity in which 

audiovisual information arrives synchronously at the primary sensory cortices only if the 

event occurs at a distance between 10 and 15 metres from the observer. In a shorter distance 

(less than 10 m), auditory signals would be the first to be processed, over visual and tactile 

(Keetels & Vroomen, 2012). 

Experiments demonstrated that sounds intervening between two lights led to a decline 

in performance in a temporal order task, and acted as if either the sounds pushed the 

perception of the lights further apart in time, or the sounds pulled the lights closer together, 

depending on when the sounds occurred (Morein-Zamir et al., 2003) suggesting a ‘temporal 

ventriloquism’ phenomenon analogous to spatial ventriloquism. 

Furthermore, if participants are requested to judge conflicting multisensory cues, 

studies showed that a periodic auditory distracter disrupts visual synchronisation, but the 

converse is not true (Repp and Penel, 2004). 

Most of the existing literature on multisensory processing has largely been confined to 

studies employing rather simplistic visual and auditory events (see Lange et al., 2018). 

Occasionally, this resulted in the stimulus used being relatively impoverished, often lacking 

symbolic meaning, and generally possessing minimal ecological value (Smit et al., 2019), such 
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as beeps and flashes, or lights accompanied by an audible click. Studies inspired by the McGurk 

and Ventriloquist effects (e.g. McGurk and MacDonald, 1976), concentrated on the speech 

domain (Bertelson et al., 1994; Burnham and Dodd, 2004; Sekiyama et al., 2014). Previous 

work exploring multisensory integration in general, and simultaneity judgement studies in 

particular, have implemented a range of stimulus types, such as visual flashes and auditory 

tones, realistic audiovisual speech (see Keetels and Vroomen, 2005; Arrighi et al., 2006; Enoki 

et al., 2006; Vatakis and Spence, 2008) and experimental methods such as film soundtracks 

and their audiovisual integration, or spatial separation between sound and light (see, e.g., 

Exner, 1875; Dixon and Spitz, 1980; Vroomen, et al., 2004; Vatakis et al., 2008). Some of the 

most complex stimuli utilised to date have been videos of humans speaking or playing an 

instrument (see, e.g., Dixon and Spitz, 1980; Hollier and Rimell, 1998; Vatakis and Spence, 

2008). 

Research has shown that the final percept in a multisensory perception task could be 

modulated by the individual features of the perceived stimuli. Saygin et al. (2008) presented 

Point Light Displays (PLDs; upright, inverted and scrambled) and asked participants to judge 

the audio-visual synchrony between a PLD human walking and a beep that either followed the 

same frequency of the steps of the visual stimuli (match trials) or a different one (mismatch 

trials). In that study, the authors employed a paradigm that highlights the importance of 

biological features in multisensory integration. Their bimodal (visual-auditory) novel task 

showed that participants were more accurate in the upright condition compared with the 

inverted and scrambled conditions. That advantage disappeared if the upright PLD was not 

phase-locked with the beep at the first footstep. The authors suggested these results could be 

attributed to both the human experience in perceiving a simple biological motion, and to the 

gestalt of the visual stimuli. This study suggests the importance of a motorically encoded 

perception and biological attributes in multisensory temporal integration. It has been previously 

shown that biological motion does not necessarily integrate linearly over space and time with 

constant efficiency, but instead, it adapts to the particular nature of the stimulus in question 

(Neri et al., 1998). 

 

In Saygin et al. (2008), the authors state that the gestalt of the upright walker had a 

crossmodal consequence for audiovisual temporal judgment, but it is still unclear if similar 

advantages are found in other sensory modalities. From the existing literature, it is difficult to 

know whether the physical attributes of the stimuli, coupled with a potential embodiment, could 

influence temporal judgements between a visual and a tactile event. Here we explored whether 
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biological attributes represented in body-related stimuli would denote a possible relationship 

between a simultaneity judgement and a potential embodiment. If so, we investigated if this 

embodiment would be reflected in extra cognitive processes, which could have an effect of 

delaying the point of subjective simultaneity (PSS). We examined if a plausible motion path, 

such as hands clapping, would modulate the simultaneity judgement of visual and tactile 

information, and whether this modulation is present when observing non-biological stimuli. 

Cognitive approaches to temporal dimensions and human behavioural responses often refer to 

the ways in which an individual’s behaviour emerges from interactions of their own brain, their 

whole body, and the environment around them. Embodiment is thought of as more than 

physiological or brain activity (Gibbs, 2005; De Vignemont, 2011) and is constituted by 

recurring patterns of kinaesthetic, proprioceptive action that provide much of people’s felt 

subjective experience (Medina et al., 2015; Gonzalez-Franco and Berger, 2019). The intuition 

behind the embodied approach is that cognition is fundamentally integrated with perceptual 

and motor systems. Such integration does not itself exclude multimodal representations, as 

long as the function of these representations is to engage appropriate simulations and not to act 

as independent conceptual representations that help the process in question. In the present 

study, the task was to perform a simultaneity judgment and, in this context, to assess the 

possibility of a modulatory effect of an independent conceptual representation, a potential 

embodiment of body-related visual information in a visuotactile task. The perception of 

biological and non-biological movement is achieved by a whole sensory experience that 

encompasses more than just the visual system, but rather in conjunction with several brain 

areas’ activity that is present as a kinaesthetic form and includes all of the aspects of the body 

in action and the agent observed. “Perception is tightly linked to subjunctive thought processes 

whereby objects are perceived by imagining how they may be physically manipulated” (Gibbs, 

2005). 

Over the past two decades, a large portion of research on multisensory perception has 

typically been focused on vision and audition (e.g., Vroomen and de Gelder, 2000; Shams et 

al., 2000; Guttman et al., 2005; Zampini et al., 2005b). Audiovisual temporal judgements can 

be performed between several combinations of features that belong to either the visual 

domain (e.g., variations in size, luminance, or position) or the auditory domain (e.g., source 

location, changes in frequency or amplitude; Fujisaki & Nishida, 2007), while work on other 

sensory modalities has also made important contributions to the field of visual perception in 

combination with touch and proprioception (Diederich et al., 2003; Azañón & Soto-Faraco, 

2008; Smit et al., 2019; Tamé et al., 2019). Findings of multisensory research on auditory 
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perception in combination with touch (Graziano et al., 1999; Kitagawa et al., 2005; Zampini 

et al., 2007; Simon-Dack & Teder-Sälejärvi, 2008; Fujisaki & Nishida, 2009; Tajadura-

Jiménez et al., 2009) have elegantly shown that there are similar principles of multisensory 

interactions across different sensory modalities, and that particular features of the stimuli may 

have had an impact on the patterns of those multisensory interactions. Similarly, multisensory 

interactions have been suggested to have exerted an attenuation of any effect the tactile 

stimuli may have had when the perception seemed to be accompanied by the embodying of 

an observed body part (Kilteni & Ehrsson, 2017). Authors such as Alais & Carlile (2005), 

Spence et al. (2003), Körding et al. (2007), Guttman et al. (2005), and Làdavas & Farnè 

(2004), showed that visual perception of rhythms, e.g., observing someone tapping, proved to 

be automatically encoded if that perception belonged to the auditory domain. This finding 

raised further questions, such as whether a similar specialised mechanism would apply for the 

processing of a tactile perception that also followed a varying temporal structure. 

Surprisingly little empirical work has been conducted to test if the gestalt of a 

stimulus, that is all of the visual components of the stimuli in question, could have a 

distinctive impact on the accuracy of judging whether a visual event was simultaneous with a 

tactile one (Rubichi et al., 2011; Nardini et al., 2013). Here, we explored to what extent the 

biological attributes of the perceived stimuli could have an impact on the simultaneity 

judgements we would make concerning those occurrences. 

Our working hypothesis was that accuracy on a judgement of synchronicity between 

two multisensorial events was dependent upon differing levels of embodiment. With this aim, 

in the first experiment, we manipulated the potential level of embodiment, by employing 

stimuli conformed by either biological or non-biological attributes (hands and geometrical 

shapes). The stimuli with biological and non-biological attributes performed a simple 

movement, similar to that of clapping. We altered the temporal patterns between the visual and 

tactile events in a bimodal simultaneity judgement task, that has not been explored in this 

format before. In the second experiment, we explored the specificity of the embodied effect by 

testing simultaneity judgements between two biological agents in motion. The first condition 

being again hands, the second condition a body part stimulus that normally does not experience 

a motion path similar to clapping. To this end, we used images of ears following a similar 

trajectory path to the apparent motion of the hands clapping. These data will help in explaining 

a differential effect on visual–tactile interaction during the perception of biological and non-

biological stimuli, and the specificity of the embodied response. 
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2. Experiment 1 

2.1. Methods 

2.1.1. Participants 

Fourteen participants (mean age 21.85, SD 4.14, one male) took part in the experiment. All 

participants had normal or corrected-to-normal vision, and reported no cognitive, attentional, 

or neurological abnormalities. Written and informed consent was obtained from all participants 

and the study was approved by the Psychology Research Ethics Committee at City University 

London, following guidelines and procedures established in the Declaration of Helsinki. 

 

2.1.2. Stimuli 

The images for the visual stimuli were of real hands and geometrical shapes (rectangles), 

matched in colour, luminosity and size. All sets of images followed a similar horizontal 

trajectory and were displayed at a 13° visual angle in height when viewed at 60 cm from the 

computer screen. For the hands condition (H), the visual images were sequential frames of two 

hands that started on the edges of the screen, met in the middle and then moved back to the 

starting position, representing a clapping movement as a biological agent in an apparent 

continuous motion. The hands stimuli were depicted including the forearms, to ensure their 

biological identity was processed and to enhance any potential embodiment of the hands 

themselves. Note that the tactile stimulation was provided in the palms of the participants’ 

hands. The size of the geometrical shapes and the ears were determined by, and therefore 

identical to, the size of the hands excluding the forearms. Therefore, it applied to all stimuli 

that, when they reached the point of touching each other, the actual area of contact was the 

same size, regardless of whether they possessed biological features or not. In the geometrical-

shapes condition (S), the visual images were frames of two vertical rectangles, that moved 

through a horizontal apparent motion path, identical to that of the hands, again, both in terms 

of the apparent movement and the size, starting from the edges of the screen, meeting in the 

middle and seemingly moving back to the starting position (see Fig. 1A). 

The materials and apparatus were identical in Experiment 1 and 2. Participants were 

requested to seat in a sound-attenuated room, controlled for light and temperature. The tactile 

stimulators were presented using 12-V solenoids (5 mm in diameter), and were attached with 

medical tape to the palms of both hands, and placed where the superficial transverse ligament 

meets the level of the middle finger. The tactile stimuli consisted of a mechanical single brief 
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pulse. The tactile stimulation was a 10 ms tap presented simultaneously to both hands. The 

vibration intensity was constant, but the tactile tap was presented at various asynchronies. The 

tactile stimulators were activated when the two 10-V solenoids drove a metal rod with a blunt 

conical tip in the palmar fascia. In order to mask the sound of the tactile stimulator, participants 

were requested to use headphones, through which white noise (58 dB SPL) was provided 

binaurally. 

 

2.1.3. Procedure 

We employed a Simultaneity Judgments (SJ) task to assess perceived crossmodal 

synchronicity between visual and tactile events. The experiment consisted of 336 trials per 

stimulus and Stimulus Onset Asynchrony (SOA), resulting in a total 8736 trials per 

participant. On all trials, participants observed a set of images on a computer screen 

simulating apparent motion. The duration of the visual stimuli was either 50 or 25 ms per 

image presentation, as stated in the SOA timeline (see Fig. 1A). The images were presented 

consecutively to give the impression of motion, and shorter SOAs were used close to the 

synchronicity point to simulate the act of clapping. Tactile stimulation was applied only once 

per trial during the first 10 ms of the image presentation (see Fig.1E). The tactile Stimulus 

Onset Asynchronies (SOA) were identical for all conditions and presented randomly at the 

following time points relative to the middle frame of the two visual images: −275 ms, −225 

ms, −175 ms, −125 ms, −75 ms, −25 ms, synchrony (i.e. 0 ms delayed from the visual 

stimuli), 25 ms, 75 ms, 125 ms, 175 ms, 225 ms, and 275 ms (see Fig. 1A). Stimuli were 

displayed using E-Prime software (https://www.pstnet.com/eprime.cfm). 

Before the experiment began, participants were given a brief verbal description of the 

study and a set of instructions were displayed on the computer screen. Participants were told 

that they were going to observe some images, receive a gentle tactile stimulation in the palms 

of their hands, and that their task was to judge whether or not the meeting point of the visual 

stimuli in the middle of the screen was simultaneous with the tactile sensation in their hands. 

They were requested to respond verbally, by saying YES or NO, and the responses were 

recorded and response times (RTs) were logged using E-Prime. In order for participants to 

familiarise themselves with the stimuli, and to make sure they understood the task, they began 

the study with a practice session of two trials. 
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2.2. Results 

Participants’ judgements of simultaneity of the visual and tactile stimuli were compared with 

a normal distribution using the Kolmogorov–Smirnov goodness-of-fit test. Best-fitting 

Gaussian curves to the data were performed with r² values ranging from 0.66 to 0.98 (mean r² 

0.93; SD 0.05). The peaks of these Gaussian curves were taken as an estimate of the Point of 

Subjective Simultaneity (PSS). Paired t-test comparisons were implemented for each 

experiment from the PSS data per participant and per condition. A paired t-test from the 

standard deviations data was performed to check that significant variance within groups was 

not due to differences in the variability of responses between stimuli. All p values are reported 

as two-tailed. Results show the mean PSS was higher in accuracy (i.e., closer to synchrony) in 

the ‘rectangles’ condition (mean = 45.36 ms, SD = 31.33) compared with the ‘hands’ condition 

(mean = 63.57 ms, SD = 33.21). Paired t-test comparisons reveal that the difference was 

significant, t (13) = 3.26, p = 0.006 (Fig. 2). 

 

2.3. Conclusion Experiment 1 

 

Overall, there was a consistent and significant difference when comparing simultaneity 

judgements between tactile stimulation and visual stimuli with or without biological attributes. 

The PSS for all participants were significantly closer to real synchrony when perceiving 

geometrical shapes compared to perceiving hands. This suggests that engaging visually with 

bodily information, coupled with a potential embodiment, modulates visual–tactile 

simultaneity judgement performance. Possible alternative interpretations of these results 

should be addressed to explore if the current results are due to the differences in the stimuli 

attributes, including apparent size of the whole visual percept. To explore the impact of 

perceiving biological information on this task we developed Experiment 2. 

 

 

3. Experiment 2 

 

In experiment 2, we compared performance during observation of two visual stimuli with 

biological attributes (hands and ears) in the same visual–tactile simultaneity judgements task 

as experiment 1, to assess the impact biological attributes may have on visual–tactile 
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perception. The aim was to explore any difference on the PSS distance to real synchrony when 

both stimuli are composed of biological attributes such as in the hands and ears conditions. 

 

3.1. Methods 

 

3.1.2. Participants 

Fourteen participants (mean age 22.21, SD 4.87, four males) took part in the experiment. All 

participants had normal or corrected-to-normal vision, and reported no cognitive, attentional, 

or neurological abnormalities. Written and informed consent was obtained from all participants 

and the study was approved by the Psychology Research Ethics Committee at City University 

London, following guidelines and procedures established in the Declaration of Helsinki. 

 

3.1.2. Stimuli 

In Experiment 2, the same hands condition (H) as in Experiment 1 was tested against an ears 

condition (E). The visual display of the ears condition contained images of human ears 

following the same horizontal motion path and apparent movement as in the hands condition 

(Fig. 1). The characteristics of the tactile stimulation were the same as in the previous 

experiment. 

 

3.2. Procedure 

 

We employed the same SJ task as in experiment 1. We assessed perceived crossmodal 

synchronicity between visual and tactile events; however, this time, the visual images were of 

stimuli composed with biological attributes (i.e., bodily stimuli; see Fig. 1). On all trials, 

participants observed the visual images on a computer screen and received a tactile stimulation 

in the palms of their hands. 

 

3.3. Results 

 

Participants’ visual and tactile judgements of simultaneity were compared with a normal 

distribution using the Kolmogorov–Smirnov goodness-of-fit test. Best-fitting Gaussian curves 
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to the data were performed with r² values ranging from 0.86 to 0.98 (mean r² = 0.93; SD = 

0.03). The peaks of these Gaussian curves were taken as an estimate of the PSS. Paired t-test 

comparisons were implemented for each experiment from the PSS data per participant and per 

condition. A paired t-test from the standard deviations data was performed to check that 

significant variance within groups was not due to differences in the variability of responses 

between stimuli. All p values are reported as two-tailed. Results show mean PSS was slightly 

higher in accuracy (i.e. closer to real synchrony) in the ears condition (mean = 23.64 ms, SD = 

21.37) compared with the hands condition (mean = 25.86 ms, SD = 22.39). Paired t-test 

comparisons reveal that the difference was not significant, t (13) = 0.36, p = 0.724 (Fig. 2). 

 

3.4. Conclusion Experiment 2 

 

Overall, there was no significant difference when comparing simultaneity judgements of both 

visual stimuli with biological attributes within participants. The PSS for all participants did not 

significantly differ in terms of their distance to real synchrony when perceiving ears compared 

to hands. 

 

4. General Discussion 

 

These studies aimed to investigate how the ability to visually embody a stimulus could 

modulate multisensory perception. To this end, we compared the effects of processing 

biological and non-biological visual stimuli on visual–tactile interaction during a simultaneity 

judgement task. 

Our results show that, under certain circumstances of crossmodal perceptual 

interactions, embodiment-inducing attributes of the stimulus negatively affect timing 

perception and judgements of synchronicity of occurrence. Data show how visuotactile 

simultaneity judgments measured by the point of subjective simultaneity were closer to real 

synchrony in the non-biological condition (shapes) than in the biological or body condition 

(hands). Interestingly, no differences are found for visuotactile simultaneity judgments when 

comparing two visual body conditions (hands vs ears). To summarise, when the perception of 

events demands perception of visual and tactile sensory modalities, and this is coupled with a 
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task to perform a simultaneity judgement, the nature of the visual stimuli (bodily-related or 

not) has a significant impact on performance. 

Our behavioural results are consistent with previous neurophysiological work that 

showed that an enhancement of ecological validity can have an impact on biological motion 

perception (Leonardis et al., 2014; Rognini et al., 2019). Traditionally, multisensory 

integration and the perception of biological motion have been studied as separate psychological 

domains. Although a variety of stimuli have been employed to test judgements of simultaneity, 

surprisingly few studies included real-world agents or parts of the body (Virsu et al., 2008) 

The great majority of studies presented simple light flashes and beeps to test visual and auditory 

domains (Harrar and Harris, 2005; Chen et al., 2016; 2018). 

Previous studies showed that the perception of Point Light Display (PLD) stimuli, as 

representative of a visual gestalt of a human walker, plays a critical role in their multisensory 

integration. Therefore, a logical step forward was to test stimuli that enhanced even further the 

human biological aspect of a PLD, and real images of bodies represented a good candidate. In 

our investigation, we used real images of human hands, human ears, and geometrical figures 

such as rectangles, to assess the subjective judgement of simultaneity between the meeting of 

the images (i.e., touching of the two hands or two rectangles at the centre of the screen) with 

the tactile stimulation while the tactile perception was either synchronous or asynchronous with 

the meeting point of the visual stimuli. 

Our results confirm the intuition behind the embodied approach. A number of studies 

using different experimental paradigms and various techniques implicate sensorimotor 

representations in various cognitive tasks (Toussaint et al., 2010; Ionta et al., 2016). Results 

here suggest the judgement of simultaneity in a multisensory perception task might invoke a 

modulation of embodiment induced by the presence of biological features in the stimuli. 

Extracognitive processes based on object and agents’ representations seem to be mutually 

integrated with perceptual and motor systems and appear to be dependent upon a certain level 

of embodiment that was not possible to test when the stimuli used were beeps and lights. 

Findings of both Experiments 1 and 2 suggest participants may engage differently in 

simultaneity judgements, either when the stimuli possess biological attributes (hand, ears) or 

not (geometrical shapes). A similar take on this embodiment modulation of visually perceived 

stimuli has been shown in other domains such as attention (Arslanova et al., 2019), working 
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memory (Galvez-Pol et al., 2018, 2019) or emotion recognition (Pitcher et al., 2008; Sel et al., 

2014). 

Because of the nature of the apparent movement and the congruency of the visual hands 

condition and the tactile stimulations on the palm of the hands, there is a possibility that 

participants resolved to rely on their own internal representation of clapping. From young 

babies, humans acquire experience of clapping (Spelke, 1976, 1979; Lewkowicz, 1996; Repp, 

2004; Kopp and Dietrich, 2013; Kopp, 2014), so it would have felt natural for the participants 

to rely on their own representation when it came to judging if the events were simultaneous. In 

this instance, the tactile taps were only simultaneous once every nine times, and therefore the 

strategy may have been counterproductive. The statistically significant delay in the PSS for the 

hands, against the rectangles, shows that the discordance between the altered timing of the 

tactile tap and their visual perception of the hands clapping resulted in too large a discrepancy 

between their potential internal representation of the clapping action and the most often 

asynchronous tactile perception. This triggered a delayed sensation of synchronicity well after 

the actual simultaneous instance at 60 ms after the SOA. 

In these studies, we aimed to invoke visual and motor representations of the observed 

stimuli, restricted by a set of patterns that could be encoded as sequences, and importantly in 

the case of the hands, which followed a plausible motion pathway. The ears did not comply 

with this sequence, as they portrayed a simple movement, but following an improbable motion 

path. Overall, suggesting that the mere presence of bodily stimuli (and not the plausibility of 

their motion) may be sufficient to engage the embodied process and that may, in turn, modulate 

the simultaneity judgement. The effect that the potential embodiment of the stimulus may have 

had in these results, could not have been addressed in previous studies with more simplistic 

and, importantly, non-biological attributes, such as beeps and lights, which have often been 

employed in these types of explorations. 

There are cognitive models describing neural networks specialised in this type of optic-

flow features with increasing complexity along the hierarchy (see Ratcliffe and Newport, 2017 

or Giese and Poggio, 2003 for a review), but these models would only apply when the stimuli 

follow a recognisable motion path, and in the recognition of normal biological movement 

stimuli. The models predict the existence of neurons in the dorsal pathway that become 

selectively activated by complex optic-flow patterns that arise for biological movement 

patterns. In the case of the ears condition, the particular motion path would not be recognised 

or matched with an internal representation and therefore would have been expected to, even 
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behaviourally, interfere with any perceptual task, such as in this simultaneity or sensorial 

integration. Furthermore, in the case of the ears condition, it was not possible to rely on a 

previous experience or a mental representation of two ears meeting and touching each other. 

The non-reliance on this strategy may serve, at least in part, to explain the reduced effect in 

Experiment 2. 

The results suggest that current models of visuotactile integration need to be extended 

to account for multisensory integration in dynamic conditions and natural everyday events. 

Future experiments should explore beyond the constraints of the present study. For example, it 

would be relevant to know if simultaneity judgements could be additionally modulated or 

improved when the tactile tap is always congruent with visual perception, e.g., visual 

perception of ears touching and tactile perception on the ears. On a different direction, it may 

be necessary to explore if the biological attributes of the perceived stimuli do also modulate 

the meeting point of those perceived stimuli in a unisensory modality. This would, in 

consequence, affect the simultaneity judgement point in a multisensory task, but rather in a 

unisensory modality involving these same stimuli. Finally, of equal interest could be to test 

how shapes with a different degree of resemblance to a biological stimulus (i.e., the shape 

formed by the inclusion of more than the forearm) that resembles a human body part, or an 

avatar (i.e., an artificially designed stimulus) that graphically represents but also differs from a 

human likeness, would still have a modulatory effect on the perception of simultaneity in a 

multisensory task. 

The present investigation constitutes a small step in a possible new direction, where 

testable comparisons could be made regarding the positive or negative effects in simultaneity 

judgements of an enhancement in ecological validity of the stimuli. This study provided a 

starting point for further examinations of embodiment and its relationship to action perception, 

multisensory integration and crossmodal asynchronies. 
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Figure 1. Illustration of the apparent movement of the stimulus and the Stimulus Onset Asynchronies (SOAs). 
(A) This figure represents the SOA timeline. On all trials, participants observed a set of images on a computer 
screen simulating apparent motion. The duration of the visual stimuli was 50 ms, except for the images directly 
before and after synchrony which lasted only 25 ms. The images were presented consecutively in order to give 
the impression of motion. The tactile stimulation occurs during the first 10 ms of the image presentation, but 
only once per trial randomly allocated to any of the 13 SOAs. Example of images in the hands (B), shapes (C) 
and ears (D) condition. Tactile stimulation was applied simultaneously to the palm of the participants’ hands 
(E). 
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Figure 2. Results from Experiment 1 (Hands and Shapes) and Experiment 2 (Hands and Ears). (A, C) 
Simultaneity Judgements (SJs) for visuo-tactile stimuli pairs and the best-fitting Gaussian curves were applied 
to the data (24 trials/data point), showing the proportion of ‘simultaneous’ responses as a function of delay of 
the tactile stimulation. The peaks of these curves provide an estimate of the point of subjective simultaneity 
(PSS). (B, D) Mean values of the PSSs for the visuo-tactile stimulus pairs presented in Experiment 1. PSS is 
plotted on the y-axis for each visual stimulus. Error bars represent SEM. 

 

 


