
              

City, University of London Institutional Repository

Citation: Ravikumar, B. (2024). Molecular dynamics modelling of complex-rheology heat 

transfer liquids. (Unpublished Doctoral thesis, City, University of London) 

This is the accepted version of the paper. 

This version of the publication may differ from the final published version. 

Permanent repository link:  https://openaccess.city.ac.uk/id/eprint/33394/

Link to published version: 

Copyright: City Research Online aims to make research outputs of City, 

University of London available to a wider audience. Copyright and Moral Rights 

remain with the author(s) and/or copyright holders. URLs from City Research 

Online may be freely distributed and linked to.

Reuse: Copies of full items can be used for personal research or study, 

educational, or not-for-profit purposes without prior permission or charge. 

Provided that the authors, title and full bibliographic details are credited, a 

hyperlink and/or URL is given for the original metadata page and the content is 

not changed in any way. 

City Research Online:            http://openaccess.city.ac.uk/            publications@city.ac.uk

City Research Online

http://openaccess.city.ac.uk/
mailto:publications@city.ac.uk


Molecular dynamics modelling of
complex-rheology heat transfer liquids

Bharath Ravikumar

Department of Engineering
City, University of London

This dissertation is submitted for the degree of
Doctor of Philosophy

School of Science & Technology July 2024



I would like to dedicate this thesis to all my teachers. . .

ii



Declaration

I hereby declare that the content of this dissertation is original and has not been submitted in
whole or in part for consideration for any other degree or qualification in this, or any other
university. This dissertation is my own work, except where specific reference is made to a
joint effort in the text and acknowledged accordingly. I have not used any AI tools to write
the dissertation. The financial support for the research reported in the dissertation is provided
by EU Framework Programme for Research and Innovation Horizon 2020 under the grant
agreement number 899659 (I-BAT).
I grant powers of discretion to the University Librarian to allow the thesis to be copied in whole
or in part without further reference to me. This permission covers only single copies made for
study purposes, subject to normal conditions of acknowledgement.

Bharath Ravikumar
July 2024

iii



Acknowledgements

A long and an intense journey has come to its destination. The presented dissertation stands as
a proof of all the work done during this time frame. However, the thesis would not be complete
without acknowledging the efforts of some very important people.

Firstly, I wholeheartedly thank my supervisor Dr. Ioannis Karathanassis for entrusting me
with the research. He was instrumental in guiding me at important junctures and providing
me with the infrastructure for all the tasks carried out. He gave me all the encouragement and
support to investigate novel areas, that would ultimately bring a professional researcher out of
me. The learning curve did not feel hectic given his constant supervision.

Secondly, I express my gratitude to my second supervisor, Prof. Manolis Gavaises for
being a voice of reason during the research. His involvement was essential in making my work
presentable to a larger audience.

Additionally, I would like to express my sincere thanks to Dr. Tim Smith from Lubrizol UK,
who was an exceptional collaborator throughout the process. I am grateful to my colleagues at
ETH Zurich and FAU Erlangen, who made the I-BAT project, that this research contributed to,
a successful endeavour.

I am extremely grateful to Dr. Raghuram Chetty, Dr. Mahesh Mynam and Dr. Beena Rai
for having given me the greatest introduction possible to serious scientific research. No amount
of gratitude will be enough to express how thankful I am towards my parents Anitha and
Ravikumar, for having presented me excellent opportunities to pursue in my life. I remember
my grandparents very fondly for being guiding lights in my life. I thank all my friends for
being a great support in this voyage.

Lastly, to my wife and the love of my life, Arya- this would not have been possible without
you on my side. Thank you.

Bharath

iv



Abstract

Fluids of complex rheology (polymer solutions, nanofluids, biological specimens and so
on) are utilised in consumer products, heavy industry as well as biomedical applications
driving the technological advancements. They find uses in crude oil recovery, pharmaceuticals,
micro-electromechanical systems, lubrication, and thermal management systems to name a
few. Despite this, the behaviour of such fluids as a response to various physical conditions
and external stimuli is yet to be elucidated convincingly. In the present study, novel heat
transfer liquids are sought for immersive-cooling applications of electric vehicle (EV) battery
thermal management systems (BTMS). The application limits the families of base solvents
to dielectric compounds that can be utilised to design the coolants. Niche requirements such
as this demand computational modelling and simulation methods suitable for the design and
property predictions of the engineered fluids. The computational research in this field must be
able to link the chemistry of the complex liquids to the anticipated heat transfer effectiveness
performance in BTMS. Molecular dynamics (MD) simulations founded on statistical and
Newtonian mechanics can provide insights into the relationship between the chemical structure
and rheological behaviour of the non-Newtonian fluids. Additionally, a bottom-up approach of
modelling the liquids based on MD can complement experimental studies. The current MD
research on this front is severely scattered.

The research begins with the systematic study of oil-based polymer solutions that are
compounds of interest in heat transfer applications. Atomistic MD studies are performed to
obtain the structural, transport and rheological properties of the compounds. The addition of
the polymer chain in oil shows the early onset of shear-thinning which helps maintain stable
vortices, which in turn enhance heat transfer by disrupting the thermal boundary layer. At
the same time, the thermal conductivity of the resultant solution increases with the addition
of polymer. Satisfactory models based on the comparison of properties with atomistic MD
simulations are used as building blocks for mesoscale many-body dissipative particle dynamics
(mDPD) modelling. The coarse-grained (CG) mDPD simulations are capable of modelling the
rheological behaviour of polymers solutions at spatial-temporal scales relevant to engineering.
The CG modelling framework is able to reproduce the structural characteristics observed at
atomistic scale MD. The modelling strategy is able to showcase the non-Newtonian behaviour
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of oligomers and dilute polymer solutions, demonstrating the sensitivity of the model. Also,
the mDPD model is able to distinguish the viscoelastic behaviour of polymers of different
chemistries in a solution. Thus, the framework can bridge the information obtained at atomistic
levels with the macroscale non-Newtonian behaviour.

An additional objective of the research is to investigate how the presence of the nanoparticles
in such polymer solutions impacts the performance of the fluids as heat transfer media.
Atomistic scale MD simulations of nanoparticles of different chemistries and shapes dispersed
in the polymer solutions are performed. The investigation clearly shows higher thermal
conductivities with the addition of nanoparticles. Subsequently, it is found that heat transfer
coefficients of nanofluids in the presence of polymer chains are higher than in their absence.
The structural analysis indicates how the underlying interactions of polymer and nanoparticles
shrinks the thermal boundary layer, thus assisting heat transfer in laminar flow. The research
concludes with an understanding of the capabilities of different nanofluids that can be used
for immersive-cooling applications, and a potential to extend the mDPD models to include
nanofluids.
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Present Contributions

The contributions of this thesis to the scientific community are the following:

• Establish relationship between the polymer morphology and relaxation: Olefin
co-polymer (OCP) predominantly acts as a thickening agent while dissolved in polyalpha-
olefin (PAO-2) because the radius of gyration of the polymer chain does not change with
an increase in temperature. This is in contrast to polydodecylmethacrylate (PMA), which
expands more with increasing temperature when dissolved in PAO-2. Thus, a branched
PMA polymer acts as a viscosity index improver (VII) in PAO-2. The differences in the
behaviour are observed in the relaxation times of the two polymer solutions as a function
of temperature. The viscoelastic nature of PMA becomes more prominent beyond 353 K
when compared to OCP for the same monomer length.

• Design guidelines for novel heat transfer liquids: Dilute viscoelastic nanofluids have
better heat transfer capabilities emerging from their structural mechanisms of thermal
transport. While comparing the nanofluids in the presence of OCP at the same weight
fraction dispersed in PAO-2, carbon nanotube-based nanofluids show the highest heat
transfer coefficient, followed by 2-dimensional (2D) graphene with the lowest for copper
nanospheres. A combination of the high thermal conductivity of CNT, favourable
vibrational density of states (DOS) and expansion of the OCP polymer chain during
Couette flow make them ideal additives in PAO-2-based solutions for immersive cooling
applications.

• Multiscale MD framework for rheological characterisation of viscoelastic fluids:
Important properties such as deformation response, relaxation modulus and normal stress
coefficients cannot be computed at atomistic scale due to computational shortcomings.
Building a coarse-grained model requires the conservation of flow characteristics such as
transport properties specified by Schmidt numbers, and consistency with observations
made at atomistic scale to ensure accuracy of mapping. The mesoscale model developed
via mDPD scheme in this work can quantitatively relate the observations made in the
reduced units to the real (SI) units. This provides an accessible model to compare
experimental results at scales relevant to continuum mechanics along with capturing the
chemistries at the atomistic scale, in the case of dilute non-Newtonian polymer solutions.
The rheological properties obtained can be fed into computational fluid dynamics (CFD)
modelling approaches and complement experimental measurements where non-feasible.
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313 K for OCP polymer solution with polymer concentrations of 0.1 % and
5.9% by weight. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

Figure 4.1 : Simulation box of nanofluid CN1 after the energy minimisation step.
Atoms in red at the top and bottom represent Fe atoms. . . . . . . . . . . . . 89

Figure 4.2 : Simulation box of nanofluids (a) CU1, (b) GR1 , (c) CN1, (d) CU2, (e)
GR2, (f) CN2 at the end of the NPT equilibration run at 313 K. The orange
coloured atoms represent Cu in (a) and (d). The purple coloured atoms represent
2D graphene in (b) and (e), and CNT in (c) and (f). The pink atoms represent
OCP polymer chain in (d), (e) and (f). The translucent atoms represent PAO-2
solvent in all the simulation boxes. . . . . . . . . . . . . . . . . . . . . . . . 92

Figure 4.3 : Density of the simulated fluids as a function of temperature. . . . . . 93
Figure 4.4 : Radial distribution functions, (a) gCsolvent,Cu(r) in CU1, (b) gCsolvent,Cgraphene(r)

in GR1 and (c) gCsolvent,CCNT(r) in CN1 at 313 K. . . . . . . . . . . . . . . . . 93
Figure 4.5 : Zero-shear dynamic viscosity of the simulated fluids as a function of

temperature. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

xiv



List of figures

Figure 4.6 : (a) Specific heat capacity (Cp) of the simulated fluids as a function of

temperature.(b)
kfluid
kS

of the simulated fluids with additives as a function of

temperature. Simulated results are shown by markers with standard deviations.
The dashed lines in (b) represent the values estimated by the different theoretical
models for the nanofluids of respective volume fractions, such as by Maxwell
(orange) [311], Hamilton-Crosser (brown) [312] and Pakdaman et al. (magenta)
[345]. The solid lines in (b) represent the experimental results of 1 wt% oil-
based copper nanofluid (orange) [308], 3 wt% oil-based graphene nanofluid
(green) [307], and 1wt% PAO-2-based MWCNT nanofluid (brown) [346]. . . 96

Figure 4.7 : The phonon vibrational density of states (DOS) of the different nanofluids
at 313 K. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

Figure 4.8 : dDOS of the simulated nanofluids as a function of temperature. . . . . 100
Figure 4.9 : (a) The temperature profile in the z-direction during the Couette flow of

the different simulated fluids. (b) The velocity profile of the simulated fluids in
the y-direction as a function of dimensionless distance with z/l = 0 representing
the bottommost layer of the fluid and z/l = 1.0 representing topmost layer of
the fluid. Here, vy,max = 0.1 Å ps�1 = 0.0001 Å fs�1, Temptop = 373K, and
Tempbottom = 313K. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

Figure 4.10 : (a) The heat transfer coefficient (h) of the simulated fluids as a function
of temperature. The percentage value above each data point shows the enhancement
of mean h values with respect to the corresponding value of S1. (b) The
squared end-to-end distance R2

e for the different polymer-added fluids under
the conditions of vy,max = 0 Å ps�1 and 0.1 Å ps�1. . . . . . . . . . . . . . . 102

Figure A1 : The radial distribution functions go,p(r) of (a) CCH3-CCH3 pair (b) CCH3-
CCH2 pair and (c) CCH3-CCH pair in the solvent system computed from the data
in the consequent windows of 10 ns during the production run of a simulation
at 293 K. The overlapping radial distribution functions show that the system is
well equilibrated. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

Figure A2 : The density (r) of pure solvent (PAO-2) as a function of pressure at
different temperatures. The points show the simulated data, and the lines show
the modified Tait equation fit as described in Equation 2.2 in Chapter 2. . . . 137

Figure A3 : The kinematic viscosity (n0) of the pure solvent system and polymer
solution as a function of temperature. The closed symbols show the simulated
values - blue (pure solvent) and red (polymer solution). The lines show the
Arrhenius fit as described in Equation 2.6 in Chapter 2. . . . . . . . . . . . . 139

xv



List of figures

Figure A4 : Mean squared displacement (MSD) of the PAO-2 molecules in pure
solvent system as a function of simulation time for a single simulation run at
different temperatures using multiple time origins. The closed symbols show
the simulated MSD values. The lines show the fits of linear functions whose
slope is used to compute the centre of mass self-diffusion coefficient, DCOM. . 140

Figure A5 : MSD of the PAO-2 molecules in pure solvent as a function of simulation
time for a single simulation run at 313 K using multiple time origins. The
closed symbols show the simulated values - blue (170 molecules) and red (340
molecules). The computed MSD shows that it is independent of the system size
and the trajectories evolve similarly over time. . . . . . . . . . . . . . . . . . 141

Figure A6 : G(t) as a function of simulation time for pure solvent and polymer
solution systems at 313 K. Inset shows G(t) values (points) smoothened by
doing a running average between 0.9t and 1.1t as described by Sen et al. [200],
and their corresponding fits (lines) of Equation 2.13 in Chapter 2. . . . . . . . 142

Figure A7 : The end-to-end distance (Re) of PAO-2 and OCP in pure solvent and
polymer solution as a function of shear rate at 313 K. The data points on the
y-axis show the values of Re at zero shear rate. The data shows that Re of OCP
increases as a function of shear rate whereas that of PAO-2 remains constant. . 143

Figure A8 : The end-to-end vector autocorrelation (C(t)) of OCP as a function of
simulation time for a single simulation run of polymer solution at different
temperatures. The closed symbols show the simulatedC(t) values. The lines
show the a fit of a sum of exponential function as described by Equation 2.18
in Chapter 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

Figure B1 : Schematics of the solvent - PAO-2 molecule, and polymer chains - OCP
molecule and PMA molecule used in this simulation study. . . . . . . . . . . 150

Figure B2 : Hydrodynamic radius of PAO-2 as a function of temperature, T in pure
solvent, OCP solution and PMA solution in the atomistic scale simulations. . 152

Figure B3 : Terminal relaxation time of OCP polymer chain as a function of
temperature, T in the atomistic scale simulations. . . . . . . . . . . . . . . . 152

Figure B4 : Polymer chain length distribution for OCP at 313 K in atomistic MD
and mDPD. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154

Figure B5 : kangle as a function of temperature, T for PMA. . . . . . . . . . . . . 156

xvi



List of figures

Figure B6 : Dihedral distribution function of polymer chains in OCP solution (top)
and PMA solution (bottom) at 313 K in the atomistic scale and mesoscale
simulations. Under atomistic scale, the red dashed lines show the atomistic
dihedral distribution between carbon atoms, and the red solid lines show the
distribution of the dihedral angle of center of bonded beads as depicted in
Figure 3.4b in Chapter 3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

Figure B7 : The radial distribution function (g(r)solvent�polymer) between solvent
and polymer beads in OCP solution (top) and PMA solution (bottom) at 313
K in the atomistic scale and mesoscale simulations. Under atomistic scale,
the red dashed lines show the g(r) between the carbon atoms of the solvent
and polymer molecules, whereas the red solid lines show the g(r) between the
centre of mass (COM) of solvent bead and polymer chain beads equivalent
to that in the mesoscale simulation. Mesoscale model shows more structural
ordering than the atomistic scale model while comparing the blue and red solid
lines. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158

Figure B8 : Complex viscosity (h⇤(w)) as a function of w for the OCP and PMA
polymer solutions at 313 K and 373 K. The values agree with the h0 from
Green-Kubo equation [188]. . . . . . . . . . . . . . . . . . . . . . . . . . . 159

Figure B9 : C(t) as a function of time for (a) OCP polymer chain and (b) PMA
polymer chain at different temperatures.The dashed lines show the exponential fit.159

xvii



List of tables

Table 1.1 : Widely used classical MD force-fields. . . . . . . . . . . . . . . . . . 8
Table 1.2 : Ensembles and constant physical conditions. . . . . . . . . . . . . . . 11

Table 2.1 : Comparison of density (r0) of pure solvent systems with experimental
values (see Appendix A for further details), and simulated values [179] from
literature. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

Table 2.2 : Tait Equation parameters (B and C) and Isothermal compressibility
(kT ) of pure solvent systems at various temperatures, and comparison with
experimental values. The experimental methodology is described in Appendix A. 35

Table 2.3 : Parameters of Carreau-model (h0, ts, m) at various temperatures. . . . 42
Table 2.4 : Mean values of kpolymer of polymer solution at various temperatures. . 52

Table 3.1 : The properties of the PAO-2 system in reduced units (mDPD units) and
corresponding values in physical units at 313 K. (Note: Na is the Avogadro
number) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

Table 3.2 : Various parameters of mDPD simulations at 313 K in reduced units
(mDPD units). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

Table 4.1 : Concentration (by weight %) of additives in the different nanofluids. . . 88
Table 4.2 : Lennard Jones (LJ) parameters of the atoms present in the simulations. 91
Table 4.3 : Partial charges of the atoms present in the simulations. . . . . . . . . . 92
Table 4.4 : Mean thermal conductivity, k (W m�1 K�1) of the simulated fluids as a

function of temperature. The corresponding experimental values available in
literature [339] are provided inside the parentheses. . . . . . . . . . . . . . . 97

Table 4.5 : Intrinsic thermal conductvity, k (W m�1 K�1) obtained using rNEMD
of the different nanoparticles simulated as a function of temperature. . . . . . 101

Table A1 : Bonding parameters used in term 1 in Equation A1. . . . . . . . . . . 134
Table A2 : Angle parameters used in term 2 in Equation A1. . . . . . . . . . . . . 135
Table A3 : Dihedral parameters used in term 3 in Equation A1. . . . . . . . . . . 135

xviii



List of tables

Table A4 : LJ parameters and partial charges of the atoms used in terms 4 and 5 in
Equation A1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

Table A5 : Experimental density (r0) and isothermal compressibility (kT) of pure
solvent systems at various temperatures. . . . . . . . . . . . . . . . . . . . . 138

Table A6 : Simulated density (r0) and isothermal compressibility (kT) of the polymer
solution at various temperatures. . . . . . . . . . . . . . . . . . . . . . . . . 138

Table A7 : Comparison of zero-shear dynamic viscosity (h0) of pure solvent and
polymer solution systems from equilibrium MD (Green-Kubo method) and
NEMD (Carreau-model fitting). . . . . . . . . . . . . . . . . . . . . . . . . . 142

Table B1 : Bonding parameters used in term 1 in Equation B12. . . . . . . . . . . 148
Table B2 : Angle parameters used in term 2 in Equation B12. . . . . . . . . . . . 149
Table B3 : Dihedral parameters used in term 3 in Equation B12. . . . . . . . . . . 149
Table B4 : Improper parameters used in term 4 in Equation B12. . . . . . . . . . 149
Table B5 : LJ parameters and partial charges of the atoms used in terms 5 and 6 in

Equation B12. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
Table B6 : Various parameters of mDPD simulations at 333 K. . . . . . . . . . . . 153
Table B7 : Various parameters of mDPD simulations at 353 K. . . . . . . . . . . . 154
Table B8 : Various parameters of mDPD simulations at 373 K. . . . . . . . . . . . 155
Table B9 : The properties of the PAO-2 system in mDPD units and corresponding

values in real units at 333 K. . . . . . . . . . . . . . . . . . . . . . . . . . . 155
Table B10 : The properties of the PAO-2 system in mDPD units and corresponding

values in real units at 353 K. . . . . . . . . . . . . . . . . . . . . . . . . . . 156
Table B11 : The properties of the PAO-2 system in mDPD units and corresponding

values in real units at 373 K. . . . . . . . . . . . . . . . . . . . . . . . . . . 156
Table B12 : Comparison of tZ from Equation 3.19 and tterm from Equation 3.23. . 160

xix



Nomenclature

Roman Symbols

Ai j Conservative force parameter

B Tait equation constant 1

Bi j Short-range repulsive force parameter

b Bond distance

C Tait equation constant 2

Cp Specific heat capacity

C(t) End-to-end vector autocorrelation

D Self-diffusion coefficient

Ekinetic Kinetic Energy

E Energy

F(r) Force vector

F Force

FC
i j Conservative force

FSRP
i j Segment-repulsive potential

FD
i j Dissipative force

FR
i j Random force

G
0

Storage modulus of elasticity

G
00

Loss modulus of elasticity

g(r) Radial distribution function

xx



Nomenclature

G(t) Green-Kubo stress auto-correlation function

g(t) Mean-squared displacement

h⇤ Hydrodynamic screening parameter

J Heat flux vector

Jz Component of heat flux vector in z-direction

kangle Angle stiffness energy

kq Angle energy constant

kB Boltzmann constant

kb Bond energy constant

kf Dihedral energy constant

k f FENE bond energy

Kf Improper energy constant

k Thermal conductivity

m Mass

M Molecular mass

n Term index

Na Avogadro number

P Stress Tensor

p Pressure

Q Q factor

qi Point charge of atom i

q Heat flux

r Position vector

R Universal gas constant

r Position

R Polymer bond distance

xxi



Nomenclature

rC Force cutoff-radius

rD Dissipative force cut-off radius

rd Density-dependent conservative force cut-off radius

Re End-to-end distance

Rg Radius of gyration

rH Hydrodynamic radius

R(t) End-to-end displacement vector

r̂ Unit displacement vector

R̂mn Unit vector between two bonds m and n

Salignment Square of ratio of end-to-end distance

Sc Schmidt number

T Temperature

t Time

V (r) Potential function,i.e., force-field

Vangle Angle potential

VFENE FENE bond potential

Vb Bonded component of force-field

Vnb Non-bonded component of force-field

V Volume of the simulation box

v Velocity

v Velocity vector

x x-direction

y y-direction

z z-direction

Greek Symbols

q Angle

xxii



Nomenclature

ci j Flory-Huggins interaction parameter

dDOS Matching degree of density of state

f Dihedral/Improper angle

e van der Waals energy

h Dynamic viscosity

w Angular frequency

gi j Dissipative force parameter

kT Isothermal compressibility

— Gradient

n Kinematic viscosity

wC Conservative force weight parameter

wD Dissipative force weight parameter

wd Short-range repulsive force weight parameter

wR Random force weight parameter

e0 Permittivity of vacuum

y1 First normal stress coefficient

r Density, number density (Chapter 2)

S Sum of variables

s van der Waals distance

sxy Stress tensor component

hsp Specific viscosity
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Chapter 1

Introduction

1.1 Background

With advances in technology to cater to the needs of the growing global population and
significant strides required for slowing down climate change, efforts are made to reduce heat
losses [1, 2]. In addition, research on recovering waste heat is ongoing. Apart from this,
improving the life of any machine or equipment is at the core of circular economy [3]. When it
comes to electrochemical sources of power such as batteries and supercapacitors, they depend
thoroughly on thermal management [4]. Several different electronics and electrical devices
also require the handling of Joule heating appropriately to improve performance [5]. Given the
importance of electrical and electromechanical systems towards a fully decarbonised modern
economy, energy-efficiency is of primary importance. This is where research on novel cooling
technologies has a crucial role to play.

The mechanisms of heat transfer can be conduction, convection or phase change. The
textbook definitions of each of these mechanisms is as follows: (a) Conduction - Transfer of
heat via microscopic collisions of atoms, molecules and electrons within a body. (b) Convection
- Transfer of heat via the bulk flow of the medium of a fluid. (c) Phase change - Transfer of heat
by absorption of the heat to change the physical state of the medium.

Historically, water or aqueous solutions have been at the forefront of cooling. However,
limitations of water in the case of electrical equipment such as leakages leading to short-
circuiting and shocks, prevent it from wider usage. The other commonly used class of coolants
involves oils and petrochemical compounds. For example, transformers do not use water but
oil for cooling. Another medium of cooling is air whose thermal conductivity is very low
compared to that of liquids. Some inorganic salts in the molten state are used for heat transfer
using the principle of phase change. However, they too struggle with toxicity and safety issues.
In such an environment, where the future is going to be about rampant electrification, we need
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new chemicals and compounds that can be utilised for cooling. The future belongs to designer
chemicals made for specific uses. This is where viscoelastic liquids come into the picture.

  

Figure 1.1: The different conformations of polymer in the solution and solid phase that induces
novel properties to various materials. Figure reproduced from Reference [11] published under
the terms of Creative Commons Attribution 4.0 license (CC BY 4.0).

In our research, we are interested in studying the fluids that are of importance to immersive-
cooling of electric vehicle (EV) batteries. The submerged-cooling battery thermal management
system (BTMS) aims to achieve a significant increase in heat flux that can be handled at a
specific temperature difference. Typically, today’s BTMS makes use of indirect cooling by
air-, water- or glycol-based coolants [6]. Typical heat production rates for current state-of-
the-art batteries are in the range of 105 W m�3, while the allowed temperature rise by today’s
commercial BTMS systems is close to 30 oC [7]. This affects the charging time of the battery,
leads to battery degradation, and impacts the lifetime of the battery pack [8]. It consequently
acts as a big obstacle in front of the much-needed expansion of EVs in the transport sector. It
calls for advanced cooling paradigms such as direct contact immersive cooling of battery packs.
There are very few works done in this aspect [9, 10].
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From a scientific or flow-physics point of view, immersive cooling will be achieved
by manufacturing and testing new viscoelastic nanofluids with efficient thermal and flow
performance. The collaborative effect of viscoelasticity and nanoscale heat-transfer phenomena
have not been investigated in this context and targeting applications for EVs. Information
about their rheological properties that cannot be obtained by experimentation or is limited, can
be supplemented for a multi-parametric domain by numerical modelling. Synthesis of heat
transfer fluids relies on specific estimations provided by various numerical models, which in
turn account for the contribution of viscoelastic stresses and shear-thinning effects.

The addition of long-chain polymers or surfactants in the base oil leads to the formation of
flexible micelles that can create complex networks under the presence of shear (see Figure 1.1)
[11]. This behaviour is macroscopically perceived as viscoelasticity, which can be tailored to
manipulate the fluid rheology in a pre-specified manner. Viscoelastic fluids can also exhibit
a shear-thinning nature. Complex fluid rheology can disrupt turbulence cascade and lead to
pressure drop reduction in turbulent flows as shown in Figure 1.2 [12, 13]. However, and
somewhat counter-intuitively, the dispersed polymers or macromolecules can enhance the
vortical motion due to elastic instabilities to increase heat transfer [13]. For such materials, we
need to simultaneously understand the rheology and heat transfer characteristics.

  

Figure 1.2: Mechanism of drag reduction induced by polymer additives in the solution. Figure
reproduced from Reference [13] published under the terms of Creative Commons Attribution
4.0 license (CC BY 4.0).

Oil has reduced thermal conductivity compared to water. The addition of polymer chains
is observed to improve the heat transfer capabilities of the resultant polymer solution. The
addition of thermally conductive nanoparticles can increase the thermal performance of the
formed nanofluids beyond that of respective base liquids as well (see Figure 1.3) [14, 15].
However, the reason for such improved thermal performances is difficult to be gauged using
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Figure 1.3: Thermal performance enhancement mechanisms in the nanofluids. The
nanoparticles are depicted by black spheres and solvent molecules are depicted by blue spheres.
The different mechanisms are (a) liquid layering; (b) particle aggregation; (c) particle Brownian
motion and (d) Brownian motion induced convection. Figure reproduced from Reference [15]
with permission. Copyright 2011, The Americal Society of Mechanical Engineers.

experiments and several macro-scale numerical simulation studies. It requires an understanding
of the interactions between the constituent molecules. Therefore, a first-principles methodology
at the lower time and length scales is required. There are several important theories and
modelling paradigms at these scales (see Figure 1.4). Density functional theory (DFT) is
the most fundamental of them. However, the computational cost and incremental gains in
understanding the dynamics of the systems we are interested in motivate us to go for the next
scale.

Classical molecular dynamics (MD) simulations compute rheological properties of visco-
elastic fluids from the theories of statistical thermodynamics. The thermodynamic fluctuations
in the simulated system relate to the various macroscopic properties that characterize the
material of our interest. These fluctuations arise due to the intrinsic interactions of the atoms
composing the material or from an external source. The responses to these stimuli by the
system help in the computation of the properties.

1.2 Molecular dynamics

MD is a field of modelling and simulation techniques based on Newtonian mechanics [16]. The
methodology involves representing material systems of interest in terms of atoms, molecules or
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Figure 1.4: The modelling and simulation methodologies at different scales of length and time.

particles (see Figure 1.5). They are simulated to move under the influence of intra-molecular
or inter-atomic forces. The forces are defined using potentials, i.e., force-fields that provide
information on the nature of the various interactions in the system. The motion thus generated
can be characterized by solving the corresponding Newton’s equations of motion. The time
integration of the equations of motion provides trajectories of the atoms present in the simulated
system. The time evolution of these trajectories can be utilised to find the different microscopic
and macroscopic properties of interest of the materials.

Classical statistical mechanics provides the theoretical background to relate the time-evolved
trajectories of a many-particle system with its various static and transport properties [16]. By
computing and averaging the trajectories of the system over a sufficiently long time, we can
obtain the property of interest. The assumption is that at sufficiently long times, the system is
no longer dependent on the initial conditions. Such systems are said to have achieved ergodicity.
Time averaging of the properties of an ergodic system is equivalent to the ensemble averaging
of the properties. This is the basis of equilibrium MD, where properties are computed based on
the perturbations within the systems that are in equilibrium at the given physical conditions.

Implementation of MD simulations involves several components and the computation of
the required properties has to follow different protocols. The fundamental procedure is to
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Figure 1.5: The bulk fluid of n-dodecane (used as solvent in lubricants) represented by a group
of molecules in a cubic simulation box used to study the fluid in MD.

define a force-field, create the system with an initial configuration, fix the physical conditions
at which simulations have to be conducted, time-integrate the equations of motion to update the
positions and velocities, and compute the required properties. The following sections describe
the key elements of the simulation methodology.

1.2.1 Force-field

The motion of the particles in the system is essentially dependent upon the interaction forces.
Therefore, it is important to define the force mathematically to model the interactions. In MD,
we use a Lagrangian based on the stationary-action principle. The definition is in the form of a
potential of force (V (r)) such that:

F(r) = dV (r)
dr

(1.1)

where, F(r) is the force. The expression of potential is also called a force-field. The nature of
V (r) is dependent on the design of the system and the extent of interactions to be considered
[17, 18]. For example, at the most fundamental scale of MD, i.e., atomistic MD, the systems
can be assumed to be composed of single point charges or as beads with polarity depending on
the importance of the forces due to electronic charges. The force-field in case of the former is
called a non-polarizable force-field (e.g. OPLS-AA, PCFF, AMBER and so on), whereas the
force-field used in case of the latter is called a polarizable force-field (e.g. APPLE&P) [19–22].
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The computational time taken to simulate a system is dependent on the various force-field
complexities [23].

Atomistic simulations

The material systems can be represented in the most fundamental form in atomistic MD
simulations. Here, the basic entities that interact in the system are atoms. The individual
atoms move due to the various inter-atomic and intra-atomic forces. A generic expression of a
non-polarizable force-field used in the atomistic simulations is of the form:

V (r) =Vnb(r)+Vb(r) (1.2)

where, Vnb is the non-bonded component of force-field and Vb is the bonded component of the
force-field. Vnb constitutes those forces between atoms due to their distances and individual
charges. It accounts for the van der Waals and Coulombic forces. On the other hand, Vb
constitutes the forces due to the covalent bonds between the atoms of a molecule. The
stretching, bending and twisting of the covalent bonds are accounted by Vb.

Several force-fields for atomistic MD have been developed over time. The differences
between the force-fields emerge from the variations in the different terms used to compute Vnb
and Vb. The parametrization of the force-fields are important to produce the correct description
of the system and the results of the properties. Table 1.1 shows the various non-polarizable
classical force-fields, and their widespread fields of application.

A different class of force-fields is utilised to model solid-state interactions. The challenges
of capturing energetics, stoichiometric non-uniformities, defects and so on require quantum
mechanical information in the case of metals and alloys. At the same time, semiconductors
having covalent bonds require additional energy terms to accommodate the bonding interactions.
For metals and metallic alloys, the embedded-atom method (EAM) [24, 25] is able to predict
the cohesion of atoms appropriately. In the EAM model, the potential is formulated such that
the atomic energy is computed from the energy required to embed the atom in the local electron
density provided by the other atoms of the solid. The basis of this modelling technique is the
framework of density functional theory, where the total electronic energy is computed from
total electronic density. In the case of metals, the electronic density can be obtained from the
linear superposition of the electronic densities of individual atoms.

Materials such as graphene, silicene, germanium and the alloys of carbon group elements
are computed using bond-order potentials described by Tersoff [26] and Brenner [27]. They
use a formalism where the total energy is based on the sum of bond energies that include
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Table 1.1: Widely used classical MD force-fields.

Force-field Abbreviation Application
Assisted Model Building AMBER [21] Simulation of biomolecules.
and Energy Refinement

Consistent Force Field CFF [20] Organic compounds and metals.

Chemistry at Harvard CHARMM [28] Macromolecules, aqueous solutions.
Molecular Mechanics

Consistent Valence CVFF [29] Organic molecules.
Force Field

Groningen Molecular GROMOS [30] Aqueous solutions,
Simulation biomolecules and sugars

Optimized Potential OPLS [19] General purpose
for Liquid Simulations for wide range of molecules.

attractive and repulsive terms. The model requires a systematic solution at least nine parameters
depending upon the complexity of the material handled.

Coarse-grained simulations

In coarse-grained MD (CGMD) simulations, the fundamental interacting species are clusters
of atoms or molecules combined together as a single bead. The beads act as a low-resolution
description of a system with fewer degrees of freedom [31]. In CGMD, the charges of various
beads are treated as neutral. The beads can be a cluster of water molecules, monomer units of a
polymer chain, biomolecular subunits of proteins and so on. This simplified model increases
the computational efficiency of complex systems and processes that evolve slowly over time.

The basis of motion of the beads in CGMD simulations depends on the level of coarse-
graining and the principles of interactions [32, 33]. The CGMD simulation force-fields can
be described in additive forms similar to the atomistic simulations. The prescribed forces
can be based on the distances between beads and the nature of bonds, the description of the
hydrodynamics and so on. Typical CGMD simulations are described and properties are reported
in reduced units. Hence, proper scaling to physical units is required to validate the observations
with the real systems and processes. Several works have been done to scale the reduced units
into real units for the various CGMD simulation systems.
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1.2.2 Integration algorithms

Once the rules of force computations between the particles in the system are defined by the force-
fields, the subsequent component to be discussed is the way to integrate Newton’s equations
of motion. The numerical integration of the equations of motion is performed using Taylor’s
series expansion of the position and velocities of particles in the system. Depending upon
the level of accuracy and the computational efficiency required for the simulations, there are
several algorithms used in MD for numerical integration. Two of the fundamental algorithms
predominantly used in MD simulations are discussed in this subsection.

Verlet algorithm

In Verlet algorithm [34], we consider the Taylor expansion of the position of a particle at time t
such that

r(t+d t) = r(t)+d t dr
dt

+
d t2

2
d2r
dt2

+
d t3

3!
dr3

dt3
+O(d t4). (1.3)

) r(t+d t) = r(t)+ vd t+ a
2

d t2+ d t3

3!
dr3

dt3
+O(d t4). (1.4)

According to Newton’s second law of mechanics,

F(t) = m.a(t) (1.5)

Therefore, Equation 1.4 can be rewritten as

r(t+d t) = r(t)+ vd t+ F(t)
2m

d t2+ d t3

3!
dr3

dt3
+O(d t4). (1.6)

Similarly,

r(t�d t) = r(t)� vd t+ F(t)
2m

d t2� d t3

3!
dr3

dt3
+O(d t4). (1.7)

Adding Equation 1.6 and Equation 1.7, and rearranging, we get

r(t+d t)⇡ 2r(t)� r(t�d t)+ F(t)
m

d t2+O(d t4). (1.8)

In Verlet algorithm, we can obtain the velocity of a particle at time t by subtracting
Equation 1.7 from Equation 1.6 and rearranging such that

v(t) =
r(t+d t)� r(t�d t)

2d t
+O(d t2). (1.9)
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Here, the local errors of computing the position and velocity of a particle at time t are of
the orders O(d t4) and O(d t2), respectively. In order to improve the accuracy of the velocity
calculations, there are other algorithms along similar lines.

Velocity Verlet algorithm

In addition to the computation of the positions as described by Verlet algorithm, the velocities
are also explicitly computed in the velocity Verlet algorithm. The Taylor series expansion of
velocity is used for this implementation. The scheme is described as below:

• Velocity at half-timestep is computed as

v(t+
1
2

d t) = v(t)+a
d t
2
. (1.10)

• The positions at full-timestep are computed using Equation 1.10 as

r(t+d t) = r(t)+ v(t)d t+a
d t2

2
(1.11)

• The acceleration at full-timestep a(t+d t) is subsequently computed using r(t+d t) from
the force-field by the relationship given in Equation 1.5.

• In the final step, the velocity at full-timestep is computed as

v(t+d t) = v(t)+(a(t)+a(t+d t))d t
2

(1.12)

In the case of the velocity Verlet algorithm, the truncation errors of both positions and
velocities are of the order O(d t3). An interesting feature of both the Verlet and velocity Verlet
is that the global errors of position and velocity updates are of the order O(d t2).

1.2.3 Ensembles, thermostats and barostats

In an MD simulation, the number of particles (N) and volume of the system (V) are constants by
the initial definition of a system. Additionally, the energy (E) is a constant of the positions of the
particles. Therefore, MD simulations are in principle defined for a constant NVE ensemble or a
microcanonical ensemble. However, the properties of various systems need to be investigated
for other physical conditions, such as constant temperature (T ), pressure (p), enthalpy (H)
or chemical potential (µ). The different ensembles and the corresponding constant physical
conditions are provided in Table 1.2 [16].
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Table 1.2: Ensembles and constant physical conditions.

Ensemble Constants
NVE Number of particles, Volume,

Total Energy

NVT Number of particles, Volume,
Temperature

NPT Number of particles, Pressure,
Temperature

NPH Number of particles, Pressure,
Enthalpy

NVK Number of particles, Volume,
Kinetic Energy

In order to maintain the temperatures and pressures at constant values, MD simulations
have been improved by the introduction of different thermostat and barostat algorithms. Some
of these algorithms are discussed below.

Thermostat

The velocities, as in a microcanonical ensemble, are related to T via the kinetic energy from
the Maxwell-Boltzmann distribution of energy

3
2
kBT =

1
2

Smiv2i . (1.13)

Here, kB is the Boltzmann constant, and mi is the mass of the ith particle having a velocity vi
for an N-particle system. However, since constant kinetic energy is no guarantee of a constant
temperature, several methods have been proposed to maintain the temperature at constant
values. The ultimate goal of all thermostats is to add or remove energy from the system. In
order to do this, the system is assumed to be surrounded by a hypothetical heat bath. The
principles of some of the commonly used thermostats are discussed below:

• Velocity rescaling- This is the first and the simplest form of thermostat implemented in
MD. In this, the target velocities of particles are achieved using the relationship:

vi,target = vi,actual

r
Tt
Ta
. (1.14)
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where, Tt is the target temperature and Ta is the actual temperature.

• Berendsen [35]- Here, the rate of temperature change at every timestep is assumed to be
proportional to the difference in temperature between the target and actual temperature.
The parameter required for implementing this thermostat is a constant of proportionality
called coupling parameter.

• Langevin [36]- This thermostat is based on the fluctuation-dissipation theorem. In this,
the system is added with hypothetical particles that dampen the motion. The dissipation
of energy is compensated by random kicks provided by these particles. The combination
of the dampening factor and the stochastic kicks leads to a constant temperature in the
system.

• Andersen [37]- The system is coupled to a heat bath that provides a totally stochastic
form of collisions to randomly selected particles in the system. Analogous to the
Berendsen thermostat, here the required parameter is the frequency of these stochastic
collisions.

• Nosé-Hoover [38, 39]- This is the most widely used thermostat in MD. The thermostat
uses an extended Lagrangian form of equations with added fictitious coordinates and
velocities of the particles in the system. These fictitious positions and velocities are
related to the actual positions and velocities of the particles. The fictitious particles added
are parametrized based on their chain size and effective mass.

Barostat

The stress tensor of an MD system is computed by solving the Clausius virial equation of the
form

P=
2
V
(Ekinetic�

1
2

Sri j · Fi j) (1.15)

where, V is the volume of the simulation box, Ekinetic is the kinetic energy and
1
2

Sri j · Fi j is
the inner virial tensor. The target stress tensor in the case of all the barostats is achieved by
modifying the inner virial. The consequent pressure is obtained from the trace of the stress
tensor. Some of the commonly used barostats are discussed below:

• Berendsen [35]- The implementation is exactly similar to the corresponding thermostat.
The rate of pressure change in subsequent timesteps is assumed to be proportional to the
difference in target pressure and actual pressure.
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• Andersen [37]- Here, an extended Lagrangian is used, which in principle is similar to
the implementation of the Nosé-Hoover thermostat. The additional fictitious particles
are added such that they act as a piston compressing or relaxing the original system of
particles. This barostat is used for controlling the isotropic pressure of the system.

• Parinello-Rahman [40]- This barostat is an improved version of the Andersen barostat
extended to include anisotropic coupling. Here, the heat bath not only modifies the
volume of the system corresponding to the stresses, but also allows it to change the
shape. The advantage is that, in many cases, the grain boundaries remain unaffected
ensuring conservation of the intrinsic properties of the systems. This barostat is used in
conjunction with Nosé-Hoover thermostat to maintain constant p and T .

1.2.4 Non-equilibrium molecular dynamics (NEMD)

Molecular dynamics simulations were theorised and developed to simulate systems under
equilibrium conditions. However, additional developments were made to simulate systems
that are not at equilibrium. Under these non-equilibrium conditions, the system energies
achieve equipartition faster than the particle vibrations themselves. Non-equilibrium molecular
dynamics (NEMD) is a powerful tool to simulate diffusive flows, viscous flows, plasticisation
of materials and several such processes [41, 42].

NEMD uses time-reversible equations of motion as in the case of equilibrium MD. At the
same time, the microscopic basis for the macroscopic Second Law of Thermodynamics (i.e.,
irreversible processes) is constructed such that internal variables can be used to control the
temperature and pressure of the system. In other words, the need for external heat baths or
pistons to control temperature or pressure is overcome by directly modifying the equations of
motion. This helps in localised control of the system conditions in the ensemble. A class of
methodologies has been developed using this principle under the umbrella of NEMD, looking
into various processes [43–45].

1.2.5 Algorithms and software

The complex systems being handled in several MD simulations require several additional
algorithms to ensure efficiency, effectiveness and feasibility. Even though the array of
algorithms that are used in MD is long, few of them relevant to our piece of work are described
in this section.
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Periodicity

Simulation of a macroscopic system ideally requires an infinite number of atoms or particles.
However, the creation and simulation of such large systems are impractical in the MD simulation
regime. Therefore, a technique to mimic the infinitely large system is implemented with the
use of periodic boundary conditions (PBC). Here, a simulation box consisting of the original
atoms is assumed to be surrounded by an infinite number of boxes of the same dimensions on
the required sides. When an atom moves out of the original box, its image in all the boxes is
also expected to move in a similar manner. This periodicity conserves the number of atoms
in the box throughout the simulation. PBC implementation uses minimum image convention
to determine the distances between the atoms and subsequent force calculations [46]. Here, a
simulation box is surrounded by replicas of the same creating an infinitely long superlattice of
simulation boxes. The distances are computed for the nearest replicas of the atoms. In other
words, the forces are calculated between the nearest periodic images of the two atoms in a
simulation box.

Interactions and cut-off

The most time-consuming process of an MD simulation is the computation of forces. Among
the force-field terms, the computation of pairwise van der Waals and Coulombic forces is the
costliest. In periodic systems, the convergence of these non-bonded forces with distance is slow.
Therefore, it is important to ensure that these force calculations are done in a fashion such that
there is a balance between accuracy and efficiency. The standard process is to select a distance
cut-off beyond which the computation of pairwise interactions does not significantly change the
magnitude of the forces and energies. In several systems, the computation of these short-range
interactions is sufficient for convergence. So, a hard cut-off is provided in the computation of
the non-bonded forces.

The error due to the truncation of the slowly decaying Coulombic forces is significant. The
computation of long-range interactions is essential in such scenarios. The Coulombic forces in
the case of atomistic MD involve the interactions between the partial charges of the various
atoms. In such a case, an algorithm is proposed to compute the interactions faster without losing
accuracy. It involves mapping the Coulombic force function to an inverse Fourier plane as a
sum of two convergent functions. This ensures a rapid convergence and avoids the problem of
truncation errors. A class of such transformations belongs to the family of Ewald summations.
All of them depend on the Fast Fourier Transform of a three-dimensional grid making it suitable
to be used alongside MD simulations [47, 48].
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Neighbour-lists

In addition to the distance cut-offs of the non-bonded forces as described above, a bookkeeping
technique is essential to optimize the CPU-time requirement. The calculation of the pairwise
forces and energies in the simplest form requires a nested loop with three levels. The
computational effort required in this case is of the second-order with respect to the size
of the system. Therefore, a technique that involves reducing the frequency of computations
of distances and nearest images, is utilised. This is the principle behind the creation of Verlet
neighbour-lists of a particle in the periodic system.

The simplest scheme of Verlet neighbour-list implementation is as follows:

• A skin distance, rskin is selected in addition to the cut-off distance rcut�o f f for the i-th
particle such that its neighbouring distance (Verlet distance) is

rn = rcut�o f f + rskin (1.16)

• We generate a list of j particles within rn. The forces and energies are computed only for
these j particles.

• The frequency of the neighbour-list updates are fixed based on a criterion.

In the long term, the net computational effort requirement becomes first-order. The Verlet
neighbour-list implementation effects on the system evolution and properties have been studied
along with optimum values for the skin distance and the optimal criterion for the update
frequency [49].

Modern-day molecular dynamics simulation studies are done using software packages in
which the MD simulation codes and several advanced algorithms, such as the ones discussed
above are implemented. Some of the software is proprietary and commercial. For example,
ADF, CHARMM, CHEMKIN, BIOVIA Discovery Studio, etc. A vast majority of others
are open-source. A few examples are, GROMACS, LAMMPS, MDynaMix, PLOP, NAMD,
NWChem etc. In our study, we use the open-source code large-scale atomic and molecular
modelling parallel simulator (LAMMPS) to conduct MD simulations. It has an array of
implementation algorithms suitable for the systems handled.

Large-scale atomic and molecular modelling parallel simulator (LAMMPS)

LAMMPS is a software tool developed by Plimpton [50] based on C++ library. The codes
have been implemented as different modules that can be compiled independently. The primary
advantage of LAMMPS is in the parallelization capabilities. The simulations can be done on a
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vast number of CPU cores. Here, the back-end algorithms ensure division of labour among the
individual cores to extract their maximum efficiency.

A typical LAMMPS simulation requires two sets of input. They are explained below in
brief:

• Data- Depending upon the nature of the MD simulation, the datafiles need to have
certain basic information. For an atomistic MD simulation, the following information is
required in the datafiles: the size of the simulation system, number and types of the atoms,
force-field parameters, partial charges of the atoms, positions of atoms, and information
of the bonds between atoms of a molecule.

• Simulation script- The file includes the list of actions the algorithm has to take in
sequence. For the datafile described above in the case of an atomistic MD simulation, the
script should contain the following commands at the very least: the units of computation,
the dimensions, the description of the force-field, the name of the datafile and neighbour-
list parameters.

The instructions in the simulation script file are read by the LAMMPS execution shell and
carried out. The commands in the script are provided depending on the nature of the system
being handled and the results of the simulations expected. A typical equilibrium MD simulation
progresses in the following fashion in LAMMPS:

• Minimization- This is the energy minimization step in MD. Here, the atoms or particles
are perturbed from their initial positions and the potential energy of the system is brought
to a local minimum. This is to ensure the removal of any unphysical conditions present in
the system created for simulation. LAMMPS provides different minimization algorithms:
conjugate gradient, steepest descent, Hessian-free truncated Newton algorithm, quickmin,
spin, and fire.

• Equilibration- In this step, the energy-minimized systems are gradually brought to
the physical conditions where we have to compute the properties. We apply various
thermostats and barostats to direct the system toward the targeted conditions.

• Production- Once the system is equilibrated and brought to the right physical conditions,
we provide commands to capture the trajectories of the system. Commands to compute
various properties can be provided at this stage of the simulation.

Computation of properties with minimal statistical deviations requires not only long simulation
times but also independent runs of MD simulations. Additionally, multiple simulations of the
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same system ensure the reproduction capabilities of the force-field and validate the simulation
protocol.

LAMMPS has a vast array of commands useful to carry out NEMD simulations. It is
possible to find transport properties of systems with methodologies described by Daivis and
Evans [51], Müller-Plathe [52] using the software package. The protocols required to do
NEMD simulations are well-explained in LAMMPS.

1.3 Critical literature review

The section details the studies conducted in the area of liquids consisting of macromolecules
that are used for commercial applications. Literature available on heat-transfer applications is
also discussed. The major works of molecular dynamics studies in the area are noted and the
existing research gaps and the scope for the current research are summarised.

1.3.1 Soft condensed matter fluids

The substances that cannot be entirely classified into solids or liquids are termed as soft
condensed matter. They have properties that can be categorised as both liquid-like and solid-like.
These materials (called fluids hereafter) have tremendous scope for commercial applications.
They are used in lubrication, for excavation of oil and minerals, as construction materials, as
biological substrates and so on [53, 54]. In this work, we are mostly interested in those fluids
used at the industrial scale as a medium at the interface of solids. These are synthetic fluids
based on several nano or macromolecules present in a flowing medium [55].

Polymer additives

Lubricants are one of the largest subclasses of such fluids. Smeeth et al. [56] studied the
film-forming capabilities of a range of polymer solutions between solid surfaces that vary
in thickness/viscosity based on the rolling speed. Polymers as viscosity modifiers (VM)
in lubricants are detailed by Ver Strate and Struglinski [57]. They can either thicken the
solvent medium or act as a viscosity index improver (VII). A VII helps the solution achieve
better viscosity at higher temperatures than at lower temperatures. Polymers in the olefin and
methacrylate families are known to be useful as VM [58]. Further improvements in lubrication
have been achieved by the addition of nanoparticles.

The fluids that are used as lubricants are also considered for heat transfer applications given
the anomalously enhanced characteristics they have [59]. The typical coolants used in the metal
forming industry are polymer dispersed aqueous solutions [60]. The ability of the polymer to
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separate from water molecules and adsorb on the hot solid surface forming a layer helps in
controlling the rate of cooling [61, 62]. Thermal conductivity of non-Newtonian polymer fluids
has been shown to be shear-dependent [63–65]. The energy and momentum equations have to
be solved simultaneously [64].

The compatibility of polymer fluids based on hydrofluoroolefins (HFO) is being considered
for use as refrigerants [66]. The advantage of using these compounds is that they can be directly
applied in the traditional Organic Rankine Cycle [67, 68]. The chemical and thermal stability
of HFO compounds in case of refrigeration applications are reported by Juhasz and Simoni
[69], and Invernizzi et al. [70]. The HFOs are found to be less stable against metals such as
copper leading to corrosion and fluid decomposition [71].

Nanofluids

Nanoparticle additives are classified into seven based on the basic chemical elements. They are
metal-based, metal oxide-based, carbon-based, sulphur-based, rare-earth-based, composites,
and others [72]. Graphene-based nanolubricants have been studied to understand their rheological
properties, heat transfer capabilities and chemical stability [73]. However, enhancement of their
properties still has plenty of scope. Lubricants using nano-sized polymer particles show good
friction reduction properties [74]. Nanoparticle-based lubricants have four different lubrication
mechanisms [75], viz. nanoparticle rolling [76], film formation due to reactions on the surface
[77], mending effect due to minimal size [78], and polishing [79].

The nanoparticles that have high thermal conductivity when suspended in oils show
higher thermal conductivity than predicted by various theoretical models. The concept
of nanofluids was coined by Choi and Eastman [80] and were first proposed as a way to
enhance the characteristics of conventional heat transfer fluids. There is an imminent focus on
preparing stable nanofluids based on oil solvents as reported in the review by Asadi et al [81].
The preparation methodologies include the application of one or two steps involving direct
fabrication, sol-gel technique, chemical precipitation, mechanical stirring, direct condensation,
functionalization acid process and electrical explosion of wire (single-step process). Under
no-flow conditions, the suspension stability of these nanofluids can last anywhere between 2
hours to 2 weeks. Rheological studies listed in the review by Sharma et al. [82] show that
the nanofluids that are reported in experiments generally demonstrate Newtonian behaviour.
However, the rheological behaviour of oil-based nanofluids is an interplay between the
chemistry/morphology of the nanoparticles, size of the nanoparticles, concentration, stabilising
agent, temperature as well as shear rates.

While investigating the current applications of nanofluids, their uses are reported in high
voltage applications to replace transformer oils or vegetable oils [83]. Mineral oils are used as
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the base oils in which nanoparticles based on silver, copper, silicon oxide and titanium oxide
are dispersed for these applications [83, 84]. Studies at high temperatures and high pressure
are done to understand the rheology of SiO2 nanoparticles in paraffinic mineral oil [85]. These
nanofluids show an increase in viscosity as pressure increases, whereas the viscosity decreases
with an increase in temperature. Refrigerants based on novel soft-matter fluids are of interest in
recent times as they can be ozone-safe [86]. The fundamental thermophysical properties relevant
for such fluids are yet again viscosity and thermal conductivity. A study on Al2O3/R141b
nanofluid refrigerant shows that viscosity decreases with temperature and increases with the
volume fraction of the nanoparticles [87, 88]. On the other hand, thermal conductivity increases
uniformly with volume concentration at all the temperatures experimented on. Therefore, there
is an optimum concentration of the nanoparticles to ensure minimal pressure drop and pumping
power without losing out on the advantage of good heat transfer performance [88].

The thermal conductivity of silver/deionised water nanofluids increases with temperature
and nanoparticle concentration [89]. Studies indicate the deficiency of Fourier’s Law in
computing the thermal conductivity of nanoparticles. It is shown that the thermal conduction
happens ballistically in the case of nanotubes [90, 91]. In the following section, we will see
how flow affects the thermophysical properties of the fluids. Studies have shown the effect of
temperature on the viscosity of nanofluids [92]. The viscosity decreases with temperature as
the interactions between nanoparticles and base fluid become weaker [93]. As the fraction of
nanoparticles increases, the dynamic viscosity increases uniformly over all temperatures [94].
However, the drop in dynamic viscosity with temperature increases at a higher volume fraction
of nanoparticles.

Secondary flow

Secondary flows are an important criterion when considering heat transfer fluids. The flow
can influence and generate several behavioural changes in polymer solutions [95]. The shear
flow leads to migration in non-homogeneous flows or leads to turbulence. It can even lead
to gelation depending upon the polymer concentration. When the viscoelastic properties of
constituent molecules are different, demixing can occur. Karathanassis et al. [96] used Particle
Image Velocimetry to determine the secondary flow patterns and pressure loss reduction of
base oils and polymer solutions used in hydraulic circuits. Onuki [97] has listed the processes
where shear effects are important: a) flows where fluctuations are slow; b) flows where phase
separation occurs; c) flows involving viscoelastic binary fluids with varying composition; d)
flows involving colloidal suspensions; e) flows involving fluids with complex internal structure
and long-range order. Recent works have reported the impact of viscoelastic micelle formation
of polymers on cavitation and turbulence suppression [98, 99].
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Polymer relaxation

Dilute polymer solutions are of commercial interest in micro-scale applications, given their
lower viscosities compared to concentrated solutions, subsequently helping in overcoming
pumping problems [100]. Conventional experimental techniques based on microfluidic shear
have been found to be ineffective in measuring the relaxation times of the polymer solution
in low-viscous solvents [101]. This is because of the limits of instrumentation that cannot
measure relaxation times in the order of milliseconds [102, 103]. New methodologies have
been proposed recently. Zilz et al. [104] have shown the use of a serpentine micro-rheometer to
measure the relaxation times of polyethylene oxide solutions. Further, Del Guidice et al. [103]
have demonstrated a novel µ-rheometer to measure the relaxation times of viscoelastic liquids
using the particle migration in microchannel flows.

In contrast, relaxation time measurements using extensional flow have been suggested
for dilute non-Newtonian solutions [105]. Cross-slot extensional flow devices have been
proposed by Haward [106] to measure relaxation times via this technique. Capillary-flow-
based techniques are found to measure relaxation times as low as 240 µs [107]. Capillary
thinning methods are found to measure relaxation times as low as 100 µs [108]. At the same
time, researchers have used high-speed imaging to detect relaxation times as fast as 80 µs in
case of filament stretching of polystyrene solution [109]. Additional faster relaxation process
measurements require the assistance of numerical modelling. This is where MD simulation can
help in computing the relaxation times.

1.3.2 Molecular dynamics simulation

Simulation of polymer fluids

There are several advantages of MD while studying the rheological properties of complex fluids.
As described by Trevelyan [110], multiple phases or molecular species are treated naturally
with MD methods. The changes in interaction potential describing a multi-phase flow do
not alter the equations of motion, unlike in continuum mechanics. Microstructure changes in
complex fluids occur naturally. Discontinuities in flow are also taken care of naturally in the
MD regime.

In recent times, the classical tube theory explaining the behaviour of entangled polymers
has been subjected to scrutiny and rejection. Advanced experimental techniques such as small-
angle neutron scattering (SANS) have shown that the retraction of entangled polymers after a
large uniaxial deformation is completely different from the tube theory. However, the basic
bead-spring model used in MD (known as the Kremer-Grest model) has been found to give
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results matching that of SANS experiments. This shows the power and flexibility of MD as a
tool [111].

Various models have been utilized to describe polymer interactions in different length scales
and time scales of simulations. There are two fundamental models still used predominantly: a)
Rouse model- that can describe the dynamics of shorter-chain polymers below entanglement
length. b) Reptation model- that can describe the dynamics of larger-chain polymers above
entanglement length.

Further work by Zimm [112] on the Rouse model was required to establish the critical
relationship between the self-diffusion coefficient, D and number of monomers (N) as D µ
1/Nv where v is the Flory exponent. Still, the Rouse model does not take into consideration the
excluded volume (a property that defines if a polymer expands or collapses due to monomer
interactions). This makes its application limited to short-chain polymers. The reptation model
takes into consideration the excluded volume. The relationship between D with respect to N is
seen as D µ 1/N3 here. This is close to the experimentally observed relationship, viz., D µ
1/N3.4.

The Kremer-Grest (K-G) model that involves the assumption of monomers as beads
connected with each other using springs is widely utilized in MD to study the dynamics
of polymers [32]. The springs are modelled on the basis of finite extensible non-linear elastic
(FENE) potential. This model is a type of united-atom model where an entire monomer is
considered as a single spherical bead. However, further fine-grained MD is also done based
on the availability of computational power and properties that have to be analysed. There
are works where a -CH2- fragment is treated as a single bead (united-atom) instead of the
entire monomer in case of the polyalkenes [113]. There are recent works where atomistic
simulations are also being done, where each atom is treated as a bead [114]. In the latter case,
even Coulombic interactions are treated separately in the force-field equation by giving each
atom a partial charge [115].

In MD, all these models are able to come close to the experimental predictions as well as
the behaviour formulated by the Rouse and reptation models. Depending upon the various
properties to be evaluated and the systems that are to be handled, the nature of the independent
monomers and solvents can be decided. MD simulations of the polymeric fluids are carried
out using equilibrium MD, where the stimulus is equilibrium thermal fluctuations, and using
non-equilibrium MD (NEMD) [116, 117], where the stimulus is provided as external stress,
field or heat flux.

Polymer fluids are generally found as a solution in a solvent, or as a melt. In the case of the
solution, polymers can be further treated as a dilute material if the individual polymeric chains
do not interact with each other [101]. In dilute polymers, the solvents relax rapidly and hence
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are considered as a stochastic background. In MD, works have been done with implicit and
explicit models for solvents. Even though implicit-solvent models have been shown to work
well in the evaluation of various structural and dynamic properties of the polymers qualitatively,
they fail to predict the collapse of polymer chains. Hence, explicit models are suitable for
such evaluations [118]. Also, if excluded volumes and hydrodynamic interactions are not
accommodated properly in the common polymer models with implicit solvents, they may
even show completely different trends for different shear rates than what is expected [119].
Performing simulations of single chains under shear, Datta et al. [120] identify the properties
that are independent and dependent on the concentration. Based on the flexibility of the chains,
it was predicted that collective disentanglements are responsible for shear-thinning.

A fundamental challenge in K-G MD is that the simulations are run using reduced units.
Even though this makes the simulation process rapid, it is difficult to compare the results with
actual experimental results. New works are emerging to map the results of this K-G MD to
the properties of polymers in actual units [121, 122]. However, similar works in the area of
polymer solutions are yet to be explored more.

Dissipative particle dynamics (DPD), another CGMDmethodology based on the fluctuation-
dissipation theorem has proven to model the polymer system dynamics. Espanol and Warren
[33] systematically derived the relationship between the different parameters required to model
the systems using the DPD algorithm. The conservative force is related to the isothermal
compressibility. Flory-Huggins interaction parameter relates the repulsion parameters of two
dissimilar beads [123]. DPD simulations have the same problem as K-G MD simulation studies
related to the mapping of the results back to physical units. Recent works are providing insights
into rigorous ways to scale the properties [124, 125]. Thus, a potential to describe a systematic
modelling regime exists in this field.

Simulation of nanofluids

Atomistic MD simulations of nanoparticles in liquid solvents have been utilised to estimate
the effective thermal conductivity of nanofluids in a comparative manner against the base
solvents [126]. Compared to polymer solutions, more work has been done on the MD study
of heat transfer capabilities of the nanofluids [127, 128]. Heat flux equation modifications are
proposed to improve the results of heat transfer by [126]. Lu and Fan [129] have shown that the
thermal conductivity of water and ethylene glycol can be increased by the addition of Al2O3

nanoparticles. The thermal conductivity is shown to increase with the volume fraction of the
nanoparticles. As things stand, most of the works reported are for Argon-based model fluids
and aqueous solutions [130, 131]. Works in the area of atomistic simulation of nanofluids based
on mineral oil or hydrocarbon solvents are limited.
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The coarse-grained MD studies dealing with nanoparticles dispersed in hydrocarbon
solvents are mostly reported for application in the oil industry for the recovery of oil [132].
Polymer-grafted nanoparticles are studied in this case and the viscoelastic nature of these
materials is characterised by estimating the storage and loss moduli, viscosity and shear rate
response. However, there is plenty of scope in learning the heat transfer capabilities of the
nanofluids using MD simulations.

1.3.3 State of the art

The research in this thesis attempts to identify the requirement of MD in addressing the
limitations of experimental and numerical research related to dilute non-Newtonian liquids.
The experimental measurement of normal stress differences is carried out using rotational
rheometers, Capillary Breakup Extensional Rheometers (CaBER) or cone-partitioned plate
(CPP) rheometers (that report an overestimation of the first normal stress difference) [133].
However, such measurements become inaccurate or impossible in low-viscosity dilute mixtures.
The measurement of the relaxation times of dilute polymer solutions (of the order µs) in shear
flow is challenging due to the detection limits of conventional instrumentation related to inertial
effects and currently depends on microfluidics-based approaches [101]. However, as reported by
Zilz et al. [102], the inconsistency of results obtained from the latter measurements is a cause of
concern. A first-principles-based approach, as in the case of MD will assist in computing these
properties. Concurrently, the MD studies of oil-based nanofluids are almost absent from the
literature, mainly due to the limited transferability of force-field parameters that are suitable to
be used in case of mixtures involving solid molecules and long-chain hydrocarbons [134]. Thus,
a systematic analysis of all the available force-fields and corresponding parameters is essential
for the prediction of rheological, transport and thermal properties. Moreover, the scientific
research related to the thermal transport mechanisms of nanofluids is currently focussed on
explaining them based on phonon density of states (DOS) [135]. At the same time, MD studies
on heat transfer in polymer-additised nanofluids will be a novel contribution to the scientific
community.

1.4 Research plan

The research is focussed on a bottom-up approach to characterise the different candidates
of non-Newtonian liquids that can be utilised in heat transfer applications. The chemical
compounds are simulated at the atomistic scale using MD to obtain the important rheological
and transport properties. The properties found at this scale act both as a benchmark and as
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parameters for the mesoscale many-body dissipative particle dynamics (mDPD). The mesoscale
studies are aimed to act as a bridge between the macroscale experimental measurements and
the atomistic scale behaviour. We use equilibrium MD and NEMD methodologies wherever
appropriate to compute the different properties. The liquids that are simulated in this work
are dilute polymer solutions and nanofluids based on organic solvents. We use LAMMPS
as the MD simulation tool in this research. We use the Hyperion HPC cluster available at
City, University of London and Fritz HPC cluster available at FAU-Erlangen to carry out the
simulations for the work. A schematic of the research plan is shown in Figure 1.6.
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Figure 1.6: Schematic of the objectives of the research.

The atomistic scale simulations involve the compounds modelled with the constituent
atoms as the fundamental interacting particles. The force-field to be used for different liquid
systems is determined based on the literature survey. For example, the L-OPLS-AA force
field is commonly used in case of polymer solutions given their computed thermodynamic and
rheological properties are closer to experimental values. Similarly, nanoparticle fluid simulation
requires compatible force-fields such as Lennard-Jones (LJ) potentials, embedded atom model
(EAM) or Tersoff potential depending upon the material simulated. The open-source tools such
as Moltemplate and PACKMOL are used to generate the input files required for LAMMPS
simulations. We use certain in-house codes to bridge these tools. A typical schematic for the
workflow used for the simulation of a polymer solution in the preliminary studies are shown in
Figure 1.7.

The coarse-grained class of simulations involves a cluster of atoms grouped together as
spheres, that act as the fundamental interaction particles in the simulations. The purpose
of these simulations is to study the behaviour of liquids are higher length- and timescales.
Certain non-Newtonian fluid behaviours can only be observed at these scales. The simulations
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Figure 1.7: Schematic of the workflow of the atomistic MD simulations.
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Figure 1.8: Schematic of the workflow of the mDPD simulations of a polymer solution.
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in the mesoscale studies are conducted in reduced units that are dimensionless. Therefore,
appropriate scaling has to be done to physical units. This is a challenging process and needs to
be done carefully to prevent loss of information while translating. A typical schematic for a
coarse-grained molecular modelling of the polymer solutions is shown in Figure 1.8.

1.5 Thesis outline

The thesis has three chapters dedicated to the research on non-Newtonian fluids, majorly
focussing on their rheological properties important for heat transfer applications. The candidates
of interest in this case include various viscoelastic polymer liquids, nanofluids and viscoelastic
nanoparticle suspensions.

Chapter 2 investigates the use of a commercially relevant polyalphaolefin oil (PAO-2)
and a corresponding polymer solution for heat transfer applications. The various rheological,
structural and transport properties are computed and the systems are compared based on these
properties. The chapter concludes with the findings of how structural properties lead to the
shear thinning nature of the polymer solution. Subsequently, it manages to showcase how the
thermal conductivity increases with the addition of a polymer chain. However, the chapter also
points out the limitations of atomistic simulation to compute the relaxation times of longer
polymer chains. This calls for the development of a mesoscale modelling routine.

Chapter 3 explores the development of a systematic mesoscale modelling scheme to obtain
important rheological properties of the polymer solutions. The research uses many-body
dissipative particle dynamics (mDPD) simulations to reproduce the transport properties and
viscoelasticity of the dilute polymer solutions. The polymer solutions under focus are olefin
co-polymer (OCP) and polydodecylmethacrylate (PMA) in PAO-2 oil. The modelling routine
establishes a method to bridge the atomistic simulations and coarse-grained MDPD models
via Schmidt number matching. The framework captures the structural differences in OCP
and PMA solutions at mesoscales, as observed in atomistic scales. The model provides a
mechanism to derive the properties in SI units in order to compare them with experiments. The
relaxation times as a function of temperature and shear rates are computed. Finally, a structural
understanding of the viscoelasticity of the added polymer chains is provided.

Chapter 4 reports a comprehensive study on the heat transfer capabilities of the nanofluids
based on the liquids of first chapter. Three different nanoparticle chemistries, viz. copper
nanospheres, 2-dimensional (2D) graphene and a single-walled carbon nanotube (CNT) are
dispersed in PAO-2 oil and OCP-based polymer solutions. The differences in the thermal
conductivities and the mechanism of heat transfer are studied. The underlying physics for
the heat conduction is explored. Consequently, the impact of the presence on nanoparticles
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along with a polymer chain on heat transfer coefficients during Couette flow is reported. The
chapter concludes by recommending the use of viscoelastic nanofluids for immersive-cooling
applications.

Chapter 5 recounts the the major findings providing overall conclusion to the PhD research.
As for any time-bound scientific study, the work here also leaves scope for future explorations.
The important future research that can be carried out using the information from the present
investigations is indicated in the chapter.

Chapter 6 lists all the publications that have resulted from the current research. The report
has cited close to 360 important references conforming to the due diligence required for the
thesis. Finally, two appendices A and B are supplemented to complete the information necessary
for chapters 2 and 3.
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Chapter 2

Dilute viscoelastic polymer solution

1

The suitability of industrially significant synthetic oils with dispersed polymeric chains that
can be used as dielectric coolants with enhanced heat transfer properties in single-phase
immersion cooling for electric vehicle components is evaluated via molecular dynamics
simulations (MD). The fluids investigated are a synthetic solvent polyalphaolefin (PAO-2)
and a solution based on PAO-2 with a single olefin co-polymer (OCP) chain dissolved. The
simulation model accurately predicts the experimental thermodynamic properties of PAO-2.
The effect of the polymer chain on the structural behaviour of the solution and its relation
with the rheological properties is predicted and analysed at various temperatures in the range
of 293 K - 373 K. It is found that polymer solution shows an average viscosity enhancement
of 9.2 % and thermal conductivity enhancement of 2 % within the temperature range. These
properties eventually influence the Weissenberg and Nusselt numbers that impact the heat
transfer. Analysis of the hydrodynamic radius of PAO-2 molecules shows that OCP chemistry
acts as a thickening agent in the solution. Addition of the polymer chain is also shown to
accelerate the shear thinning process due to increase in storage and loss moduli. The terminal
relaxation time of OCP decreases with temperature and shear rate. The work conclusively
establishes the impact of molecular interactions of the weakly viscoelastic liquids on their
macroscopic behaviour. The viscoelastic nature of the examined polymer solution can lead to
vortex roll-up in constricted flows inducing heat transfer enhancement. This in turn supports its
use in immersion cooling applications which is shown for the first time.

1A significant portion of this chapter is published as: B. Ravikumar, I. K. Karathanassis, T. Smith, M. Gavaises,
"Dilute viscoelastic polymer solutions for dielectric heat transfer applications: A molecular dynamics study",
International Journal of Thermofluids, 18:100333, 2023 under the terms of Creative Commons Attribution 4.0
license (CC BY 4.0). The author of this dissertation has contributed to the methodology, validation, data curation,
formal analysis, investigation, writing and visualisation of the article.
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2.1 Introduction

Effective thermal management of several electrical and electronic devices such as transformers,
integrated circuits, electric motors and battery packs, among others constitutes a crucial aspect
designating their performance [136, 137]. Novel heat convection cooling concepts are actively
pursued employing heat transfer liquids with properties tailored to the application of interest
rather than relying on conventional coolants such as water or air [138–141]. Specifically
referring to vehicle electrification technologies, the incorporation of suitable battery thermal
management systems (BTMS) can allow faster battery charge/discharge rates, lead to smooth
performance characteristics of the electric motor and high speed gear-box, and facilitate in
increasing the battery life-time [142, 143]. The current research on BTMS is scattered across
single-phase forced convection [144] that does not provide the cooling efficiency required
for heavy-duty vehicles, convective flow-boiling that requires large quantities of cooling
liquid to be circulated, and pool-boiling immersed cooling technique [9] that cannot sustain
beyond a few charge-discharge cycles. This is where single-phase immersion cooling through
dielectric liquids can be proposed as an attractive technique to cool electric vehicle components,
especially the battery pack [145], and in addition, prevent huge pumping losses and eliminate
the requirement of huge heat exchangers.

Along the lines of developing novel dielectric coolant fluids, identification of rheological
properties capable of enhancing the underlying heat transfer processes is expected to maximise
the effectiveness of future BTMS. New-generation coolants based on oils with macromolecule
additives such as polymers and nanoparticles are investigated in recent literature [146–148].
These liquids show enhanced thermal properties, but at the same time have complex rheology
exhibiting characteristics of both liquids and solids as a response to forces and time, leading
to simultaneous flow, deformation and elasticity [149, 150, 87]. Dilute polymer solutions
based on mineral, synthetic or silicone oils belonging to the category of complex-rheology
fluids are seen as promising yet unexplored candidates to serve as heat transfer liquids. Unlike
nanoparticles, the polymer chains at dilute concentrations do not significantly influence the
bulk thermodynamic and transport properties of the oil, nevertheless they modify its rheological
behaviour in a manner that can be controlled using the polymer chemistry. The addition of
long-chain polymers as viscosity modifiers (VM) in the base oil leads to the onset of flexible
micelles that can form complex networks under shear [11]. This behaviour is macroscopically
perceived as viscoelasticity, which can be tailored at the molecular scales to manipulate the
fluid rheology in a pre-specified manner. Consequently, it helps in controlling the magnitude of
vortices generated, which in turn leads to high heat transfer coefficients as explained recently
by Wu et al. [151] Karathanassis et al. [96] linked the effects of the different chemistries of the
polymers in dilute solutions and the vorticity-magnitudes in flows through complex hydraulic
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circuits. Khan et al.[152] showed that the dispersed polymers imparting viscoelasticity can
stabilise vortices, and reduce the thermal boundary layer to increase the heat transfer. Thus, a
viscoelastic liquid leading to increased vorticity in wall-confined flows, while also retaining
the pressure-loss penalty moderate by its shear thinning nature, would constitute an ideal heat
transfer medium for immersion cooling applications.

Viscoelastic fluids can also exhibit a shear thinning nature caused by stretching, alignment
and decomposition of the microstructures [153, 154]. Pimenta and Campos [155] discussed
how a combination of shear thinning and viscoelasticity in case of dilute polymer solutions lead
to non-Newtonian behaviour that helps in the reduction of frictional losses, improving pumping
performance. At the same time, it is shown that high elasticity hinders this reduction. In essence,
a simultaneous understanding of their rheological and heat transfer characteristics is needed,
since dimensionless numbers such as Weissenberg number (defined by viscosity and relaxation
time) and Nusselt number (defined by thermal conductivity) eventually designate fluid cooling
performance [156, 157]. Parvar et al. [158] have recently reported how increasing elasticity
of polymer solutions increase their Nusselt numbers and decrease the thermal boundary layer
during laminar flow of these solutions.

To propose a liquid for an application where rheology and transport properties are of
significance, we need to systematically characterise the relevant properties as a function of
important operational parameters such as temperature. There are experimental challenges when
it comes to analysing the properties related to the liquids of interest such as polymer relaxation
time, normal stress differences, mixture viscosity as a function of shear, etc [101, 159, 133, 160].
To give insights into the non-Newtonian characteristics bestowed upon by the addition of poly-
mers, the properties of the polymer solution have to be compared to that of the base solvent. In
this study, we simulate a widely available synthetic oil called polyalphaolefin (PAO-2) having a
kinematic viscosity of 2 cSt or 2 mm2 s�1 at 373 K. The oil forms the base solvent of several
lubricants. The PAOs have high viscosity index, high fluidity at lower temperatures and high
oxidative/chemical stability. Such properties are beneficial for heat transfer applications [161].
In addition, lower molecular weight olefins such as PAO-2 exhibit biodegradable properties
[162]. PAO-2 has a pour point of ⇠ 200 K [163], and is liquid at room temperature. The flash
point is ⇠ 431 K [163] making it safer to use as a coolant in various electromechanical devices.

Among the polymer additives mixed in PAO-2 solvent used for industrial purposes, an
ethylene-propylene co-polymer known as olefin co-polymer (OCP) is an important one [164].
The straight structural architecture and narrow molecular weight distribution of OCP make it a
good thickener compared to other polymer chemistries [165]. OCP tends to behave differently
based on the solvent it is dispersed in [166, 167]. Therefore, the thermophysical properties of a
single OCP chain dissolved in PAO-2 solvent must be determined in order to study the extent
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of its capabilities. It eliminates any impact due to the polymer concentration and resulting
entanglements, revealing its intrinsic nature.

Classical molecular dynamics (MD) constitutes an ideal modelling approach to conduct an
in-depth property analysis of molecularly-specific polymer solutions. There are limited number
of studies available in the open literature that focus on the computation of thermophysical
properties of the fluid of our interest using atomistic MD [168, 169]. In this study, we focus
on how the molecular interactions impact the flow rheology. More specifically, we compare
and contrast the properties of bare PAO-2 solvent and a single OCP polymer dispersed PAO-2
solution for temperatures in the range of 293 K and 373 K. The temperature range is significant
to the operating conditions of electric vehicle components such as the Li-ion battery pack,
electric motor and high speed gear-box [170–172]. We study the impact of the polymer chain
on the molecular structural changes in the solution and see its relationship with the rheological
properties. In addition to this, the thermal conductivity changes made by the polymer addition
are also analysed in this investigation. The polymer solution shows improvement in shear
thinning, and OCP shows flexible chain characteristics depicted by its radius of gyration in the
solution. This work is the first to indicate the molecular basis for using oil-based solutions with
dispersed polymeric chains for immersion-cooling applications.

2.2 Simulation details

Pure PAO-2 solvent, and the polymer solution consisting of a single OCP polymer chain in
PAO-2 solvent at various temperatures and atmospheric pressure are simulated in this work.
L-OPLS-AA [173, 174] force-field of the following generic form is used in this simulation to
model the interactions:

V (r) = Â
bonds
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Here, the first three terms on the right-hand side compute the bonded interaction energies
due to bond stretching, bending and torsions. The last two terms compute the interactions
due to van der Waals and electrostatic forces. The force-field parameters such as the bonding
energies, Lennard-Jones (LJ) interaction parameters to model van der Waals energies, and
partial charges to model the electrostatics are tabulated in Table A1 to Table A4 in Appendix
A [173, 175, 176, 174, 177]. The LJ parameters (ei j and si j) for the interactions between
dissimilar atoms are computed as the geometric mean of the LJ parameters of the individual
atom types (eii and sii).

In this study, 9,10-dimethyloctadecane (C20H42) is used to represent PAO-2 solvent, as the
compound has been predominantly found in the PAO-2 oil [178]. The pure solvent simulation
box is created using 170 molecules of 9,10-dimethyloctadecane [179]. The OCP polymer
chain studied here is made up of 50 mole percent of ethylene (C2) monomers and 50 mole
percent propylene (C3) monomers with a molecular mass of 3016 g mol�1. The polymer of this
particular weight and chain size is chosen as it provides low relaxation times representative of
weakly viscoelastic liquids. The chain consists of 43 molecules each of C2 and C3 monomers
with the two ends of the chain terminated using hydrogen atoms. Figure 2.1 shows the schematic
of the solvent and polymer chain molecular structure studied in this work. The polymer chain
is added to the solvent simulation box to create a polymer solution of concentration ⇡ 5.9
percent by weight. The individual molecules and the simulation box have been generated using
Moltemplate software [180]. Hereafter, the pure PAO-2 solvent simulation system is termed as
‘pure solvent’ and the polymer solution system is termed as ‘polymer solution’, unless specified
otherwise. The initial three-dimensional simulation box size of pure solvent is 100⇥100⇥100
Å3. The corresponding box size of polymer solution is 250⇥100⇥100 Å3. We apply periodicity
in all 3 directions of the boxes to simulate bulk liquids.

Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) [50] is used for
the MD simulation of pure solvent and polymer solution. The study here is carried out to
compute properties between a temperature range of 293 K and 373 K. The properties of the
systems are computed at five different temperatures at intervals of 20 K for this purpose. We
use Nosé-Hoover thermostat to maintain the temperatures at various stages of the equilibrium
MD. The corresponding barostat as implemented by LAMMPS is used to set the pressures.
The distance cut-off for van der Waals interactions is set to 13 Å. A faster Ewald summation
methodology called particle-particle-particle-mesh (PPPM) is used to compute the long-range
electrostatic interactions [48]. Velocity Verlet algorithm [34] is used to integrate the equations
of motion with a time-step of 1 fs.

In order to model the alkanes having more than 16 carbon molecules by OPLS-AA force
field, it is recommended to switch-off the 1-4 intra-molecular non-bonded pairwise interactions
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Figure 2.1: Schematics of the solvent - PAO-2 molecule and polymer chain - OCP molecule
used in this simulation study.

[168, 181].That is, the weighting coefficients of the computed pairwise forces and energies
between the first and fourth atom connected covalently in a molecule is 0.0. However, in our
case (while using L-OPLS-AA parameters) such a modification overestimates density values
of pure solvent for temperatures between 313 K and 373 K by 0.01 g cm�3. To rectify it, we
increase the weighting contribution of 1-4 intra-molecular non-bonded pairwise interactions for
pure solvent systems to 0.5 for simulations between 313 K to 373 K. On the other hand, it is set
to 0.0 at all temperatures for polymer solution to obtain appropriate thermodynamic properties.

Pure solvent and polymer solution systems remain liquids in the temperature range simulated.
The equilibrium MD simulation protocol for a run at temperature, T = 293 K and pressure, p
= 1 atm is as follows: The systems are initially energy-minimised using conjugate-gradient
algorithm with tolerance values of 10�4 and 10�6 for energy and force calculations, respectively.
Here, a larger neighbour-list skin cut-off of 6 Å is used to prevent the system from destabilisation.
The energy-minimised systems further undergo a constant enthalpy (NPH) simulation for 2000
fs using a Langevin thermostat at the desired temperature. This step is used to expedite the
process of equilibration [179, 182]. Following that, the system is further equilibrated under
NPT conditions where Nosé-Hoover thermostat and corresponding barostat are applied to
maintain temperature and pressure, respectively. The changes in stress occur isotropically. At
this stage, the neighbour-list cut-off is reduced to 2 Å to speed-up computations. Once the
system is equilibrated for 20 ns under NPT, the resulting configuration undergoes an annealing
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process where, the simulation system is gradually run at higher temperatures of 298 K, 303 K,
308 K, 313 K and 318 K for 1 ns each under constant NVT conditions. The system is rapidly
brought back to 293 K following that under NVT and run for 1 ns to complete the process
of annealing. The time invariance of the radial distribution functions of atoms as shown in
Figure A1 in Appendix A establishes that the system is well equilibrated after these steps.
The equilibrated and annealed system is used for a production run of 40 ns under NVT. The
trajectories of the atoms are stored at regular intervals to compute the properties. The reported
values of properties at a typical temperature are obtained from three independent runs. The
protocol followed to compute properties using non-equilibrium MD methods is discussed in
the relevant sections below.

2.3 Results and discussion

The following section discusses the different computational approaches used to determine the
various properties, and assesses the results. The force-field is validated initially for the pure
solvent system comparing the density (r) values against data available in the literature. The
simulated isothermal compressibility (kT ) of pure solvent is also compared against experimental
measurements to validate the thermodynamics of the system. The transport properties such
as self-diffusion coefficient, zero-shear viscosity, and thermal conductivity are computed and
compared in case of pure solvent and polymer solution systems. Furthermore, the shear thinning
behaviour of the liquids and the underlying reasons owing to their molecular interactions are
analysed. Subsequently, the relaxation times of the polymer as a function of temperature and
shear rate are estimated to characterise the viscoelastic nature of the polymer solution.

2.3.1 Thermodynamic properties of pure solvent

The validation of the force-field is done by computing certain important properties and
verifying its agreement with data in the available literature. In this work, PAO-2 is treated as a
homogeneous compound of 9,10-dimethyloctadecane. Therefore, it is important to see how
well the thermodynamic properties represent the actual PAO-2 oil.

The first property analysed is the pure solvent density (r0). The densities are computed from
the NPT equilibration runs for pure solvent. The average values are reported in Table 2.1 along
with their standard deviations. As expected, r0 of pure solvent decreases with temperature.
Comparison of the values with the data in the available literature shows a good agreement.

In addition to density, isothermal compressibility (kT ) is an important feature that needs to
be computed as compressibility of liquids is related to rheology in certain extreme conditions
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Table 2.1: Comparison of density (r0) of pure solvent systems with experimental values (see
Appendix A for further details), and simulated values [179] from literature.

Temperature (K) Present simulation (g cm�3) Experimental/Literature
(g cm�3)

293 0.800±0.005 0.793 (Table A5)
313 0.780±0.005 0.780±0.005 [179]
333 0.764±0.005 0.766 (Table A5)
353 0.748±0.005 0.752 (Table A5)
373 0.732±0.006 0.733±0.005[179]

Table 2.2: Tait Equation parameters (B and C) and Isothermal compressibility (kT ) of pure
solvent systems at various temperatures, and comparison with experimental values. The
experimental methodology is described in Appendix A.

Temperature (K) B(MPa) C Simulated Experimental
kT⇥1011(Pa�1) kT⇥1011(Pa�1)

293 83.58 0.1538 79.42 79.55
313 114.01 0.2168 82.53 89.98
333 101.74 0.213 90.85 101.7
353 74.55 0.191 111.1 115.22
373 43.81 0.149 147.4 -

[183]. Isothermal compressibility of pure solvent in our case is found using the following
simulation protocol: The atomic configurations after NPT simulation at p = 1 atm are subjected
to a set of simulations with p varied from 10 to 1000 atm at a given temperature. The NPT
simulation at every p lasts for 10 ns. Density is computed from the average of the final 5 ns
run at all conditions of pressure. The data thus obtained is fitted to the modified form of Tait
equation [184],

r =
r0

1�C log10(
p+B
p0+B)

. (2.2)

Here, r0 is the density of pure solvent at p0 = 1 atm (101325 Pa). The fitting constantsC and B
are related to kT as

kT =
C

2.302(p0+B)
. (2.3)

B andC values, and comparison of kT with the experimental data are shown in Table 2.2.
The r data as a function of pressure and the modified Tait equation fits are present in Appendix
A (see Figure A2). Simulated kT values show a good match with the experimental data. The
deviations observed can be attributed to the difference in the empirical model used for the
computation of kT experimentally (see Equation A4 in Appendix A).
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The computed thermodynamic properties show that use of L-OPLS-AA force-field and
9,10-dimethyloctadecane as a surrogate for PAO-2 oil are suitable to represent the systems
of our interest in MD simulations. Therefore, we model polymer solution using the same
force-field. Please see Table A6 in Appendix A for the thermodynamic properties of the
simulated polymer solution. The other computed properties and their physical significance are
described in the following sections.

2.3.2 Zero-shear viscosity

The Newtonian dynamic viscosity (h0) is the most fundamental transport property measured to
analyse the flow behaviour of the complex heat transfer liquids [185, 186]. The variation in h0

is an indication of the translational resistance to flow [187]. It is computed in MD using the
Green-Kubo method based on the fluctuation-dissipation theorem of systems in equilibrium. h0

is computed by the integration of a decaying stress auto-correlation function [188], such that

h0 =
V

kBT

Z •

0

⌦
sxy(t)sxy(0)

↵
dt. (2.4)

Here, V is the volume of the simulation box, kB is the Boltzmann constant and sxy(t) is one
of the off-diagonal component of the stress tensor at time t. The statistics of h0 computation
is improved by taking an average of the auto-correlation function of the three off-diagonal
components of the stress-tensor. In case of oils, the values of viscosity are reported in terms of
kinematic viscosity (n0) given as

n0 =
h0

r
. (2.5)

Figure 2.2 shows n0 at various temperatures for pure solvent. Our simulated values are
close to the reported experimental and simulation results of PAO-2 in literature [189, 179]. The
viscosity values decrease with temperature, which is expected in case liquids of this nature
[190, 191]. As also shown in Figure 2.2, the simulated values of polymer solution are higher
than those of pure solvent at all temperatures. This implies that OCP polymer leads to viscosity
enhancement when added to the PAO-2 solvent.

The relationship of viscosity of polymer solutions with temperature can be modelled using
an Arrhenius-like equation

ln(n0) = ln(n0c)�
Ea

RT
(2.6)

fitted to the data of n0 vs. 1/T . Here, n0c and Ea are the fit constants. The Ea values are
dependent on the nature of polymer and solvent, and polymer concentration [192, 193]. Figure
A3 in Appendix A shows the Arrhenius fits to the data for pure solvent and polymer solution
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Figure 2.2: The kinematic viscosity (n0) of the pure solvent system and polymer solution as
a function of temperature. The closed symbols represent the average of simulated values -
red (Pure solvent) and blue (Polymer solution) with their standard deviations from the three
independent runs. The open symbols represent the experimental [189] (green) and simulated
[179] (black) data available in the literature for pure solvent system.

systems. The Ea values of the former is 21.0 ± 1.6 kJ mol�1 and of the latter is 20.3 ± 1.7
kJ mol�1. The values show that at this concentration of OCP, the polymer does not cause a
significant impact on the temperature dependence of the viscosity of the solution.

Given that the viscosity rise with addition of OCP polymer chain, we can look if the
molecular transport of the different components due to thermal motion supports the observation.
We compute self-diffusion coefficient in this regard.

2.3.3 Self-diffusion coefficient

The self-diffusion coefficient (D) is a measure of the translational movement of atoms and
molecules due to the thermal energy of the system. In case of long-chain hydrocarbon systems,
D can be computed for the constituent atoms, monomers (in case of polymers) or the centre of
mass (COM) of the molecules. In our case we compute D of COM (DCOM). Usually, DCOM

of a homogeneous system is inversely related to h0. MD uses Einstein’s relation [16, 194] to
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compute DCOM such that

DCOM =
1
6
lim
t!•

d
dt
⌦
[rCOM(t)� rCOM(0)]2

↵
(2.7)

where [rCOM(t)� rCOM(0)]2 is the mean squared displacement (MSD) of the centre of mass of
a molecule. The symbol hi is the ensemble average symbol. The relationship is applicable at
long-time limits, where the MSD enters the linear regime. Here, the slope of MSD (computed
via multiple time origins) beyond 105 fs from a linear function fit is used to compute DCOM

(see Figure A4 in Appendix A). Figure 2.3a shows the variation of DCOM with temperature of
molecules in case of pure solvent and polymer solution.

DCOM,PAO is system-size independent as shown by the comparison of the MSD values of a
larger pure solvent system consisting of 340 molecules with the one studied here (see Figure
A5 in Appendix A). With increase in temperature, pure solvent shows an increase in DCOM,PAO.
This behaviour is opposite to that of the Newtonian viscosity as a function of temperature. The
implication is that kinetic energy gained by the molecules with increase in temperature assists
in overcoming intermolecular forces of attraction (that causes resistance to motion). Coming to
the polymer solution, we compute the diffusivity of PAO-2 solvent molecules and diffusivity
of OCP polymer chain. The DCOM,OCP of the polymer is considerably lower (by an order of
magnitude) compared to that of the solvent molecules at all temperatures (see Figure 2.3b).
This is expected in case of a large molecule such as OCP. The addition of OCP decreases the
DCOM of PAO-2 molecules as seen in Figure 2.3a indicating that the polymer chain restricts the
free motion of PAO-2 molecules. This relates to the enhancement in viscosity of the polymer
solution system compared to that of the pure solvent system.

A direct impact of the polymer additive as a VM in polymer solution is observed from
the analysis of the transport properties. Therefore, it is imperative to further look into the
mechanism of viscosity enhancement in case of polymer solution. For that purpose, we have to
probe the structural characteristics of the pure solvent and polymer solution systems as shown
later in the chapter.

2.3.4 Couette flow

The primary objective of the rheological characterisation is to elucidate the non-Newtonian
behaviour of the polymer solution. In order to do so, we first analyse the shear response of the
pure solvent and polymer solution systems by simulating a Couette flow of the bulk liquids.
We use a non-equilibrium MD (NEMD) simulation methodology to carry out the simulations,
which enables the characterisation of shear thinning onset in the examined fluids.
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Figure 2.3: The centre of mass self diffusion coefficient of (a) PAO-2 molecules (DCOM,PAO)
in the pure solvent and polymer solution systems, and (b) OCP molecule (DCOM,OCP) in the
polymer solution system as a function of temperature.
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The Couette flow of an MD simulation box with periodic conditions is implemented here
by deforming the box in y-direction. A Lees-Edwards boundary condition is applied to ensure
stability of the system [195, 196]. We use SLLOD equations of motion to solve for the
trajectories of the atoms as derived by Hoover and Ladd, and Evans and Morris [51, 197].
They ensure the conservation of momentum, and account for the accurate values for dissipated
energy. The extent of deformation can be defined in LAMMPS by a constant engineering shear
strain rate (ġ). The resulting flux of stress (syz) is used to compute the viscosity (h(ġ)) as a
function of the ġ such that

h(ġ) =
syz

ġ
. (2.8)

In atomistic MD, the flow is established only at very high ġ , which is not experimentally
achievable, and this constitutes as a shortcoming of MD [198]. However, we can still
characterise the rheological behaviour by fitting the following Carreau-model to the data
of h(ġ) vs ġ:

h(ġ) = h0

(1+(tsġ)2)m
. (2.9)

Here, h0 is the Newtonian viscosity that is obtained from the extrapolation of the data to ġ=
0. m is the strain-rate sensitivity coefficient. ts is the time constant referring to the shear rate
where the shear thinning begins. ġ values between the range of 108 s�1 and 1011 s�1 are applied
to the simulation box. The model has been shown to fit the response of viscosity as a function
of shear rate quite well in case of long chain hydrocarbons in the MD literature [181, 169].

Figure 2.4a shows the viscosity vs shear rate data and the corresponding Carreau-model fits
at 313 K and 373 K. As seen, the simulated data has large error bars at lower shear rates and
their magnitudes decrease at higher shear rates. It can be clearly discerned that h0 of polymer
solution is greater than that of pure solvent at both the temperatures. The comparison of h0

computed by equilibrium MD from Equation 2.4 and by NEMD from Equation 2.9 in Table A7
in Appendix A shows fairly good agreement at all temperatures.

A polymer additive that increases the viscosity of a solvent can either be a thickening
agent or a viscosity index improver (VII). OCP can be classified as the former if the increase
in viscosity is independent of temperature, whereas it is classified as the latter if it increases
viscosity only at higher temperatures. A method to identify if a polymer really acts as a VII or
simply as a thickening agent is to compute the Q factor [181]. It is computed as

QVI =
hsp,373K

hsp,313K
, (2.10)

40



2.3 Results and discussion

-4.5

-4

-3.5

-3

-2.5

-2

 8  8.5  9  9.5  10  10.5  11  11.5  12

lo
g

1
0
(η

(γ. ))

log10(γ
.
)

PAO-313
PAO-373

OCP+PAO-313
OCP+PAO-373

(a)

1×10
2

1×10
3

1×10
4

1×10
5

1×10
6

1×10
7

1×10
8

1×10
9

1×10
10

1×10
11

1×10
12

ωp ωs

G
’ ,G

"  (
P

a)

ω (rad s
−1

)

Pure solvent
Polymer solution

(b)

Figure 2.4: (a) Viscosity (h(ġ)) as a function of shear rate (ġ) at two different temperatures
(313 K and 373 K) in pure solvent and polymer solution systems. The symbols with the
error bars show the simulated dynamic viscosity values, h(ġ) at different shear rates, ġ in the
logarithmic scale. The lines depict the Carreau-model fittings. (b) The storage modulus, G

0

(solid) and the loss modulus, G
00
(dashed) as functions of w at a temperature of 313 K with the

arrows indicating the cross-over w values for pure solvent (ws) and polymer solution (wp).
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where hsp,373K and hsp,313K are the specific viscosities at 373 K and 313 K, respectively,
calculated as

hsp =
hsolution�hsolvent

hsolvent
. (2.11)

QVI  1 for a substance that acts more as a thickening agent and QVI � 1 for an additive that
acts more as a VII.

Table 2.3 shows the parameters of the Carreau-model for pure solvent and polymer solution
systems. The fitted curves (as shown in Figure 2.4a) have R-squared values greater than 0.95.
The Q factor computed from the h0 values is 0.86. This is indicative of the uniform thickening
nature of the OCP polymer chain when added to PAO-2 solvent. It confirms the observations
derived from experimental investigation of OCP of higher molecular weights and different
compositions [166]. The study here substantiates that it is the intrinsic nature of OCP chain to
act as a thickening agent in an olefin-based oil, independent of the composition or dispersity of
the polymer.

Table 2.3: Parameters of Carreau-model (h0, ts, m) at various temperatures.

Pure solvent
Temperature (K) h0 (Pa s) ts (ns) m

293 0.009 0.62 0.30
313 0.0048 0.31 0.28
333 0.0033 0.22 0.31
353 0.0021 0.20 0.24
373 0.0013 0.10 1.32

Polymer solution
Temperature (K) h0 (Pa s) ts (ns) m

293 0.0130 0.95 0.26
313 0.0065 0.73 0.22
333 0.0039 0.34 0.23
353 0.0025 0.21 0.22
373 0.0017 0.14 0.22

While comparing the ts values in Table 2.3 for pure solvent as a function of temperature,
we see that they decrease with temperature. In case of polymer solution, ts decreases with
temperature as well. However, the ts values are higher in case of the polymer solution
compared to that of pure solvent. This indicates that addition of OCP enhances the shear
thinning behaviour of the simulated polymer solution. The viscoelastic nature of the polymer
chain contributing to this phenomenon can be verified by comparing the storage (G

0
) and loss

moduli (G
00
) of the two different liquids. In order to compute the two moduli, the integrand
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function in Equation 2.4

G(t) =
V
kBT

⌦
sxy(t)sxy(0)

↵
(2.12)

is fit with an exponential function

G(t) = G0e
�
✓

t
t f

◆

(2.13)

with a single Maxwell mode, as implemented generally in case of macroscopic models of
polymer chains such as finite extensible non-linear elastic polymer (FENE-P) model [199]. The
t f value represents relaxation time of the fluid, and G0 represents the ordinary elastic shear
modulus. From the Fourier transformation of the above equation, the storage and loss moduli
can be further obtained from the following relationships:

G
0
(w) = G0

w2t2f
1+w2t2f

andG
00
(w) = G0

wt f

1+w2t2f
. (2.14)

The correlation data in Equation 2.12 is smoothened by following the process recommended
in literature before applying Equation 2.13 to the data [200] (see Figure A6 in Appendix A).
Figure 2.4b shows G

0
and G

00
as functions of w at 313 K. As observed, the addition of polymer

leads to an increase in the values of G
0
(w) and G

00
(w). This indicates that polymer solution has

higher elasticity and viscosity, respectively than the pure solvent. The inverse of the w where
the crossing of G

0
(w) and G

00
(w) happens, provides the fluid relaxation time. As expected, w

of the polymer solution (wp) is lower than that of the pure solvent (ws). In other words, the
relaxation time increases with the addition of the polymer chain in the solvent. This enhances
the vortex roll-up and subsequent thermal behaviour of the polymer solution compared to that
of the solvent.

It is natural for long-chain hydrocarbon solvents to showcase shear thinning at very high
shear rates simulated in MD even though the shear rates at which macroscopic flow is observed,
i.e., between the range of 101 - 106 s�1, portray them as Newtonian. The reasons for the shear
thinning nature of oil and long-chain hydrocarbons are described in the literature [201–203].
Given this scenario, the shear thinning of polymer solution triggered at lower shear rates
than that for solvent emerges from the impact of polymer on the molecular interactions [204].
Therefore, the consistent enhancement of viscosity and the shear thinning behaviour at all
temperatures observed with the addition of OCP requires further understanding in terms of the
structural changes at the molecular level.
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2.3.5 Structural characteristics

In the general polymer theory [205, 206], the reason for increasing viscosity as a function
of temperature of a polymeric fluid is attributed to increasing hydrodynamic radius of the
polymer chain. As temperature increases, the polymer chains expand which in turn improves
the viscosity of the polymer fluids. A measure of the hydrodynamic radius is given by the
radius of gyration (Rg) computed by the equation

Rg =

s
1
M

n

Â
i=1

mi(ri� rcom)2 (2.15)

whereM is the mass of a molecule, mi is the mass and ri is the position vector of an atom i of a
molecule consisting of n atoms. The computed values of Rg of the OCP polymer are shown in
Figure 2.5a. The large error bars at every temperature depict the relative ease with which the
shape of polymer chain changes. The mean values of Rg of OCP do not depict a significant
monotonic increase as a function of temperature. This is in line with the findings in literature
that exhibit that polymer chains composed of aliphatic monomers do not show an increase
in Rg with temperature when dissolved in aliphatic solvents [166]. Therefore, polymer coil
expansion cannot be considered as the reason for viscosity improvement with temperatures for
all the chemistries.

Another important factor that can be probed as the reason for viscosity improvement is
the impact of temperature on the solvent molecules configuration in polymer solution. Here,
we compare and contrast the hydrodynamic radii of PAO-2 molecules in pure solvent and
polymer solution systems. Figure 2.5b shows the Rg of PAO-2 molecules in the two different
liquids. The data clearly presents that there is a significant jump in the Rg of PAO-2 molecules
in polymer solution from the Rg of the same in pure solvent. However, the mean values are
constant as a function of temperature. It implies that the impact of thickening of the solvent due
to the presence of OCP polymer is uniform throughout the temperature range. The relationship
of this behaviour with dissolved OCP chemistry has been sparsely studied. Few reasons
suggested in existing literature are lack of long side chains to improve the solubility in olefins
at higher temperatures [207], and absence of oxygen atoms in OCP chain that can change its
conformations significantly at different temperatures [208, 168]. Even though not dealt in the
present study, it is important to further probe on the causes for why OCP remains a weak VII in
solvents such as PAO-2.

As discussed in the previous section, the shear thinning observed in case of these liquids with
deformation can be attributed to their molecular configurations. The configurational changes
contributing to this phenomenon is an interplay of chain stretching, tumbling, and molecular
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Figure 2.5: The radius of gyration (Rg) of (a) OCP molecule in the polymer solution, and (b)
PAO-2 molecules in the pure solvent and polymer solution as a function of temperature. The
error bars show the standard deviation computed from the Rg values obtained at every 2 ps in
the three independent runs.
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alignment [209–211, 201]. Firstly, to analyse the impact of stretching, the computation of the
end-to-end distances (Re) of the solvent molecules and the polymer chain is done. In our case,
we use the position vectors of the carbon atoms at the terminal ends of the PAO-2 and OCP for
the purpose of the computation of Re of molecules. The end-to-end distance as a function of
shear rate shows the significance of polymer stretching on the shear thinning behaviour (see
Figure A7 in Appendix A). Re of OCP increases from 22 Å at zero shear rate to 25 Å at the
highest shear rate simulated, implying stretching. At the same time, Re of PAO-2 molecules
remains constant as a function of ġ indicating that a maximum stretch has already been attained
by the solvent molecules at zero shear rate.

A method to assess the alignment of the molecules as a response to the shear has been
discussed by Datta et al. [120] in coarse-grained simulations. It involves the computation of
the ratio of the y-component of squared end-to-end distance (Rey) of the molecules to the total
squared end-to-end distance such that

Salignment =

⌦
Rey

2↵
⌦
Re

2↵ . (2.16)

This ratio provides the fraction of molecular stretching aligned in the direction of the shear
(y-direction). We apply the same methodology in this work. Salignment should be ideally 1/3 in
the absence of any shear as the alignment of PAO-2 molecules should be independent of the
direction.
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Figure 2.6: (Left) The schematic of molecular alignment in the absence and presence of shear.
(Right) Salignment of PAO-2 and OCP molecules in pure solvent and polymer solution as a
function of shear rate at 313 K. The data points on the y-axis show the values of Salignment at
zero shear rate.
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Figure 2.6 shows the variation of Salignment of solvent molecules as a function of ġ at 313 K.
The value of Salignment at ġ = 0 is shown on the y-axis and as expected, it is ⇡ 0.33. The value
of Salignment increases with increasing shear rate, indicating the alignment of the molecules
in the direction of the applied shear and reaching an upper plateau of ⇡ 0.79. This makes
the liquids susceptible to shear thinning by lowering the fraction of molecules stretching in
non-shear directions that create obstacles to shear flow. Consequently, they end with a lower
Newtonian viscosity at very high shear rates. While assessing the Salignment of OCP polymer
as a function of shear rate in Figure 2.6, we observe a rise in the values to 0.49 in the shear
rate range where shear thinning is seen and subsequent drop back to 0.35 once the viscosities
reach lower Newtonian plateau. This shows the additional role of alignment of polymer chain
stretching on the shear thinning of polymer solution. It is also important to analyse the tumbling
effects of OCP chain on the shear thinning observed. However, this is out of the scope of the
current study.

We observed here how the addition of the OCP polymer chain influences the viscosity of
the resultant polymer solution, and how molecular stretching and alignment influence the shear
thinning behaviour of the liquids. We need to further characterise the viscoelastic effects of the
polymer chain in the polymer solution systems by computing the polymer relaxation time.

2.3.6 Terminal relaxation time

Under specific circumstances, the viscoelastic behaviour has been linked to the vortex stabil-
isation and their lifetime [152, 151]. The relaxation time provides a fundamental way to
quantify the non-Newtonian viscoelastic behaviour of the liquids. It provides a measure of the
time scale during which elastic stresses of polymer coil relax [212]. In case of a single chain of
polymer, the longest relaxation time is attributed to the relaxation of the entire chain [213]. It
is also called the terminal relaxation time (tterm) of the polymer chain. Here, tterm is computed
as a function of temperature (using equilibrium MD), and shear rate (using NEMD).

The polymer chain showed that Rg does not vary significantly as a function of temperature.
Therefore, it is important to see the extent of the polymer chain relaxation at different
temperatures. For this, we use the end-to-end vector autocorrelation given as

C(t) =
hR(t) ·R(0)i
hR(0) ·R(0)i (2.17)

where, R(t) is the end-to-end vector (r1� rl) of the OCP polymer chain having l monomers.
The position vectors of the carbon atoms at the terminal ends of the chain are stored every 10
ps during the simulation run for the purpose of computation. We fit the C(t) using a sum of
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three exponential functions as in

C(t) =
3

Â
i=1

aie
� t

bi (2.18)

such that the integration of the function gives the terminal relaxation time

tterm =
Z •

0
C(t)dt. (2.19)

A sample of the C(t) and the fit as described by Equation 2.18 is shown in Figure A8 in
Appendix A.
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Figure 2.7: The terminal relaxation time (tterm ) of OCP in the polymer solution as a function
of temperature.

The tterm values of OCP polymer as a function of temperature is shown in Figure 2.7. The
obtained values are in the order of nanoseconds. Even though relaxation times of this order
of magnitude are plausible for such dilute polymers, it is not possible to compute them using
the existing experimental apparatuses [102, 103]. The values clearly show that the terminal
relaxation time of the polymer chain decreases with temperature.

Understanding the response of the polymer chain relaxation as a function of shear rate
is also vital to prescribe the complex fluid. Here, we compute tterm as a function of ġ by
implementing Couette flow as explained earlier. The tterm for the same range of ġ values (108
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s�1 and 1011 s�1) are found. The position vectors of the terminal carbon atoms are used for the
computation of tterm here as well.

Figure 2.8 shows the values of tterm as a function of ġ at temperatures of 313 K and 373
K for polymer solution. The data is obtained as the average from three independent runs and
the error bars show the standard deviation of the results from the three runs. The values at
both the temperatures show huge error bars but a downward trend as a function of ġ . This
implies that, as the shear forces on the polymer solution increase, the polymer tends to achieve
an equilibrium configuration faster. Higher the relaxation time, stronger the elastic nature of
the polymer chain. The changes in relaxation times as a function of both temperature and
shear rate imply that the magnitude of vortices will vary with the operating conditions of the
cooling liquids. Since the elastic instabilities facilitate the manifestation of vortical motion,
the operating temperature and shear rates must be kept lower in magnitudes. Even though
the relaxation time can be increased by polymer concentration, it can negatively influence the
pumping losses.

 0

 0.2

 0.4

 0.6

 0.8

 1

 1x10
7

 1x10
8

 1x10
9

 1x10
10

 1x10
11

R
el

ax
at

io
n
 t

im
e 

(n
s)

Shear rate (s
-1

)

313 K
373 K

Figure 2.8: The terminal relaxation time (tterm) of OCP in the polymer solution as a function
of shear rate at two different temperatures (313 K and 373 K).

2.3.7 Thermal conductivity

Having understood the rheological behaviour of the pure solvent and polymer solution systems,
it is important to further know the thermal transfer properties. For a fluid oriented towards heat
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transfer applications, thermal conductivity (k) is a vital property to be computed. This metric
provides a measure of the ability of a fluid to conduct heat given a temperature gradient across
it. It is also necessary for the computation of the Nusselt number of novel liquids characterising
the ratio of heat transfer via flow convection and conduction [214]. The conduction of heat is
due to the microscopic behaviour of the material, making MD a useful tool to calculate it [215].

A methodology prescribed by Müller-Plathe [52] is considered as a reliable way to compute
k in case of our systems. The formulation is based on the following relationship as given by
Fourier’s Law:

q= k
dT
dx

(2.20)

where, q is the heat flux across the fluid and
dT
dx

= —T is the corresponding temperature gradient.
Therefore, by implementing a temperature gradient which is linear across the simulation box,
the consequent heat flux generated can be utilised to compute k. Müller-Plathe [52] proposed
a way to implement the —T by routinely exchanging the translational velocities of the atoms
in the simulation box. This ensures conservation of momentum as well. Over a long time
period, the continuous exchange of the momentum leads to the development of a —T across the
simulation box. This computational scheme is also referred as reverse-NEMD technique.

In our work, we consider the well-equilibrated and annealed systems from the equilibrium
MD runs described in the section ‘Simulation Details’ as the initial configuration for the
computation of k at the five different temperatures between 293 K and 373 K. For the sake of
simplicity, we describe the procedure followed in case of the systems of pure PAO-2 solvent.
The equilibrated and annealed pure solvent systems are further equilibrated for 1 ns under
constant NVT conditions. The Nosé-Hoover thermostat is removed at this stage following
which the heat flux as described by Müller-Plathe is implemented. The system is run for 2 ns
under this condition where the centre of the box acts as the heat source and the box faces act as
heat sinks. The entire box is divided into 20 layers along the z-direction and the momentum
exchanges are applied at a frequency of every 200 time-steps across these layers (see Figure 2.9).
The temperature gradient is monitored at every 1000 time-steps. After 2 ns, the exchanges
generate a linear —T , whereafter the production run is carried out for 10 ns. The reported
values of k for a typical run are an average of the final 5 ns of the production run. The values
converge well within an accuracy of 10�5 W m�1K�1 after the first 2 ns of production runs.
An identical procedure is followed in case of polymer solution system as well. The computed k
as a function of temperature is shown in Figure 2.9 for typical production runs for pure solvent
at different temperatures.

Thermal conductivity of pure solvent decreases with temperature. This is in line with
the behaviour of long-chain hydrocarbons in these conditions [216]. The drop in the thermal
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Figure 2.9: (Left) The schematic of reverse-NEMD applied in case of the present simulation
study. (Right) The thermal conductivity (k) of the pure solvent and polymer solution as a
function of temperature. The closed symbols show the simulated data and the lines show the
linear function fits as described in Equation 2.21.

conductivity with increasing temperature is a consequence of the enhanced thermal motion
of the atoms in the system [217]. This motion expands the liquid (signified by the decreasing
density in Table 2.1) increasing the distance of immediate neighbours to transfer kinetic
energy. The large error bars (standard deviation) in the computation are also observed in
the experimental measurements of k of long chain hydrocarbons in liquid state as well [218].
The simulated data here is comparatively higher than the experimental data (0.137-0.132 W
m�1K�1) reported elsewhere [219]. The data can be fitted using a linear function

k= k0�
✓

∂k
∂T

◆

p
T (2.21)

where, k0 is the thermal conductivity at absolute zero and
✓

∂k
∂T

◆

p
is the temperature coefficient

at the atmospheric pressure, p = 1 atm. The temperature coefficient for the pure solvent system
from the fit in Equation 2.21 is (1.8 ± 0.03) ⇥10�4 W m �1 K�2.

Figure 2.9 also shows the variation of thermal conductivity in polymer solution as a function
of temperature. The data shows that thermal conductivity of the solution is greater than that
of the solvent at the various temperatures. The larger error bar at 293 K could be attributed
to the insufficient time given for the system to evolve at very low temperatures and demands
more sampling. Along with the enhancement in thermal conductivity at different temperatures
compared to that of the solvent, fitting the data using Equation 2.21 also shows a lower
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Table 2.4: Mean values of kpolymer of polymer solution at various temperatures.

Temperature (K) kpolymer (W m�1K�1)
293 -0.001
313 0.003
333 0.007
353 0.005
373 0.004

temperature coefficient,
✓

∂k
∂T

◆

p
= (1.1 ± 0.01) ⇥10�4 W m �1 K�2 in case of the solution.

This means that the reduction in thermal conductivity of the solution as a function of increasing
temperature is slower in case of the polymer solution compared to that of the pure solvent.

Curtiss and Byron Bird [220] proposed the theory that in case of dilute polymer solutions,
the thermal conductivity is an additive function. In other words,

ksolution = ksolvent +kpolymer (2.22)

where ksolvent and kpolymer are the thermal conductivities of the solvent and polymer, respect-
ively. This theory is predicted for Fraenkel and Hookean dumbbell model of chain polymers.
From Equation 2.22, we can obtain kpolymer at different temperatures whose values are given
in Table 2.4. Thermal conductivity enhancement in dilute polymer solutions is attributed to
an increase in the contribution of the kinetic motion of the intra-molecular energy and the
work done against the intra-molecular forces [221]. Also, kpolymer is proportional to the chain
stiffness. The contribution of kpolymer Table 2.4 shows there are significant factors, in addition
to chain stiffness helping in the thermal conductivity enhancement at different temperatures.
Recent studies show the impact of monomer sequencing on the thermal conductivity of block
polymers [222]. However, further studies are required to understand the effect of this in case of
polymer solutions providing motivation for future works.

2.3.8 Advantages and limitations

The polymer addition leading to a weak non-Newtonian behaviour demonstrated in the past
investigations of similar liquids [96] can have a measurable influence on vortex roll-up tendency
in inertial flows. The MD study here is able to provide structural reasons for those observations
that are difficult to be determined by experimental procedures. It establishes how the polymer
addition to a synthetic oil changes the hydrodynamic radii of the solvent molecules. The impact
of OCP as a thickening agent decreases with temperature as shown by the computation of
QVI . The shear thinning effect is enhanced by the addition of polymer chain, that is correlated
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to the molecular alignment in the solution as a function of shear rates. The chain flexibility
is prominent in case of OCP as determined by its hydrodynamic radius in the solution at
all temperatures. Liquids having similar shear thinning indices (0.4-0.7), obtained by the
comparison of m from the Carreau-model fit with Power law fit for a Herschel-Bulkley fluid,
can provide Nusselt numbers between 40-60 for Reynolds number = 100 in case of immersion
cooling which is better than what is observed for Newtonian fluids such as water [223]. At the
same time, it is a limitation of the atomistic MD study to determine the actual composition of
the polymer chain in the solution that may have optimal heat transfer properties. Moreover,
computation of relaxation times of larger molecular weight polymer chains is also difficult in
case of atomistic MD. This is where mesoscale modelling can help, and the models can be
parametrised using the thermodynamic properties, viscosity and thermal conductivity obtained
from atomistic MD, making this work significant.

2.4 Conclusions

The addition of an OCP polymer chain in PAO-2 solvent enhances the rheological properties of
the resulting solution in the relevant temperature range. It improves the viscosity of polymer
solution by increasing the hydrodynamic radii of the solvent molecules, effectively acting as a
thickener to the base oil. Subsequently, the role of molecular stretching and alignment in the
shear thinning behaviour of the liquids has been observed. The shear responses of the solvent
and the polymer solution show that the latter starts shear thinning at a lower shear rate than the
former. The better shear thinning nature of the dilute polymer solution emerging from their
structural properties can contribute to the evolution of coherent vortices, supporting their use in
direct heat transfer applications. Simultaneously, the thermal conductivity of the solution is
higher, and the decline in their values with rise in temperature is slower, compared to that of
the base oil. This further justifies the use of mixtures made of OCP in PAO-2 as coolants. Even
though the work signifies a viable direction in coolant research, the factors such as polymer
composition needs to be determined based on the competing factors of thickening effect and
shear thinning abilities. Such an analysis requires appropriate mesoscale studies that are part of
our future works.

The analysis of the viscoelasticity of the polymer solution by the computation of the
terminal relaxation time shows faster relaxation of the OCP chain with increasing temperature
and shear rates. The storage and loss moduli of OCP polymer solution are higher than those
of the pure solvent. The elastic nature of the OCP polymer increases the elastic instabilities
of the polymer solution triggering coherent vortex formation. This in turn enhances the heat
transfer process. Molecular dynamics guided design of dilute polymer mixtures that exhibit a
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clear viscoelastic nature can help in optimising the rheological behaviour of the liquid media
suitable for effective thermal management in confined spaces related to immersion cooling.

2.5 Critical review

This section contains a brief commentary of the literature post the publication of the article
corresponding to this chapter.

Concurrent research on the computation methodology of the shear viscosity of polyalpha-
olefins using MD by Mercier et al. [224] may provide a novel understanding of the polymer
mixture rheology that is not discussed in this chapter. At the same time, a recent study of
viscosity modifiers by Khajeh et al. [225] such as OCP and PMA using Brownian dynamics and
Lattice Boltzmann techniques targets to establish the relationship between structural behaviour
and flow hydrodynamics. The investigation explains the impact of non-dipole nature of OCP
polymer chain to the bulk flow of the liquid solutions composed of it. Contrary to the oil studied
in this chapter, natural ester and mineral oils are being probed for the dielectric immersion
cooling of battery modules. However, that may require further investigation in terms of optimal
operating conditions and suitable additives as carried out by Liu et al. [226]. Such optimisation
studies to improve the thermal performance are observed for both static and forced convection
of such coolants in BTMS via numerical and experimental methods [227].
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Chapter 3

Multi-scale modelling

1 A framework predicting the rheological (storage and loss moduli, first normal stress coefficient,
and relaxation time) and transport (viscosity, diffusivity) properties of non-Newtonian dilute
polymer solutions at mesoscales (e.g. ⇠ns to µs) from the atomistic-scale molecular behaviour
is presented. More specifically, the rheological behaviour differences of OCP and PMA polymer
solutions in PAO-2 oil are simulated using both atomistic molecular dynamics (MD) and many-
body dissipative particle dynamics (mDPD) within a temperature range of 313-373 K. The
simulation methodology described is able to distinguish itself from the standard DPD model by
accurately reproducing the shear-thinning with high sensitivity, as seen in the atomistic MD
simulations at high shear rates (e.g. 108�1013 s�1). It is shown that the model is well-suited
to compute properties such as first normal stress differences and relaxation times that are
difficult to estimate at atomistic scales due to the low signal-to-noise ratio. Moreover, the
Schmidt numbers (> 103) are predicted with high accuracy when compared with the values
from atomistic-scale simulations. The proposed model is able to predict relaxation times
of dilute polymer mixtures that are difficult to be obtained using state-of-the-art rheometers.
Finally, it is found that the terminal relaxation time of PMA polymer chain does not vary
monotonically as a function of temperature, unlike in the case of OCP; this is significant for
describing viscoelastic behaviour at macroscales where satisfactory constitutive equations are
not available.

1A significant portion of this chapter is published as: B. Ravikumar, I. K. Karathanassis, T. Smith, M. Gavaises,
"Multi-scale modelling of dilute viscoelastic liquids: Atomistic to mesoscale mapping of polymer solutions",
Polymer, 285:126360, 2023 under the terms of Creative Commons Attribution 4.0 license (CC BY 4.0). The author
of this dissertation has contributed to the methodology, validation, data curation, formal analysis, investigation,
writing and visualisation of the article.
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3.1 Introduction

3.1 Introduction

Dilute viscoelastic liquids are expected to be used in applications such as direct cooling in
electronic and automotive industries, and soft electronics manufacturing, among many other
industrial and biomedical processes. These liquids are valued owing to their viscoelastic nature,
dielectric nature and thermal stability [159, 143, 137, 228]. New combinations of polymers
and solvents are required to design novel viscoelastic dilute polymer solutions [229, 230]. In
this work, we focus our investigation to the dilute polymer solutions relevant to heat transfer
applications. Given the technical challenges associated with experimental methods in the dilute
polymer regime [102, 231], and the requirement of satisfactory constitutive equations to model
such liquids in continuum scale simulations, an alternative approach for modelling such liquids
is required [232].

The fluid chemistry influences its thermodynamic (e.g. density), morphological and
transport (e.g., diffusion coefficient) properties, and those can be modelled via atomistic
molecular dynamics simulations (MD). United-atom models are utilised to understand the
Rouse to reptation cross-over behaviour of short-chain concentrated polymer solutions, their
steady-state shear and elongational flow behaviour [233–236]. Still, macroscopic properties
such as deformation response, storage and loss moduli, and relaxation times of many such
liquids are challenging to be obtained using a full-atomistic MD or united-atom MD, given the
expensive computational schemes for long-chain polymer solutions and low signal-to-noise
ratio [237, 238]. Therefore, a mesoscale modelling routine is required to bridge the gap between
the microscale behaviour and macroscopic observations [239].

An extensive body of work over the past three decades in the relevant literature is dedicated
to mesoscale modelling via the Lagrangian mechanics [240–246]. Polymer melts and their
entanglement characteristics are studied along with their relaxation modes using Kremer-Grest
models [32, 247]. Concurrently, the widely applied methodology is dissipative molecular
dynamics (DPD) developed by Groot and Warren [123]. DPD uses a Langevin form of equation
where the repulsive, dissipative and random forces lead to the description of the system of
interest. Several works in the field have concentrated on predicting rheological and interfacial
properties of aqueous solutions with dispersed macromolecules [248, 249, 242]. As a response
to anomalies in behaviour under anisotropic forces, vapour-liquid coexistence, and to assimilate
heat transfer characteristics, DPD models have been modified to develop many-body DPD
(mDPD) [250, 251], energy-conserving DPD (eDPD) [252] and so on. However, a modelling
scheme to reproduce viscoelastic behaviour among a wide range of liquids is still being
developed.

The standard DPD model is shown to provide misleading results for viscosity (e.g. shear
thickening) in the case of non-equilibrium DPD simulations of simple fluids with spherical
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3.1 Introduction

particles [253]. This is in addition to the fact that conventional DPD underestimates Schmidt
numbers by three orders of magnitude [251]. Several suggestions extending from Lees-Edwards
boundary condition modifications to thermostat modifications have been prescribed in the
literature to overcome this [254–258]. The motivation for schemes to improve the prediction
of non-Newtonian behaviour is seen even recently. For example, Zhao et al.[259] tried to
use Gaussian process regression (GPR) based active learning to connect bulk rheology to
microstructure dynamics as a way to reproduce experimental shear-thinning of viscoelastic
liquids. Recent efforts are engaged in parametrising the mDPD models to reproduce non-
Newtonian behaviour in fluids. Zhao et al. [260] showcased the computation of surface
tension and first normal stress difference of polymer solutions. Jamali et al. [261] proposed
a methodology to relate the compressibility of the fluid with the Flory-Huggins theory to
take into consideration the mixing effects of different components to generalise the modelling
approach. At the same time, a modelling strategy to consistently map all the relevant properties
into real units with accurate scaling is vital, and there is a scope for a consistent approach to
be introduced [257, 124]. Moreover, the chemical structure of the organic molecules which
influences the order of magnitude of Schmidt numbers needs to be included in the scaling-up
process as well.

The investigation here demonstrates the simulation of polyalphaolefin (PAO-2) oil and
polymer solutions of two different polymer chains, namely, olefin co-polymer (OCP) and
polydodecylemethacrylate (PMA) in PAO-2. The specified oil and polymer compounds are
extensively used in industrial applications such as lubrication, and are proposed as candidates
for cooling technologies [161, 162, 165, 262, 263]. The radius of gyration of OCP and PMA
polymer chains varies differently in PAO-2 as a function of temperature [168, 166]. These
structural differences lead to differences in their rheological behaviour, as shown in the literature
[96]. The mapping of the chemistries of the different polymer chains in the oil appropriately
to mesoscale shows the ability of the simulation methodology to be a tool for simulating any
such liquids. The study models realistic Schmidt numbers (> 103) in mesoscale as seen for
such liquids in experiments [264]. The Schmidt number matching is essential to capture the
correct hydrodynamic interactions of the liquid [265]. The polymer chains are distinguished
by inducting an angular cosine potential into the mDPD model, whose parameters vary with
the chemistry and temperature to qualitatively model the radius of gyration. The simulated
mesoscale polymer solution is able to behave as described by Zimm’s model [112] and is able
to show diluteness.

The simulation carried out here is able to showcase the variation in mildly viscoelastic non-
Newtonian liquids with shear via non-equilibrium mDPD. Moreover, the zero shear viscosity
obtained via non-equilibrium mDPD agrees with equilibrium mDPD computations, validating
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the process. Additionally, properties such as first normal stress coefficient, storage and loss
moduli, and relaxation times which influence fluid behaviour in continuum scales are computed.
Therefore, the detailed description of the methodology provides a novel tool that can be
extended to the simulation of any non-Newtonian polymer liquids with minimal tuning of the
scaling units and mDPD model parametrisation.

3.2 Design of simulation

3.2.1 Solvent modelling

The simulation is designed in such a manner so as to map the important system parameters
such as the characteristic length, mass and time for the temperature range of interest from
atomistic MD to mDPD. Here, the solvent PAO-2 being investigated is an oil that has high
Schmidt numbers (Sc) of the order of 103�104. The goal is to find the appropriate mDPD
parameter-set such that they reproduce Sc (as computed by Equation 3.13). This ensures that
the relative motion of the particles due to momentum transport and mass transport manifest in
the same manner at the larger length- and time-scales. At the same time, it must be ensured
that the Sc is derived at the same thermodynamic conditions such as temperature and pressure
(consistent with unit mapping) as obtained at the atomistic scale simulations. The fundamentals
of the mDPD modelling are described in Appendix B. To provide maximum control on the
modelling of the polymer solutions of interest, the work involves the tuning of five parameters,
namely r , Ai j, Bi j, gi j and rD (see Equations B1 to B7).

A simulation framework is shown in Figure 3.1 for the mDPD simulation at temperature,
T ⇤ = 313 K and pressure, p⇤ = 1 atm with ‘⇤’ from here on indicating quantities whose values
are in real units. PAO-2 molecule has a molecular weight (M⇤

w) of 282 g mol�1. By considering
the density of PAO-2 at the temperature of 313 K obtained from atomistic MD (r⇤ = 780 kg
m�3), we compute the molecular volume as 600.34 Å3. The simulation procedure starts with
a number density, r > 6 and local density-dependent conservative force cut-off, rd = 0.75
and a timestep, dt = 0.01. The reduced density range is in agreement with the description in
the literature [125, 260]. The equation of state for an mDPD fluid has been approximated as
follows:

p= rkBT +aAiir2+2aBiir4d(r3� cr2+d) (3.1)

where a = 0.101, c = 4.16 and d = 19 for an organic fluid of the nature of PAO-2 [251, 125].
This simplifies the problem of mDPD model parametrisation to two parameters, namely Aii

and Bii. To find their exact solutions, another equation is required. By differentiating the
Equation 3.1, we can relate the reduced units isothermal compressibility, k to these parameters
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3.2 Design of simulation

Table 3.1: The properties of the PAO-2 system in reduced units (mDPD units) and
corresponding values in physical units at 313 K. (Note: Na is the Avogadro number)

Property mDPD units Real units

Density (r) 7.9 r⇤ =
rNmM⇤

w

Nar⇤3C
= 780 kg m�3

mb 1.0 m⇤
b =

NmM⇤
w

Na
= 4.683 ⇥10�25 kg

rC 1.0 r⇤C =

✓
rm⇤

b
r⇤

◆ 1
3
= 16.8 Å

Energy, E (kBT ) 1.0 E⇤ = k⇤BT
⇤ = 4.319 ⇥10�21 J

dt 0.01 dt⇤ = 0.01r⇤C

✓
m⇤
b

E⇤

◆ 1
2
= 0.17 ps

Pressure (p) 0.111 p⇤ =
pE⇤

r⇤3C
= 1 atm

such that
1

kBT

✓
∂ p
∂r

◆

T
= k�1 = 1+

2aAiir
kBT

+
2aBiird4
kBT

(3r2�2cr). (3.2)

The isothermal compressibility of the solvent from the atomistic MD (k⇤) is used in this
equation, calculated from the relation

k�1 =
M⇤

wNm

RT ⇤r⇤k⇤ . (3.3)

Here, Nm = 1 is the number of molecules of PAO-2 solvent being represented by a single mDPD
bead and R is the universal gas constant. The k⇤ values agree with the experimental results
available in the literature [263].

The initial values of r and rd are used to solve the above equations to obtain Aii and Bii.
The solvent system with these Aii and Bii is simulated. Since Equation 3.1 is an approximated
equation of state, the value of Bii is optimised such that the virial pressure simulated oscillates
around the pressure as computed in Table 3.1. The mDPD scaling units for the rest of the
temperatures are provided in Appendix B from Table B9 to B11. Following this, simulations
are carried out for maximum stable values of dissipative force parameters at this dt, gmax = 18.0
and rD,max = 2.0. If the ScmDPD < Scatomistic, r is increased and the above steps are repeated.
If ScmDPD > Scatomistic, gi j and rD are optimised till ScmDPD = Scatomistic. Figure 3.2 shows the
typical size difference between the simulation boxes described in this study, with the mesoscale
box ensuring a larger ensemble-averaging of properties.
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Figure 3.1: Schematic of the modelling workflow of the solvent for mDPD simulations.
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Atomistic simulation box Mesoscale simulation box
PAO-2 solvent

46.7 Å

46.7 Å

200.6 Å

200.6 Å

Figure 3.2: Representative simulation boxes of PAO-2 solvent in the atomistic scale consisting
of 170 molecules and in the mesoscale consisting of 10980 molecules at 313 K.
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3.2.2 Polymer modelling

Two different polymer chemistries are simulated in this work, namely an olefin copolymer
(OCP) composed of ethylene and propylene monomers, and poly dodecylmethacrylate (PMA)
that has a branched structure at the atomistic scale with a carboxylate function group. In the
case of OCP, the monomer consists of short alkene molecules that make it chemically similar
to the PAO-2 solvent molecules. Therefore, in mDPD simulation, the solvent-polymer bead
interactions can be treated as similar to that of solvent-solvent bead interactions. In other words,
Ai j = Aii and Bi j = Bii. This leads to the treatment of PAO-2 oil as a theta solvent in case of
the OCP polymer in the mDPD simulations. In a theta solvent, the repulsive and attractive
interactions between the monomer beads of a polymer chain are balanced [266]. The bonded
interactions of the polymer chain are derived from FENE potential, and angle stiffness is
provided by a cosine force-field (see Equations B8 to B11). The parameters for the simulation
of OCP solution are shown in Table 3.2. Since OCP is composed of two types of monomers,
i.e., ethylene and propylene, the differentiation of those has been reflected in the use of kangle,1
and kangle,2, respectively. After obtaining the initial values from Everaers et al. [121], the final
values of the two parameters are optimised so as to agree with the radius of gyration (Rg) values
computed from the atomistic scale MD.

On the other hand, PMA has a different monomer structure and therefore, the polymer-
solvent bead interactions must consider the mixing effects. In mesoscale simulations, such
effects are modelled by considering the Flory-Huggins theory [267]. Under this theory, the
magnitude of the attractive interaction parameters in the conservative force in Equation B2 are
computed as

|Ai j|= |Aii|+
ci jkBT

2a(rA+rB)
(3.4)

where ci j is called the Flory-Huggins interaction parameter that is defined as

ci j =
V

kBT
�
di�d j

�2 (3.5)

where V is the volume of the simulation box. Here, di is computed using the cohesive energy
density (CED) of a species i from their non-bonded energies obtained from the relationship

di = CED
1
2 =

 
Âk
i=1E

iso
nb �

⌦
Ek
nb
↵

k

! 1
2

. (3.6)
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Table 3.2: Various parameters of mDPD simulations at 313 K in reduced units (mDPD units).

Parameters OCP solution PMA solution
Aii -108.0 -108.0
Ai j -108.0 -108.1
Bii 43.5 43.5
Bi j 43.5 43.5
gi j 18.0 18.0
rD 1.84 1.84
k f 30.0 30.0
r0 1.5 1.5

kangle,1 2.15 -
kangle,2 0.70 -
kangle - 0.86

Here,
⌦
Ek
nb
↵
is the ensemble average of the non-bonded energies of k molecules of species i and

Âk
i=1E

iso
nb is the sum of non-bonded energies of k individual molecules in an isolated simulation

box of species i. From the atomistic scale simulations, the total pairwise interaction energies
using a simulation box of pure PAO-2 or PMA are used to compute

⌦
Ek
nb
↵
. Similarly, the Eiso

nb
is computed using the total pairwise interaction energies in the same simulation box retaining a
single molecule of PAO-2 or PMA. The parameters obtained are shown in Table 3.2 for the
mDPD simulation of the PMA polymer solution at 313 K. A similar exercise in case of OCP
polymer chain shows that di = d j, confirming the hypothesis to treat the OCP polymer solution
as a theta solution. The parameters for the rest of the temperatures are shown in Appendix B
(see Tables B6 to B8). At the same time, the modelling of the polymer chain used in the study
is complete only with the correct parameters of angle stiffness, kangle. It is tuned to reproduce
the variation of Rg as a function of temperature.

3.2.3 Simulation details

The time-integration of the mDPD equations is done using a modified velocity Verlet algorithm
using the l parameter of 0.5 [123]. A typical periodic simulation box consists of 10989 solvent
beads. The r equal to 7.9 obtained at 313 K is used for the modelling and simulation of the
mDPD system at other temperatures. Polymer chains of different lengths between 11 to 77
beads are simulated. The upper limit of the chain length simulated here ensures that the radius
of gyration is less than or equal to half of the simulation box length ⇡ 11.94 mDPD units,
thereby preventing any artefacts. The computation of equilibrium properties and rheological
analysis of polymer solutions have been reported for a single OCP or PMA chain of a length of
11 beads representing a molar mass of 3102 g mol�1 and a concentration of⇠ 1000 ppm (0.1%)
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by weight. Additionally, an OCP polymer solution corresponding to a similar concentration in
atomistic simulation of 5.9% by weight (= 203 polymer chains) is also simulated for the sake
of validation.

The reported results are from five independent simulations of 107 timesteps or 1.7 µs in
real units (see Table 3.1). The non-equilibrium simulation is carried out by box deformation
with equations of motion expressed in SLLOD form [197], making it conceptually equivalent
to Lees-Edwards periodic boundary conditions [268]. The simulated solvent systems are
compared to the results obtained from the simulations of original DPD model using parameters
described by Groot and Warren [123] at r = 3 and r = 7.9. The former r value is used in the
original DPD model, whereas the latter is used to compare with the mesoscale simulations
carried out in this study.

The atomistic MD simulation details including the force-field parameters (Table B1 to B5,
and Figure B1) are provided in Appendix B. In brief, the simulations are done using a box
consisting of 170 PAO-2 solvent molecules in which a single polymer chain is dispersed. The
simulation uses OPLS-AA force field to account for the polymer and solvent interactions. The
mesoscale and atomistic simulations are done using the LAMMPS software with source-code
modified in-house to implement the mDPD modelling scheme.

3.3 Results and discussion

The atomistic scale modelling of the viscoelastic liquids shows unique behaviour for each
polymer solution when computing the radius of gyration as a function of temperature. The
mDPD models aim to reproduce these fundamental features such that they can be used to derive
different rheological properties at higher scales. In this respect, we initially validate the mDPD
model to represent the diluteness of the polymer solution, following which the hydrodynamic
radii variation with respect to the temperatures is compared between atomistic and mDPD
simulations. It is followed by the computation of equilibrium properties showing the Schmidt
number comparison at various temperatures. The analysis is concluded with the computation
of the rheological properties of the two different polymer solutions to showcase the similarities
and differences in their viscoelastic nature.

3.3.1 Validation of diluteness of polymer solution

If a model is expected to replicate a dilute polymer solution, it has to generally agree with
Zimm’s polymer theory [112]. In essence, it establishes that the polymer chains in the solution
do not interact with each other leading to entanglements. In turn, the morphology and rheology
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exhibited by the polymer chains are functions of their chain lengths. For example, the theory
states that in a dilute solution with a theta solvent,

Rg µ (N�1)n

Dpoly µ N�n (3.7)

where Rg is the radius of gyration of the polymer chain (as computed by Equation 3.11), Dpoly is
the self-diffusion coefficient of the polymer chain in the solution, N is the number of monomer
beads and n is the so called Flory exponent ⇡ 0.53. The methodologies to compute the two
quantities are described in later sections. In this work, the OCP polymer in PAO-2 acts as a theta
solution. As shown in Figure 3.3, Rg increases as a function of N�1 and Dpoly decreases as a
function of N. The green curves show equations as per Zimm’s model in Equation 3.7. The data
points fit well with the curve indicating the dilute state of the polymer solution. Additionally,
the computation of the mean-squared displacement of the central monomer of the polymer
chain (g1(t))[269] has the following power-law sequence as a function of time

g1(t) µ

8
>>><

>>>:

t1, t < t0
t0.67,t0 6 t < tZ
t1, t > tZ.

(3.8)

Figure 3.3c shows the three distinct temporal regimes of g1(t) for the different polymer chain
lengths, agreeing with the Zimm’s theory [270]. The obtained values of tZ for different
chain lengths agree with the relationship tZ µ N3n . However, increasing N beyond 33 leads
to deviation from the Zimm relationships of Dpoly and tZ , indicating the role of the local
stiffness of the chain in sustaining the intermediate regime longer than expected, as described
by Hinczewski et al. [271].

In addition to Zimm’s relationship, the primary characteristic to verify if a mesoscale fluid
acts as a dilute mixture is to establish the ability of solvent molecules to provide effective
hydrodynamic interactions to screen the different monomer beads of the polymer [272]. To
verify if the model reported here is able to provide the required hydrodynamic screening, the
computation of the variable

h⇤ =

r
3
p
rH
b

(3.9)
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Figure 3.3: (a) Radius of gyration of OCP polymer chain as a function of chain length, N�1
at T = 313 K. (b) The self-diffusion coefficient of the OCP polymer chain as a function of
chain length, N at T = 313 K. (c) g1(t) as a function of time showcasing different regimes for
different chain lengths. Here, the horizontal dashed lines show the value of R2

g and the vertical
dashed lines show the corresponding values of tZ for different values of N. (d) h⇤ as a function
of chain length, N at a temperature, T = 313 K.
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is done, where b is the average bond length of the polymer chain and rH is the hydrodynamic
radius of the polymer bead computed from the Stoke-Einstein relationship

rH =
kBT

6phsolutionDmonomer
. (3.10)

Here, Dmonomer is the self-diffusion coefficient of the polymer bead [273]. As mentioned in
the literature, the value of h⇤ should be >= 0.25 to consider the simulated system as a dilute
solution. From Figure 3.3d, it is seen that h⇤ value is above 0.25 at all simulated conditions
for the model with the values increasing from 0.53 to 1.017 with increase in the OCP polymer
chain length at 313 K.

3.3.2 Structural characteristics

The basic structural characteristic of a polymer chain in a solution is its hydrodynamic radius
defined as

Rg =

s
1
M

n

Â
i=1

mi(ri� rcom)2 (3.11)

where M is the mass of a molecule, mi is the mass and ri is the position vector of an atom/bead
i of a molecule consisting of n atoms/beads, and rcom is the centre of mass of a molecule.
Therefore, we require the polymer behaviour at mesoscale to match the one shown at atomistic
scale MD as a function of temperature.

As observed in Figure 3.4, the radius of gyration of OCP in PAO-2 does not vary as a
function of temperature at atomistic scale. The comparison of the end-to-end chain length
distribution of OCP (see Figure B4) shows a similar mean value in both the scales, even though
the distribution is broader in the mesoscale. This can be attributed to the longer runtime in the
mesoscale ensuring the chain relaxation to be complete. On the other hand, the Rg of PMA
polymer chain in PAO-2 increases as a function of temperature. The viscosity index and shear
response of the solutions have been demonstrated to be influenced by the variation of Rg as a
function of temperature [274, 275]. The PMA polymer chain is reported to be a better viscosity
index improver (VII) than OCP in olefin oils because of how its Rg increases as a function of
temperature. Hence, the mDPD model here is expected to reproduce the same trend as in the
case of the atomistic MD.

The behaviour of the atomistic MD is replicated in the mDPD model by tuning the angle
stiffness energy, kangle at every temperature. kangle limits the movements of the bonded string
of beads. As OCP chain is shown to have a constant Rg with temperature, the kangle is given the
same values at all temperatures of the mDPD model. The values of Rg oscillate around a mean
of 1.90 in mDPD units with an increase in temperature. On the other hand, as the PMA chain
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Figure 3.4: (a) Radius of gyration as a function of temperature, T for OCP and PMA solutions
in atomistic and mDPD simulations. (b) Intramolecular bond distribution of OCP and PMA
polymer chains at 313 K in the atomistic and mDPD simulations. The schematic here compares
the equivalent bonded distance of the beads in mesoscale with that in atomistic scale.
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increases its Rg values with temperature, the kangle values are tuned to reproduce the behaviour
(see Figure B5 in Appendix B). For that, the Rg value of mDPD simulation at 313 K is treated
as the benchmark, and the kangle is increased at every temperature such that the ratio of Rg at
the simulated temperature and 313 K is the same for atomistic MD and mDPD. As shown in
Figure 3.4a, this procedure is shown to increase the Rg as a function of different temperatures
of the mDPD simulation of PMA polymer in PAO-2 with the mean values increasing from 1.83
at 313 K to 2.17 at 373 K.

While ensuring the Rg mapping, the intramolecular bond distribution of the polymer chain
is verified by computing the pair distribution function

g(r)polymerbond =
n(r)

4p rbead r2dr
. (3.12)

For comparison, the bond distribution in the atomistic scale is computed from the sum of all
the distances between the bonded atoms of the same monomeric mass as the mDPD bead
(see Figure 3.4b). The distances between the OCP monomer beads are close to 16 Å with the
difference of the peaks in the two scales being approximately equal to 1 Å. Similarly, PMA
monomer beads are found at a similar distance, with the mDPD scale having beads closer than
the equivalent bonded distance between atoms at the atomistic scale. Further comparison of
the dihedral distribution function [276] of the polymer chains in both the scales is shown in
Figure B6 in Appendix B. It shows that the specific peaks of the distribution plateaus with
increase in coarse-graining. The decrease in specificity of the peaks of intramolecular features
in the implemented modelling scheme has been attributed to the insufficient accounting of
entropy in recent literature [277, 278]. An attempt to match these structural distributions for
smaller segments of alkanes is done by Reith et al [279]. The radial distribution function
(g(r)solvent�polymer) between solvent and polymer beads is shown in Figure B7. The impact
of the structural differences of g(r)solvent�polymer in atomistic and mesoscale modelling on the
dynamics is looked into in a later section.

3.3.3 Equilibrium properties

The motion of particles in a fluid occurs simultaneously due to the momentum transport as well
as molecular diffusive motion due to thermal fluctuations. Schmidt number that compares the
two kinds of motion is computed as

Sc=
Momentumdiffusivity

Massdiffusivity
=

n
D

(3.13)
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where n is the kinematic viscosity and D is the self-diffusion coefficient. Here, the momentum
diffusivity (n) values at zero shear rate are calculated from the dynamic viscosity (h0) computed
via the Green-Kubo formulation [188]. At the same time, the mass diffusivity (D) values are
computed via Einstein’s relation [16]. In accordance with this modelling approach, the Schmidt
number has to match at both the atomistic and mesoscale levels. Sc values in the atomistic
scale MD match well with with experiments reported in the literature [263].
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Figure 3.5: Schmidt number of solvent, Scsolvent as a function of temperature, T .

Figure 3.5 shows the comparison of the PAO-2 solvent Schmidt numbers (Scsolvent) in
atomistic and mDPD simulations at different temperatures under equilibrium conditions. The
Scsolvent value decreases as a function of temperature. As seen, the Scsolvent ⇡ 40000 at 313 K,
before it undergoes a drastic reduction in magnitude with increasing temperature leading to a
value ⇡ 3000 at 373 K. After carrying out the mDPD modelling following the steps described
in Section IV A, the Sc values in the mesoscale simulation agree with that of the atomistic MD
at all temperatures, thereby validating the solvent physics.

The relative motion of the OCP polymer chain with respect to the solvent motion is
measured by the computation of

Scpoly =
h0,solution�h0,solvent

rDpoly
. (3.14)
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3.3 Results and discussion

Here, Scpoly is the Schmidt number of the polymer chain with hsolution and h0,solvent representing
dynamic viscosity of polymer solution and pure solvent at zero shear rate, respectively.
Figure 3.6 shows the Scpoly as a function of temperature. As seen in Figure 3.6a, Scpoly
values for atomistic MD are higher than the Scpoly values obtained in the case of mDPD. Scpoly
decreases from 30000 at 313 K to 5100 at 373 K in the atomistic MD, whereas it decreases
from 26800 to 867 for the same temperature range in mDPD simulation. In order to verify the
veracity of the model, mDPD simulation at the exact polymer concentration of 5.9% by weight
as in the case of atomistic MD simulation is carried out. Consequently, Figure 3.6b shows that
Scpoly values are in good agreement expressing unit consistency of polymer concentrations in
atomistic and mesoscale models.
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Figure 3.6: Comparison of OCP polymer Schmidt number (Scpoly) as a function of temperature:
(a) Different concentrations simulated in atomistic MD (5.9% by weight) and mDPD (0.001%
by weight). (b) Same concentration simulated in atomistic MD and mDPD (5.9% by weight).

3.3.4 Rheology

For a model in the Lagrangian framework to be used for compounds with flow properties
different from Newtonian fluids, the rheological behaviour must be reproduced in scales
relevant to continuum mechanics. For different polymer chemistries, the dilute solutions have
different rheological behaviour at the atomistic scale with respect to the changes in viscosity as
a function of shear rate (i.e., shear-thinning) at different temperatures. However, it is essential
to see if the shear-thinning behaviour itself is replicated while using the mesoscale models as
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3.3 Results and discussion

well or not. Moreover, having an accurate mesoscale model helps in deriving properties that
are not possible to be computed at the atomistic scale due to low signal-to-noise ratio and slow
dynamics.

The solvent and the two different polymer solutions undergo a Couette flow simulation.
The flow is simulated by deforming the periodic box in the y-direction and the velocity gradient
is computed in the z-direction of the simulation box. The h(ġ) as a function of shear rate (ġ) is
computed from the relationship

h(ġ) =�
syz

ġ
(3.15)

where syz is the off-diagonal component of the stress-tensor. In the atomistic scale, it is
clearly seen that the solvent and polymer solution shear-thins at very high shear rates (refer to
Figure 3.7). A distinct behaviour with respect to shear-thinning is observed in case of OCP and
PMA in their respective solutions at different temperatures by fitting a Carreau-model of the
form

h(ġ) = h0

(1+(tsġ)2)m
, (3.16)

where h0 is the Newtonian viscosity that is obtained from the extrapolation of the data to ġ =
0, ts indicates the time constant related to shear-thinning and m is the strain-rate sensitivity
coefficient.

The PMA solution starts shear-thinning at a lower shear rate (ts = 2.07 ns) than the OCP
solution (ts = 0.73 ns) at 313 K. Similarly, at a higher temperature of 373 K, the shear-thinning
behaviour is observed at lower shear rates for PMA (ts = 0.80 ns) than what is observed in case
of the pure solvent (ts = 0.10 ns) and OCP polymer solution (ts = 0.14 ns). At the same time,
the mechanism of shear-thinning enhancement in case of PMA and OCP solution is different.
While the OCP polymer chain leads to an increase in the hydrodynamic radius of PAO-2 on
average, the presence of PMA does not impact the overall radius of PAO-2 molecules (see
Figure B2 in Appendix B). The enhanced shear-thinning by PMA can be attributed to ease of
shear-direction alignment of branched PMA polymer compared to the linear OCP polymer.

It is essential to reproduce the shear-thinning behaviour at such high shear rates for these
mildly viscoelastic liquids via mesoscale model while proposing a universal methodology
that can be extended to strongly viscoelastic medium as well. An oligomer solvent itself,
such as the one used in this work, can show shear-thinning better than solvents such as water.
This is attributed to the chains aligning in the direction of deformation [263]. Figure 3.8
shows the dynamic viscosity (h) of the PAO-2 solvent and DPD solvent as a function of
shear rate (0.001  ġ  1.0 in mDPD units). The DPD solvents show no viscosity variation
with the imposed shear rate and follow more of a Newtonian character within the range, as
observed in literature [280]. This is attributed to the inherent nature of the DPD equations
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Figure 3.7: Viscosity (h(ġ)) as a function of shear rate (ġ) at (a) 313 K and (b) 373 K for pure
solvent and polymer solution systems simulated via atomistic MD. The symbols with the error
bars show the simulated dynamic viscosity values, h(ġ) at different shear rates, ġ . The lines
depict the Carreau-model fittings.

that cannot capture a significant dependence of h with ġ [281]. However, the PAO-2 solvent
in this work is able to reproduce the shear-thinning behaviour as seen in the atomistic scale.
Oils or hydrocarbons can shear-thin at shear rates well below those solvents represented by
conventional DPD. Additionally, the model clearly shows that with NEMD, the zero-shear
viscosity obtained by the Carreau-model agrees with the zero-shear viscosity obtained via the
Green-Kubo methodology in equilibrium simulations of PAO-2. This underlines the consistency
of the modelling technique described in this study.

Figure 3.9 shows the viscosity as a function of shear rate for the PAO-2 solvent and the two
polymer solutions of OCP and PMA polymer chains. With the addition of the polymer chain,
the resultant polymer solutions of OCP and PMA are shown to have a higher viscosity than that
of the solvent at lower shear rates. For the concentration of OCP and PMA polymers simulated
in mesoscale, they are not adding any more favourable shear-thinning than that as seen in case
of the PAO-2 solvent.

Even though shear-thinning at simulated shear rates depicts the mild non-Newtonian
behaviour, the characteristic that is essential to prove that a liquid is viscoelastic is the first
normal stress coefficient (y1) computed as

y1 =�
syy�szz

ġ2
. (3.17)
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Here, syy is the diagonal component of stress tensor in the direction of flow and szz is the
component of stress tensor in the direction of the velocity gradient in the Couette flow being
examined. For a dilute viscoelastic liquid, the value of y1 has been demonstrated to be greater
than zero [98]. It is reported that the greater the magnitude of y1, the greater the fluid tendency
to augment instabilities leading to vortex roll-up. In the continuum-scale simulations, the
prominent viscoelastic models such as Oldroyd-3-constant and second-order-fluid models show
the relationship between the magnitude of y1 and the magnitude of vortical motion [282, 283].
Thus, the influence of fluid rheology on flow and heat-transfer applications becomes evident.

Figure 3.10 shows y1 as a function of shear rate in case of a DPD solvent, the simulated
PAO-2 solvent and the polymer solutions. As observed, the DPD solvent has physically
insignificant values of y1 <⇡ 0 at all values of shear rate [284]. Similarly, the simulated PAO-2
solvent shows a Newtonian behaviour at low shear rate. With a higher shear rate, the y1 obtains
positive values for the simulated solvent. However, with the addition of a polymer chain, y1

is positive at all shear rates simulated. It confirms the viscoelastic nature achieved with the
addition of polymer chains in the solvent [285].
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Figure 3.11: (a) G(t) as a function of time at a temperature of 313 K computed by mesoscale
simulations for OCP and PMA polymer solutions. The vertical dashed lines correspond to the
values of longest relaxation time, tZ from Equation 19. (b) The storage modulus, G

0
(solid) and

the loss modulus, G
00
(dashed) as a function of radial frequency, w . The lines for OCP and

PMA solutions are seen overlapping for the entire w range at a particular temperature. The
vertical dotted lines correspond to the values of 2p

tZ .
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The individual contribution of the viscous and elastic components towards the viscoelasticity
can be obtained with the computation of storage (G

0
) and loss moduli (G

00
) from

G(t) =
V

kBT
⌦
sxy(t)sxy(0)

↵
, (3.18)

which is fitted with with a sum of exponential functions

G(t) =
M

Â
i=1

Gie
�
⇣

t
ti

⌘

. (3.19)

with M relaxation modes. Figure 3.11a shows the G(t) values smoothened by doing a running
average between 0.9t and 1.1t, as described by Sen et al. [200], and the corresponding fits for
OCP and PMA polymer solutions at 313 K and 373 K. The long scattered tail of G(t) (t >
1000 mDPD units) emerging due to numerical precision issues at small magnitudes in the long
time regime [286] is further smoothened by taking a weighted average [287]. G

0
and G

00
are

subsequently estimated from the Fourier transformation of the Equation 3.19 such that

G
0
(w) =

M

Â
i=1

Gi
w2t2i

1+w2t2i
(3.20)

and

G
00
(w) =

M

Â
i=1

Gi
wti

1+w2t2i
. (3.21)

Figure 3.11b shows G
0
and G

00
of the different polymer solutions as functions of the frequency

w at the two different temperatures. As observed, G
0
and G

00
values decrease with increase

in temperature. In other words, the elasticity and viscosity decrease with temperature. The
w values at which the slope of G

0
and G

00
change increase with temperature. This is clearly

demonstrated by computing

h⇤(w) =
(G

0
(w)

2
+G

00
(w)

2
)
1
2

w
(3.22)

as depicted in Figure B8 in Appendix B. The data shows consistency with the results from
Green-Kubo formulation for h0. At the same time, the value of h⇤(w) decreases at a higher w
with increase in temperature.

The final aspect to verify for the present modelling approach is about how the relaxation
time provided by the mDPD model behaves as a function of temperature. In the atomistic MD
simulation, the longest relaxation time, i.e., terminal relaxation time is computed using the
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formula
tterm =

Z •

0
C(t)dt (3.23)

where
C(t) =

hR(t) ·R(0)i
hR(0) ·R(0)i (3.24)

with R(t) depicting the end-to-end vector (r1� rl) of the polymer chain having l monomers
[269]. As shown in Figure B3 in Appendix B, the tterm values of OCP polymer chain decrease
with increasing temperature. However, tterm values of PMA could not be computed due to
the extremely slow decay ofC(t) at the atomistic scale and hence, they are not reported. The
computation of the relaxation time using the same procedure is performed for the case of the
mDPD simulations (see Figure B9 in Appendix B) and the results are shown in Figure 3.12a.
The comparison of the longest relaxation time, tZ obtained from Equation 3.19 is performed
against tterm in Table B12. The values of tZ are showcased to be in the range of 0.3tterm
to 0.4tterm depending on the temperature and the nature of the polymer. In literature, these
variations are attributed to the fact that C(t) decays very slowly compared to G(t), given
the requirement of true decorrelation in space for C(t) to reach zero [200]. Furthermore, in
Figure 3.12a, the relaxation time decreases in case of OCP polymer chain from 92.7 ns to 29.9
ns as a function of temperature. However, the relaxation time of PMA shows a different trend
wherein the values decrease from 74.9 ns to 28.6 ns in the temperature range of 313 K - 353 K
after which they increase to 40.4 ns at 373 K. This is a possible trend since the expansion of
PMA chain with increasing temperature compensates for the additional thermal energy at 373
K, leading to slower dynamics in the solution. The veracity of the claim is supported by the

argument that relaxation time is proportional to the physical quantity
[h ]⇥hs

T
according to the

Zimm model [101]. Here, [h] is the intrinsic viscosity of the polymer chain, hs is the solvent
viscosity and T is the temperature. The same proportionality can be simplified in this case as
follows:

tterm µ ScpolyDpoly ·ScsolventDsolvent . (3.25)

Figure 3.12b shows that the product in the right-hand side of Equation 3.25 decreases with
increasing temperature in case of OCP. However, for PMA, the value increases beyond 353
K for the modelling strategy implemented here. This in turn could lead to the explanation of
how OCP in PAO solvent acts merely as a thickener whereas PMA in the same solvent acts as a
viscosity index improver (VII) [164, 168].

Figure 3.13a shows the terminal relaxation time values as a function of shear rate. The
values in the reduced mDPD units, and the corresponding values in the real units using the
scaling parameters in Table 3.1 are depicted in the figure. In case of the OCP polymer chain,
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Figure 3.12: (a) Terminal relaxation time, tterm as a function of temperature, T at zero shear
rate for OCP and PMA solutions. (b) ScpolyDpoly ·ScsolventDsolvent as a function of temperature
(refer to Equation 3.25).
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Figure 3.13: (a) Terminal relaxation time, tterm as a function of shear rate, ġ at 313 K. (b)
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the tterm decreases with an increase in the shear rate at both 313 K and 373 K. Additionally, it is
observed that beyond ġ = 0.1, the tterm values drop significantly at both the temperature values.
At the same time, PMA polymer chain also shows a decrease in tterm as a function of shear
rate. The reduction in tterm values as a function of shear rate is evident from the Zimm model
relationship as described above. However, the structural reason is explored in this work. By
computing the ratio of the y-component of squared end-to-end distance (Rey) of the polymer
chains to the total squared end-to-end distance (Re) such that

Salignment =

⌦
Rey

2↵
⌦
Re

2↵ , (3.26)

i.e., the fraction of molecular stretching aligned in the direction of the shear (y-direction) is
observed. As shown in Figure 3.13b, the Salignment ⇡ 0.33 at zero shear rate. As the shear rate
increases, the polymer chains become aligned in the direction of shear as depicted by Salignment

values increasing from 0.45 to 0.9. This in turn leads to the drop in viscosity of the polymer
and consequently, the relaxation time as well.

3.3.5 Features of the model and limitations
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3.4 Conclusions

Simultaneous implementation of the SLLOD thermostat and the mDPD thermostat is
functioning appropriately. The consistency in the zero-shear viscosity results computed via
equilibrium and non-equilibrium simulations acts as proof of it. The mesoscale model of the
liquids of interest is essentially that of a droplet having a diameter of 0.02 µm. The simulation
results reported here are intended to reproduce the major features such as molecular structure
and rheology, as seen in atomistic simulation studies using a mesoscale model. Properties such
as viscosity, relaxation time and first normal stress coefficient are reported for a shear rate
range in real units in order to be compared with the atomistic-scale MD. The consistency of the
results in the range, as seen in both scales, indicates their mild viscoelasticity. Increasing the
polymeric concentration makes the non-Newtonian behaviour more pronounced, as shown in
Figure 3.14, with the shear-thinning of 5.9% by weight polymer solution starting at a lower
shear rate than the 0.1% polymer solution, an observation that is consistent in the real units
as well. At the same time, it needs to be pointed out that the mesoscale model here shows a
slower rate of shear thinning than the atomistic scale model. The effect could emerge from the
increase in structural ordering of the beads in mesoscale compared with the atomistic scale
(see Figure B7 in Appendix B). So it will be vital to improve the model to account for these
variations by optimising the excluded volume further. Additionally, the model has reported
only the results of solutions simulated treating PAO-2 as a theta or good solvent. The response
of the model while considering PAO-2 as a poor solvent, as in the case of natural hydrophilic
polymer solutions (e.g. proteins) is not investigated, as it is out of scope of the current study.
Therefore, the model will require further studies to expand it for universal applications.

3.4 Conclusions

The responses of terminal relaxation time, viscosity and first normal stress difference as a
function of shear rates are vital to determine the distinct aspects of a fluid’s non-Newtonian
behaviour. To predict those, a framework for non-Newtonian dilute polymer solutions at
mesoscale has been developed, capturing the structural differences of OCP and PMA polymers
in PAO-2 solvent. The order of magnitude differences in storage and loss moduli between
fluids simulated by both mDPD and DPD simulations establish the high sensitivity of the
model to identify viscoelastic behaviour. It is achieved by a combination of density-dependent
conservative force parameters, and systematically-derived dissipative force cut-off and angle
stiffness energies. As a result, the reported relationships between the mDPD (reduced) units and
real (SI) units make the model accessible for direct comparison with results from macroscopic
experiments of industrially important viscoelastic liquids. By the application of the developed
methodology, distinct aspects of the behaviour of the different solutions at mesoscales are
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demonstrated, such as the relationship of terminal relaxation time with respect to temperature.
Furthermore, the model is able to predict the viscoelasticity introduced with the addition of
polymer chains, even at a small concentration of 0.1% by weight, as shown by the computation
of the first normal stress coefficient, and storage and loss moduli.

3.5 Critical review

This section contains a brief commentary on the literature post the publication of the article
corresponding to this chapter.

The extent of multicomponent coarse-grained simulation improvement is observed in
prescribing careful parametrisation of interactions between DPD beads in the literature. The
recent work by Curk [288] aims to reproduce the hydrodynamic interactions by controlling the
friction coefficient of the dissipative force and the solute-solvent coupling parameters, such
as the interaction strength and cut-off. Furthermore, the structural behaviour important for
biological macromolecules is investigated by careful construction of mesoscale models derived
from intermediate coarse-grained models by Wang and Hernandez [289]. Such developments
still require further investigation of the rheological behaviour of polymer solutions. The
morphological contributions of polymer chains of different shapes such as bottlebrushes in
dilute solutions are studied by Mukkamala and Hore [290] and demonstrate variations in the
Zimm scaling relationships. The work further delves into the differences between the radius of
gyration and hydrodynamic radius scaling. Thus, there is scope related to further understanding
of the rheological behaviour of dilute solutions of macromolecules.
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Chapter 4

Viscoelastic nanofluids

1 A comparative assessment of the thermal properties and heat transfer coefficients achieved by
viscoelastic nanofluids suitable for immersion cooling is presented, with the candidate samples
exhibiting distinct differences based on the nanoparticle chemistry and shape. Molecular
dynamics simulations of different nanoparticles such as copper nanosphere, 2D pristine
graphene and single-walled carbon nanotube (CNT) dispersed in PAO-2 of concentrations
of approximately equal to 2.6% by weight are performed in the present investigation. While
carbon-based nanoparticles increase the specific heat capacity of the nanofluids, the copper-
based nanofluids show a decrease in the corresponding values. Moreover, the heat conduction
in copper-based nanofluids is dependent on the higher degree of phonon density of states
(DOS) matching between the copper and solvent atoms, whereas the high intrinsic thermal
conductivity of graphene and CNT compensates for the lower degree of DOS matching. The
addition of an OCP polymer chain to impart viscoelasticity in the nanofluids exhibits a heat
transfer coefficient enhancement of more than 80% during Couette flow as a result of chain
expansion, indicating their suitability for immersive-cooling applications.

4.1 Introduction

The forthcoming regulations in Europe and the US for the phase-out of hydrofluorocarbons
coolants (HFCs) used in a wide range of cooling systems, and the necessity for replacement
with environmentally friendly fluids with low global-warming potential (GWP) renders the
implementation of numerical methodologies for the design of novel coolants timely [291,

1A significant portion of this chapter is submitted for publication as: B. Ravikumar, I. K. Karathanassis, T.
Smith, M. Gavaises, "Atomistic exploration of viscoelastic nanofluids as heat transfer liquids for immersive-
cooling applications". The author of this dissertation has contributed to the conceptualisation, methodology,
validation, data curation, formal analysis, investigation, writing and visualisation of the article.
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292]. In addition, there are stringent mandates in place for decarbonisation of passenger
cars and, eventually heavy-duty vehicles, earth-moving machines and aircrafts, which among
other significant limitations (such as efficient energy storage, battery weight, safety, limited
availability of carbon-free fuels and cost) have to overcome the excess heat generated in
electrified powertrains during power-demanding operations with which conventional cooling
solutions employing air or water cannot cope [293, 294]. One of the primary areas of interest
for engineered cooling fluids is electric vehicle battery thermal management systems (EV
BTMS). The existing methodologies of indirect cooling techniques in the BTMS involve a
combination of air-cooling and liquid-cooling heat-sink devices and phase change materials
[171]. Such systems consist of several energy-consuming components such as pumps, motors,
compressors and chillers to maintain the operating temperatures favourable for the safety
and long-life of lithium-ion battery modules [295]. Therefore, an advanced mechanism to
improve the efficiency of cooling by reducing parasitic power consumption and thermal contact
resistances is essential for a sustainable EV roll-out. One such mechanism being proposed is
immersive-cooling technique that can reduce the footprint of the BTMS in a passenger vehicles
[296], and increase the heat transfer coefficients achieved by five orders of magnitude compared
to indirect air-cooling [145].

Given that immersive-cooling involves battery modules directly submerged in the liquid
coolants, the options with respect to the involved working media are limited to dielectric fluids
such as different types of silicone and mineral oils. However, ensuring minimal frictional losses
and higher efficiency of thermal transport are essential characteristics required for immersive-
cooling. Therefore, additives are required to assist the oil-based solvents to achieve these
targets. The typical additives that are researched for enhancing the rheological properties of
oils are polymer chains and surfactants. Experimental studies report the stabilisation of vortices
and reduction of thermal boundary layers due to the viscoelastic nature of the polymer chains
[151, 96, 152]. Concurrently, a recent focus on the use of nanoparticles to enhance the thermal
properties [297] of common cooling liquids motivate the present investigation.

Post the definition of nanofluids by Choi and Eastman [298], the vast majority of works on
thermofluids deal with aqueous nanofluids consisting of metal, metal oxide, or carbon allotrope
nanoparticles [299–303]. The exposure towards oil-based nanofluids is focussed on enhancing
the thermal and rheological properties of lubricants and engine oil [304–306] and the latest
experimental research pursue their identification. Cai et al. [307] reported how the Nusselt
number increases by 40% when pristine graphene is dissolved in heavy duty diesel engine oil.
The measurements of Aberoumand and Jafarimoghaddam [308] showed that 1% weight fraction
of copper nanoparticles in engine oil enhances the thermal conductivity by 49%. However, the
mechanism of heat transfer is specific to the chemical structure of the fluids as suggested by

85



4.1 Introduction

the studies of Jin et al. [135] and Alosious et al.[309] Hong et al. [310] showed experimentally
that higher thermal conductivity of the elements of nanoparticles does not always improve
thermal properties of the nanofluids. The empirical models to compute effective thermal
conductivity of solid-liquid suspensions such as Maxwell model [311], Hamilton-Crosser
model [312], Davis model [313], Lu-Lin [314] model, Yu and Choi model [315], and Jang and
Choi model [316] based on conventional continuum theories are limited to specific systems.
Thus, a detailed atomistic exploration is necessary to prescribe the optimal additives necessary
to enhance the heat transfer capabilities of different nanofluids. In this research, the stress is on
dilute viscoelastic nanofluids that are formed by the addition polymers and nanoparticles in a
base solvent. A thorough study to understand the impact of the combination of polymer and
nanoparticle additives in an oil solvent is still lacking in the open literature.

Molecular dynamics (MD) simulation is utilised here to compute the thermophysical
properties of the nanofluids and provide insights on the mechanism of heat transfer. As the
nanofluids are dependent on the chemistry of the nanoparticles and their behaviour in the liquid
mixture, the study here considers three different types of nanoparticles, namely copper (Cu)
nanosphere representing metallic nanoparticles, 2-dimensional (2D) pristine graphene, and
single-walled carbon nanotube (CNT). These different classes of nanoparticles are shown to be
industrially relevant for lubrication as well as heat transfer applications [317, 318]. The base
oil solvent is chosen as polyalphaolefin (PAO-2) with a kinematic viscosity of approximately 2
cSt at 373 K and to impart viscoelastic nature to the nanofluids, an olefin copolymer (OCP)
is dispersed in the different fluids. The elasticity imparted with the addition of polymer
chains is recently demonstrated to decrease the thermal boundary layer and improve the
Nusselt numbers in laminar flows [158]. Additionally, the polymer chains can stabilise the
secondary-flow motion, in turn leading to boundary layer disruption [152]. PAO-2 emerges
as an essential solvent for several lubricants due to its high fluidity at lower temperatures and
high chemical stability necessary for heat transfer applications [161]. On the other hand, the
linear architecture and narrow molecular weight distribution makes OCP a useful additive for
industrial applications [162, 164].

Nanofluids of concentrations of approximately 2.6 % by weight are simulated in the
temperature range of 313 K and 373 K. The force-field model selection of the different
molecules is done after a preliminary investigation of the different structural and transport
properties. Heat transfer properties such as specific heat capacity and thermal conductivity are
reported for the different nanofluids, following which the mechanism of heat transfer is analysed.
The casings of batteries in the packs used in EVs are made by steel, aluminium or plastic [319].
The heat transfer fluids are essentially in contact with these casings during immersion cooling.
Therefore, the heat transfer coefficient of the nanofluids flowing through a nanochannel formed
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by solid iron (Fe) layers and the role of viscoelasticity in the enhancement of the thermal
dissipation of nanofluids is discussed. To the authors’ knowledge, the present work constitutes
the first investigation in the open literature leveraging MD simulations to estimate the thermal
properties of complex-rheology fluids where nanoparticles are also dispersed and provides an
understanding of the optimised design of such systems.

4.2 Modelling and simulation

4.2.1 Simulation methodology

Equilibrium MD simulations are initially performed on bulk fluids to verify the modelling
approach, and compute the pertinent thermophysical properties. The pure PAO-2 solvent (S1)
simulation box is created using 340 molecules of 9,10-dimethyloctadecane [179]. The OCP
polymer chain studied here is made up of 50 mole percent of ethylene (C2) monomers and 50
mole percent propylene (C3) monomers with a molecular mass of 3016 g mol�1 (Fluid P1)
in agreement with the approach followed in Chapter 2. The chain consists of 43 molecules
each of C2 and C3 monomers with the two ends of the chain terminated using hydrogen
atoms. A copper nanosphere of a diameter of 1 nm is dispersed in the solvent as well as the
polymer solution to create Cu nanofluids (Fluids CU1 and CU2). Graphene nanofluids (GR1
and GR2) contain four 2D graphene molecules of long diagonal length 1.2 nm. Similarly, CNT
nanofluids (CN1 and CN2) are generated by adding a CNT of length of 1.5 nm, diameter of
0.985 nm and chiral index of (4,10). The selection of these number of molecules correspond to
nanoparticle concentrations of ⇡ 2.6 wt%, which is relevant to heat transfer fluids, as higher
concentrations lead to excessive viscosity increase with relevant consequences on pumping
losses. The polymer fluids represent a weakly viscoelastic liquid given the chain size and
weight of the polymer used. At room temperature, the intrinsic thermal conductivity of copper
nanoparticles is reported to be of the order of 400 W m�1 K�1, while that of 2D graphene and
CNT range up to 5000 W m�1 K�1 and 6600 W m�1 K�1, respectively [320, 321]. Table 4.1
shows the concentration of the additives in the different simulated nanofluids.

Periodic boundary conditions (PBC) are applied in all 3 directions. A Nosé-Hoover
thermostat is implemented to maintain the temperatures at equilibration and production runs
of the equilibrium MD between 313-373 K. The corresponding Parinello-Rahman barostat as
implemented by LAMMPS (NPT) is used to set the pressure at 1 atm during the equilibration
phase. The distance cut-off for van der Waals interactions is set to 13 Å. A faster Ewald
summation methodology called particle-particle-particle-mesh (PPPM) is used to compute the
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long-range electrostatic interactions. The velocity Verlet algorithm is used to integrate the
equations of motion with a time-step of 1 fs.

Table 4.1: Concentration (by weight %) of additives in the different nanofluids.

Fluid Name Additive concentration
Polymer Nanoparticle

PAO-2 S1 - -
PAO-2 + 1 OCP P1 3.04 -
PAO-2 + 1 Cu CU1 - 2.77

PAO-2 + 1 Cu + 1 OCP CU2 2.97 2.69
PAO-2 + 4 Graphene GR1 - 2.63

PAO-2 + 4 Graphene + 1 OCP GR2 2.97 2.55
PAO-2 + 1 CNT CN1 - 2.54

PAO-2 + 1 CNT + 1 OCP CN2 2.97 2.46

1-4 intra-molecular non-bonded pairwise interactions are given a weight of 0.5 for solvent-
based fluid simulations, whereas it is switched-off in case of the simulations of polymer-based
fluid simulations. Energy minimisation and equilibration under NPT is carried out for 20 ns
after which a production run of 40 ns under NVT ensemble is performed. The system after the
40 ns run is utilised for rNEMD simulations to compute the thermal conductivity. In rNEMD
simulations, a linear temperature gradient along the z-direction is implemented, as described
by Müller-Plathe [52]. The subsequent heat flux is utilised to measure the thermal conductivity
values. The reported results of the different properties are averages of three independent
simulations with the corresponding standard deviations shown in the appropriate figures.

For simulating the heat transfer during Couette flow between a channel of Fe plates, a
simulation box is used which has PBC in x- and y-directions (see Figure 4.1). The boundary
in the z-direction is fixed (non-periodic) and the heat transfer liquids are placed between the
layers of Fe atoms. The PPPM method is modified here by using the slab option in LAMMPS
with a volume factor of 3.0 to obtain accurate electrostatics in the absence of periodicity in
z-direction [322]. The outermost 6 layers of Fe on both ends of z-direction have the interactions
switched off and a wall repulsion force is used to represent an adiabatic system. The systems
are energy minimised to avoid any unphysical configurations. The systems are equilibrated at
313 K using NVT for 4 ns before the innermost two layers of Fe are maintained at 373 K (top
layer) and 313 K (bottom layer), respectively using a Langevin thermostat [323]. The top layer
at 373 K is moved in the y-direction at vy,max = 0.1 Å ps�1 and the bottom Fe layer at 313 K is
kept stationary by switching off the velocities in both y and z-directions. The simulation set-up
generates a Couette flow nanochannel with a heat flux from the top Fe layer to the bottom Fe
layer via the liquids.
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Temptop= 373 K

Tempbottom= 313 K

vy = 0.1 Å ps-1

vy = 0 Å ps-1

Couette flow 
direction

Heat flux in 
z-direction, Jz

Adiabatic fixed top wall

Adiabatic fixed bottom wall

Simulation box dimensions: 64.02 × 66.02 × 86.91 Å3 

Figure 4.1: Simulation box of nanofluid CN1 after the energy minimisation step. Atoms in red
at the top and bottom represent Fe atoms.

4.2.2 Simulation details

A vast array of models and corresponding parameters are available in the literature for the
nanoparticles being considered in this research [126, 324, 325, 134, 326, 327, 135, 26, 27, 328–
331]. Therefore, a fundamental investigation of the suitability of these models and parameters
needs to be performed for the simulated heterogeneous nanofluids. The selection process
is accomplished by analysing the stability of the nanoparticles visually in the nanofluids,
structural radial distribution function, as well as trends of density and viscosity as a function of
temperature.

Multi-body embedded atom model (EAM) potential of the following functional form

VEAM = Â
i
Ei(rh,i)+

1
2Â

i
Â
j 6=i

Fi j(Ri j) (4.1)

is used to model the interactions between Cu atoms of the nanoparticles, as they are reported to
exhibit atomic cohesion and accurate phonon spectra essential to compute structural and thermal
properties for our study. Here, Ei(rh,i) is the energy to embed atom i into the background
host electron density, rh,i and Fi j(Ri j) is the core-core pair repulsion between atoms i and j
separated by the distance Ri j. Foiles et al. [325] has provided a tabulated set of EAM potential
parameters for Cu atoms, which are used in the present study.

89



4.2 Modelling and simulation

To describe the graphene and CNT intra-molecular nanoparticle interactions, a bond-order
potential formulated by Tersoff of the following basic analytical form

VTerso f f = Â
i> j

fc(ri j)(VR(ri j)�bi jVA(ri j)) (4.2)

is predominantly utilised [332]. Here, VR(ri j) and VA(ri j) represent the competing repulsive
and attractive bond potentials with fc(ri j) acting as cut-off term ensuring that only nearest-
neighbour interactions are accounted for. The bond-order between atoms i and j in Equation 4.2
is given by bi j. Among the different first-principles-based parametrisations available in the
literature for Tersoff potentials of carbon, the optimised parameters prescribed by Erhart and
Albe [327] possess good transferability while handling hybrid potentials as the ones in this
study.

At the same time, it is essential to select the optimal LJ parameters that work well with the
selected solid-state potentials in the chemical mixtures simulated. Therefore, the LJ parameters
for van der Waals interactions between the nanoparticles and the solvent/polymer are selected
after a preliminary investigation of parameters available in the literature [126, 134, 135, 328,
329, 331]. The parameters of PAO-2 and OCP are obtained from the L-OPLS-AA force-field
[173, 174]. The LJ parameters and the partial charges of the different atoms are tabulated in
Table 4.2 and Table 4.3, respectively. The ei j values of interactions between the carbon atom
of 2D graphene and CNT with the rest of the atoms are determined by further optimising the
values by Girifalco et al. [333] until the thermal conductivity value reach a saturation point, as
demonstrated by Luo and Lloyd [326].

The different nanofluid mixtures are shown in Figure 4.2. The selected final parameters
show Cu nanoparticles remain intact and atoms do not disintegrate(see Figure 4.2a and see
Figure 4.2d). The 2D graphene molecules showcase aggregation at the concentrations simulated
(see Figure 4.2b and Figure 4.2e), which is in line with its experimental findings [335, 336]. The
CNT nanoparticle retains the cylindrical shape with limited shape changes (see Figure 4.2c and
Figure 4.2f). The density of the copper, graphene and CNT nanofluids showcase higher
values compared to the solvent at all the temperatures exhibiting a linear decrease as a
function of temperature (refer to Figure 4.3). Among the nanofluids simulated, CU2 shows the
highest density at different temperatures (e.g., 0.805 g cm�3 at 313 K) reflecting the mass and
concentration of the copper and OCP additives in the nanofluids.

The pairwise radial distribution function (RDF), go,p(r) is computed using the equation

go,p(r) =
n(r)

4prn,pr2d r
(4.3)
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Table 4.2: Lennard Jones (LJ) parameters of the atoms present in the simulations.

Atom types (i- j) ei j (kcal mol�1) si j (Å)
CCH3-CCH3 [173] 0.066 3.5
CCH2-CCH2 [173] 0.066 3.5
CCH-CCH [173] 0.066 3.5
HCH3-HCH3 [173] 0.030 2.5
HCH2-HCH2 [173] 0.026 2.5
HCH-HCH [173] 0.030 2.5
CCH3-CCH2 [173] 0.066 3.5
CCH3-CCH [173] 0.066 3.5
CCH2-CCH [173] 0.066 3.5

CCH3-HCH3, CCH3-HCH [173] 0.0445 2.958
CCH2-HCH3, CCH2-HCH [173] 0.0445 2.958
CCH-HCH3, CCH-HCH [173] 0.0445 2.958

HCH2-CCH3, HCH2-CCH2, HCH2-CCH [173] 0.0414 2.958
Cu-CCH3,Cu-CCH2,Cu-CCH [126] 0.7893 2.919

Cu-HCH3,Cu-HCH [126] 0.3725 2.419
Cu-HCH2 [126] 0.3468 2.419

Cgraphene-CCH3,Cgraphene-CCH2,Cgraphene-CCH [326] 0.396 3.5
Cgraphene-HCH3,Cgraphene-HCH [326] 0.267 3.0

Cgraphene-HCH2 [326] 0.2484 3.0
CCNT-CCH3,CCNT-CCH2,CCNT-CCH [326] 0.396 3.5

CCNT-HCH3,CCNT-HCH [326] 0.267 3.0
CCNT-HCH2 [326] 0.2484 3.0

Fe-CCH3,Fe-CCH2,Fe-CCH [334] 0.6293 2.904
Fe-HCH3,Fe-HCH [334] 0.4242 2.404

Fe-HCH2 [334] 0.3949 2.404
Fe-Fe [334] 6.00 2.307
Fe-Cu [328] 0.0025 3.203

Fe-Cgraphene [331] 0.9916 2.221
Fe-CCNT [331] 0.9916 2.221
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Table 4.3: Partial charges of the atoms present in the simulations.

Atom type qi (e�)
CCH3 [174] -0.222
CCH2 [174] -0.148
CCH [173] -0.060
HCH3 [174] 0.074
HCH2 [174] 0.074
HCH [173] 0.060

Cu 0.000
Fe 0.000

Cgraphene 0.000
CCNT 0.000

(a)

(d)

(b)

(e)

(c)

(f)

Figure 4.2: Simulation box of nanofluids (a) CU1, (b) GR1 , (c) CN1, (d) CU2, (e) GR2, (f)
CN2 at the end of the NPT equilibration run at 313 K. The orange coloured atoms represent Cu
in (a) and (d). The purple coloured atoms represent 2D graphene in (b) and (e), and CNT in (c)
and (f). The pink atoms represent OCP polymer chain in (d), (e) and (f). The translucent atoms
represent PAO-2 solvent in all the simulation boxes.
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Figure 4.3: Density of the simulated fluids as a function of temperature.

where n(r) is the number of p atoms, with a number density rn,p in the simulation box, present
in a spherical shell of thickness d r from the central atom o. Figure 4.4 shows the RDF of the
carbon atom of the solvent and nanoparticles. gCsolvent,Cu(r) shows an initial peak at 3.35 Å
and gHsolvent,Cu(r) shows the peak at 2.35 Å. This is comparable with the study by Zhang et
al. [337] where the distance between Cu and C shows the initial peak at 3.35 Å. Similarly,
the gCsolvent,Cgraphene(r) and gCsolvent,CCNT(r) indicate two short peaks between 3 Å and 4 Å, and
between 4 Å and 4.5 Å. Kuziel et al. [338] show similar RDF peaks at these distances between
the hydrophobic 2D graphene surface and the carbon atom of oil. This provides us evidence of
the models’ ability to demonstrate appropriate dissolution of the nanoparticles in the nanofluids.
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Figure 4.4: Radial distribution functions, (a) gCsolvent,Cu(r) in CU1, (b) gCsolvent,Cgraphene(r) in
GR1 and (c) gCsolvent,CCNT(r) in CN1 at 313 K.
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The Green-Kubo method based on the fluctuation-dissipation theorem of systems in
equilibrium is used to find the zero-shear dynamic viscosity (h0). It is computed by the
integration of a decaying stress auto-correlation function, such that

h0 =
V

kBT

Z •

0

⌦
sxy(t)sxy(0)

↵
dt. (4.4)

Here, V is the volume of the simulation box, kB is the Boltzmann constant and sxy(t) is one
of the off-diagonal components of the stress tensor at time t. The statistics of h0 computation
are improved by taking an average of the auto-correlation function of the three off-diagonal
components of the stress tensor. Figure 4.5 depicts the h0 values of the different fluids simulated
at various temperatures between 313 K and 373 K. Nanoparticles increase the viscosity of
the resultant nanofluids, with further addition of OCP polymer raising the h0 values at all the
temperatures.
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Figure 4.5: Zero-shear dynamic viscosity of the simulated fluids as a function of temperature.

The results presented here demonstrate that the models are suitable for the investigations in
the research. Thus, the systems are further simulated to compute the thermal properties of the
different fluids.

94



4.3 Results and discussion

4.3 Results and discussion

4.3.1 Thermal properties

The specific heat capacity (Cp) of a liquid is computed in an MD simulation using the simplified
equation

Cp =
hE2

totali�hEtotali2

MsRT 2 , (4.5)

where Etotal is the total energy of the simulation box, Ms is the total mass of the simulation box
and R is the universal gas constant [339, 340].

Figure 4.6a shows the values of Cp as a function of temperature for the different liquids. Cp

of PAO-2 increases from 6194 J kg�1K�1 at 313 K to 6400 J kg�1K�1 at 373 K. The values
are higher than the experimental Cp values by a minimum of 2.6 times, and the deviations are
addressed as a limitation of OPLS-AA force-fields due to the high energy of classical harmonic
bond oscillator vibrations [341]. For the same temperature range, the experimental Cp values
range between 2260 J kg�1K�1 at 311 K to 2455 J kg�1K�1 at 368 K [342]. However, the
main objective of the study is to examine the influence of polymers and nanoparticles on the
thermal properties of the suspensions rather than the absolute property values. Moreover, the
prediction of thermal conductivity trends as reported later with the different additives are in
line with the various experimental results and theoretical models.

As observed, the addition of the OCP polymer chain decreases the Cp values at all
temperatures. A similar observation is made when Cu nanospheres are added to both the
solvent and the OCP polymer solution. However, GR1 and CN1 nanofluids indicate a higher
Cp values than the base solvent. This is reflected in the independent experimental studies of
Cai et al. [307] and Singh et al. [343] of 2D carbon-based nanoparticles dispersed in oils. On
the other hand, the addition of OCP in 2D graphene and CNT polymer solutions leads to a
competing effect of the Cp-enhancing nanoparticles and Cp-diminishing polymer chain. This
leads to the Cp values of GR2 and CN2 nanofluids being lower than those of the solvent at all
the temperatures simulated. The specific heat capacity of solids such as the nanoparticles in the
simulated systems is considered as the sum of the electronic and phonon contributions. For all
practical purposes, i.e., temperatures above 10 K, the Cp of the nanoparticle is predominantly
due to the phonon contribution [344]. The contrasting impact due to copper and carbon-based
nanoparticles on the Cp values of the simulated nanofluids may emerge from the differences in
their respective phonon dispersion curves. Having understood the capabilities of the different
nanofluids in thermal storage, it is important to estimate their thermal transport properties.

For a fluid oriented towards heat transfer applications, thermal conductivity (k) is a vital
property to be computed. This metric provides a measure of the ability of a fluid to conduct
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Figure 4.6: (a) Specific heat capacity (Cp) of the simulated fluids as a function of

temperature.(b)
kfluid
kS

of the simulated fluids with additives as a function of temperature.

Simulated results are shown by markers with standard deviations. The dashed lines in (b)
represent the values estimated by the different theoretical models for the nanofluids of respective
volume fractions, such as by Maxwell (orange) [311], Hamilton-Crosser (brown) [312] and
Pakdaman et al. (magenta) [345]. The solid lines in (b) represent the experimental results of 1
wt% oil-based copper nanofluid (orange) [308], 3 wt% oil-based graphene nanofluid (green)
[307], and 1wt% PAO-2-based MWCNT nanofluid (brown) [346].
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4.3 Results and discussion

Table 4.4: Mean thermal conductivity, k (W m�1 K�1) of the simulated fluids as a function of
temperature. The corresponding experimental values available in literature [339] are provided
inside the parentheses.

Fluid 313 K 333 K 353 K 373 K
S1 0.193 (0.141) 0.186(0.138) 0.181 (0.135) 0.179 (0.132)
P1 0.216 0.200 0.197 0.194
CU1 0.200 0.198 0.188 0.186
CU2 0.206 0.201 0.199 0.189
GR1 0.212 0.203 0.195 0.185
GR2 0.217 0.205 0.199 0.188
CN1 0.204 (0.153⇤) 0.201 (0.149⇤) 0.190 (0.146⇤) 0.188 (0.143⇤)
CN2 0.212 0.208 0.204 0.201

⇤ MWCNT/PAO-2 nanofluid of 1 wt% concentration.

heat given a temperature gradient across it. It is also necessary for the computation of the
Nusselt number of novel liquids characterising the ratio of heat transfer via flow convection and
conduction.[214] The conduction of heat is due to the microscopic behaviour of the material,
constituting MD as a useful tool to compute it [215]. Müller-Plathe [52] methodology is used
to compute thermal conductivity, k of the heat transfer fluids simulated. The formulation is
based on the following relationship as given by Fourier’s law:

q= k—T (4.6)

where, q is the heat flux across the fluid and —T is the corresponding temperature gradient.
Müller-Plathe methodology implements the —T by routinely exchanging the translational
velocities of the atoms in the simulation box conserving momentum. Over a long time period,
the continuous exchange of momentum leads to the development of a linear —T across the
simulation box. The computed k values of the different fluids and the corresponding available
experimental data are compared in Table 4.4.

To compare how the different additive-mixed fluids perform against the base solvent, the

ratio
kfluid
kS

is computed. Figure 4.6b depicts the
kfluid
kS

values of the different heat transfer

fluids as a function of temperature. OCP and the different nanoparticles lead to an increase in
the thermal conductivity of the resultant fluids. The average thermal conductivity of fluid P1
shows an increase of 12% compared to that of the solvent S1 at 313 K, whereas CU1 shows an
increase of 4%. GR1 and CN1 exhibit increases of 10% and 6%, respectively at 313K. The
addition of OCP polymer chain increases the overall thermal conductivity of the nanofluids
even though the appreciation is different for the different nanofluids. While CU2 shows a
further enhancement of k by 3% than that of CU1, the ratios for GR2 and CN2 increase by an
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4.3 Results and discussion

additional 1.6% compared to GR1 and CN1, respectively. Most importantly, the addition of

OCP in CNT-based nanofluids increases
kfluid
kS

as temperature increases from 313 K to 373K.

Figure 4.6b compares the results of the different simulated nanofluids to theoretical models
and available oil-based nanofluid experimental results. As observed, the traditional solid
suspension models by Maxwell [311] and Hamilton-Crosser [312] using the same volume

fractions (0.0019-0.0025) as that of the simulated fluids predict lower
kfluid
kS

ratios. While the

Maxwell model is suitable for spherical particles, the Hamilton-Crosser model is used to find

the
kfluid
kS

values of nanofluids of cylindrical nanoparticles. On the other hand, the empirical

model described by Pakdaman et al.,[345] which is specific for multi-walled CNT (MWCNT),

shows higher
kfluid
kS

values than those of simulated nanofluids. The experimental values of a 3

wt% oil-based graphene nanofluid and 1 wt% oil-based copper nanofluid are higher than those
of the simulated nanofluids, while 1 wt% PAO-2-based MWCNT nanofluid shows values closer
to the simulations [307, 308, 346]. The discrepancies between the experimental ratio and the
simulated ratio can be attributed to the large size distribution of nanoparticles (diameter � 40
nm), the actual chemistry of the oil (r � 0.85 g cm�3 and h � 130 mPa s), and the stabilising
additives (e.g. lipophilic polymers) used to synthesise the experimental nanofluids.

The differences in the way solid nanoparticles conduct heat in oil could shed light on why
the heat transfer properties are different for the different solid-liquid mixtures of nanofluids. In
order to quantify the mechanism of heat transfer of the additives in the nanofluids, the phonon
density of states (DOS) is computed. The vibrational DOS of a particular atom is computed
using the Fourier transform of the velocity autocorrelation function as follows:

DOS=
Z hv(t0) · v(t0+ t)i

hv(t0) · v(t0)i
e�2piwtdt. (4.7)

Figure 4.7 shows the DOS of the different atoms in the solvent S1, and the nanofluids CU1,
GR1 and CN1. As observed in Figure 4.7 the frequencies of carbon are prominent in the lower
frequencies between 0 to 40 THz whereas those of hydrogen are present in the high frequency
region of 80 to 100 THz. In the case of CU1, the copper nanoparticles show DOS frequencies
between 0 to 20 THz. In the cases of GR1 and CN1, the multiple peak frequencies generally
coincide with the DOS of carbon atoms of the oil solvent. Here, it is to be mentioned that while
copper demonstrates a single major peak, the carbon-based nanoparticles showcase multiple
peaks at distinct frequencies. This could lead to the occupation of more phonon states in the
case of 2D graphene and CNT, which in turn raises the specific heat capacity of the GR1 and
CN1 nanofluids as seen in Figure 4.6a [347]. However, a more accurate understanding of the
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Figure 4.7: The phonon vibrational density of states (DOS) of the different nanofluids at 313
K.
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Figure 4.8: dDOS of the simulated nanofluids as a function of temperature.

phonon dispersion curves requires quantum mechanical studies that are out of scope of the
current investigation.

Meanwhile, the matching degree of DOS [348, 349] is obtained using

dDOS =
R •
0 DOSnano( f )DOSC( f )DOSH( f )d fR •

0 DOSnano( f )d f
R •
0 DOSC( f )d f

R •
0 DOSH( f )d f

(4.8)

where DOSnano( f ) represents the density of state of nanoparticle, DOSC( f ) represents the
DOS of carbon atoms, and DOSH( f ) represents the DOS of hydrogen atoms of the solvent and
the polymer molecules. Figure 4.8 depicts the dDOS values of the different nanofluids. It is
evident that CU1 and CU2 exhibit the highest dDOS values at all the simulated temperatures
indicating that phonon transfer is easily facilitated between the nanoparticles and solvent atoms
in reference to their heat transfer mechanism. Thus, the contribution of the DOS peak of
nanoparticles at very low frequency to the overall thermal conductivity is greater. On the other
hand, the dDOS values of GR1, CN1, GR2 and CN2 are lower than those of copper nanofluids
ranging between 0.97 at 313 K and 0.90 at 373K. However, from Figure 4.6b it is evident that
the higher values of thermal conductivity are observed for nanofluids consisting of 2D graphene
and CNT. In other words, the high intrinsic k values of carbon allotropes compared to copper
nanoparticles (ca. 4-5 times higher as shown in Table 4.5) are able to compensate for higher
interfacial Kapitza resistance [309]. Kapitza resistance is defined as the thermal resistance to
the flow of heat at the interface of the solid nanoparticles and the surrounding media. Here, a
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4.3 Results and discussion

Table 4.5: Intrinsic thermal conductvity, k (W m�1 K�1) obtained using rNEMD of the
different nanoparticles simulated as a function of temperature.

Nanoparticle 313 K 333 K 353 K 373 K
Copper nanosphere 0.26 0.25 0.23 0.22

2D graphene 1.04 0.92 0.85 0.77
CNT 0.94 0.87 0.83 0.80

significant difference in the mechanism of heat transfer between the metallic and carbon-based
nanofluids is identified. It is to be pointed out that 2D graphene and CNT thermal properties are
critically dependent on the size of the particles and surface modifications (such as dislocations,
edge roughness, and vacancies) that may vary the DOS pattern [347].

4.3.2 Heat transfer coefficient

In order to further understand the heat transfer enhancement potential of nanofluids while under
convection conditions, the achieved heat transfer coefficient, h in each case is computed by
simulating Couette flow between two Fe atomic layers. As described in the section ‘Simulation
methodology’, the moving top Fe layer is heated to 373 K and the stationary bottom Fe layer
is maintained at 313 K. This leads to a temperature gradient, that over a long time becomes
linear, as shown in Figure 4.9a. The corresponding velocity profile in the y-direction (vy) is
also shown in Figure 4.9b. The heat flux vector in the liquid for such a system is computed as

J= 1
A · l [Âi

eivi+
1
2 Â
i< j

(Fi j · (vi+v j))ri j]. (4.9)

where ei is per-atom total energy and the term (Fi j · (vi+v j))ri j is the energy computed from
the per-atom stress tensor. A is the cross-sectional area of the simulation box normal to the heat
flux direction with a length of fluid enclosure, l. Thus, the heat transfer coefficient in our case
is computed as

h=
q

DT
=� Jz

DtDT
(4.10)

with the timestep of simulation - Dt and the temperature difference between the top and bottom
layer of fluid being DT .

The heat transfer coefficients of the different fluids simulated are shown in Figure 4.10a.
The solvent S1 has a h value of 19.3 ⇥10�6 W m�2 K�1. The addition of Cu nanoparticles
increases the h value to 27.6 ⇥10�6 W m�2 K�1, whereas GR1 shows a higher value of 35.5
⇥10�6 W m�2 K�1. However, the highest h value among the nanoparticles is observed when
CNT is added to the oil, showing a consequent increase of 96%. Subsequently, the addition
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different simulated fluids. (b) The velocity profile of the simulated fluids in the y-direction as a
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Figure 4.10: (a) The heat transfer coefficient (h) of the simulated fluids as a function of
temperature. The percentage value above each data point shows the enhancement of mean h
values with respect to the corresponding value of S1. (b) The squared end-to-end distance R2

e
for the different polymer-added fluids under the conditions of vy,max = 0 Å ps�1 and 0.1 Å ps�1.

102



4.3 Results and discussion

of an OCP polymer chain in the nanofluids shows a substantial increase in the heat transfer
coefficients of the different nanofluids compared to the base solvent S1. While CU2 shows an
increase of 80% of the h value compared to that of S1, GR2 shows an increase of 107% and
CN2 shows an increase of 122%. Thus, the addition of the OCP polymer chain improves the
ability of the solutions to transfer heat, which in turn points to a thinner thermal boundary layer.
To investigate the relation between the structure of the polymer and the enhancement of the
h values in the OCP dissolved nanofluids, computation of the end-to-end distance (Re) of the
OCP polymer chain is performed. Figure 4.10b shows the squared end-to-end distance, R2

e

values under no flow condition in y-direction and under Couette flow at vy,max = 0.1 Å ps�1.
R2
e increases under the flow condition compared to the non-flow condition. This is a plausible

reason contributing to the heat transfer coefficient enhancement in the polymer-additised
nanofluids due to increasing polymer-solvent and polymer-nanoparticle interfacial heat transfer.
An increase of 14.2% of the squared end-to-end distance of polymer chain in CU2 showcases
an additional 40% net enhancement in h value compared to that of CU1. At the same time, an
increase of 11.8% and 12.3% in the R2

e values demonstrate additional h value enhancements
of 23.5% and 27.2% in GR2 and CN2, respectively. These variations indicate that the total
enhancement of the heat transfer coefficients due to polymer addition is still limited by the
Kapitza resistance. It is to be noted here that the addition of viscoelastic polymer chains reduces
turbulence intensity [350], hindering heat transfer in turbulent flows. The arguments outlined
in this section are relevant to laminar flows as simulated in this investigation.

4.3.3 Limitations

The presented research is concerned with nanofluids containing specific nanoparticles with sizes
of the order of 1 nm. In real applications (or experiments), the nanoparticle size distributions
range anywhere between 10 nm to 0.1 µm. The distinction is reflected in the order of magnitude
differences in intrinsic thermal conductivities of the nanoparticles that are simulated (see
Table 4.5) and which are available in the experimental literature [320, 321]. The nanofluids may
agglomerate or disintegrate during the dynamic flow processes, which are not considered in the
reported investigation. Such dynamic changes may affect the quantitative results of the reported
heat transfer coefficient enhancements. Moreover, suspension-stabilising agents or surfactants
are an important component of practical nanofluids that are not considered here. As reported
by Sharma et al. [82], the addition of these dispersants can lead to further modifications in the
rheological behaviour of the nanofluids, in essence affecting the heat transfer coefficients.
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4.4 Conclusions

4.4 Conclusions

Strong evidence for the suitability of oil-based dilute viscoelastic nanofluids for dielectric
immersive-cooling applications is demonstrated by the present investigation. Among the
nanoparticles dispersed, CNT and 2D Graphene showed higher values of thermal conductivity
compared to metallic copper nanospheres within the temperature range of 313-373 K. Such a
difference in impact is observed as a result of the different mechanisms of heat transfer between
the nanoparticles and solvent PAO-2. While copper shows a higher DOS at lower frequencies
assisting in thermal conductivity enhancement, carbon-based nanoparticles are able to overcome
the lower DOS matching degree with their high intrinsic thermal conductivity. Subsequently,
the dilute nanofluids are shown to have higher heat transfer coefficients than PAO-2. Moreover,
the addition of an OCP polymer chain is demonstrated to increase the heat transfer coefficients
by more than 80% compared to the base solvent PAO-2 for the flows simulated here. The
enhancement in the heat transfer coefficient is dependent on the extent of the polymer chain
expansion in combination with the interfacial Kapitza resistance of the nanoparticles and the
surrounding media. For the practical use of such nanofluids for immersion-cooling applications,
the selection of an appropriate suspension-stabilising agent that does not negatively interfere
with the heat transfer mechanisms requires further research.

4.5 Critical review

This section contains a brief commentary on the literature after the submission of the article
corresponding to this chapter.

There is a recent work by Li et al. [351] in the field of nanofluids dedicated to the
development of machine-learning interatomic potentials aiming at the prediction of thermophy-
sical properties such as viscosity and thermal conductivity. This approach combining MD
simulations, DFT and experiments to generate the relevant input data for machine learning
algorithms is promising. The methodology may overcome the accuracy issues of the empirically-
tuned interatomic force-field potentials, as those used in this work. However, the underlying
physics needs to be carefully examined to enable these potentials to be transferable for any
molecular system. In parallel, the investigation by Li et al. [352] intends to explain the
microscopic heat transfer mechanism by coupling the MD simulations of multi-component
nanofluid systems with the machine learning algorithms using 3D point cloud dataset. They
may provide more insights into the design of novel nanocoolants.
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Chapter 5

Summary and future works

The comprehensive research reported in this thesis addresses three aspects of molecular
modelling to design novel heat transfer fluids for immersive-cooling applications. The primary
investigation explored the use of a polymer chain such as OCP as an additive to improve the
thermal conductivity of the base dielectric solvent such as PAO-2. The subsequent work aimed
to develop a systematic mesoscale modelling tool based on mDPD to compute the rheological
properties of dilute polymer solutions. Ultimately, the capabilities of viscoelastic nanofluids are
probed using molecular dynamics to understand the heat transfer mechanisms and recommend
the optimal additive chemistry.

It is observed that the addition of an OCP polymer chain in PAO-2 solvent modifies the
rheological properties of the resultant mixture. OCP increases the viscosity of the resultant
oil-based solution and acts as a thickener. The corresponding structural analysis confirmed
how the addition of a polymer increases the hydrodynamic radii of the solvent molecules and
under the shear force during Couette flow, the molecules stretch and align along the direction
of the flow. The addition of a polymer chain leads to the shear thinning at a lower shear rate.
More importantly, the addition of an OCP polymer chain shows an increase in the thermal
conductivity values and demonstrates a lower temperature coefficient of thermal conductivity.
Even though the initial investigation showcased the basic effects of the polymer addition
to a dielectric solvent, any further study to understand the impact of polymer concentration
required a coarse-grained model that can overcome the computational limitations of atomistic-
scale studies. Thus, systematic development of a mesoscale modelling method is necessary to
capture the atomistic behaviour, and assist in computing properties that can be used to overcome
experimental limitations.

The necessity for a novel approach in mesoscale modelling is required in our case because
polymers having different chemistries showed different responses to their radii of gyration as a
function of temperature. These different responses determined the ability of a polymer chain to
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act as a viscosity index improver. While comparing the radius of gyration of PMA and OCP, the
values of the former polymer increase as a function of temperature, whereas the mean values
of the latter remain the same. Therefore, the translation of these behaviours to the mesoscale
model required the identification of the right model and tuning of the parameters relevant to the
model. A many-body dissipative particle dynamics model was utilised to depict the interactions
of the beads in the simulation combined with a FENE bonding energy and a cosine angle
stiffness potential. The parameter tuning aimed to capture the rheology via Schmidt number
matching, and structural properties via radius of gyration and radial distribution function. The
important objective of the modelling exercise was to compute the relaxation times of the
polymer solutions in the temperature range of 313 K to 373 K. The terminal relaxation time
of the OCP and PMA polymer chains decreased as a function of shear rate. However, as a
function of temperature, the terminal relaxation time of OCP decreased monotonically, while
that of PMA showed an increase in values beyond 353 K.

The design of a thermofluid for immersive-cooling applications requires a mixture of heat
transfer-enhancing additives. The choice of these additives extends to nanoparticles that are
shown to enhance the thermal conductivity of liquids when added. However, the chemistry,
morphology and concentration of such nanoparticles that are useful in the case of dielectric
fluids pose a research scope. As the use of polymer additives was already established earlier,
the behaviour of such fluids in the presence of copper nanospheres, 2D graphene and single-
walled CNT is investigated. The research required the use of hybrid force-fields and thus, a
fundamental investigation of the accurate model and corresponding parameters was carried
out. The specific heat capacity of the PAO-2-based nanofluids with either graphene or CNT
showed higher values than the bare solvent. However, the addition of a copper nanoparticle or
OCP polymer chain decreased the Cp values. While all the nanoparticle chemistries increased
the thermal conductivity of the resultant PAO-2 nanofluids, the heat transfer mechanisms of
these nanoparticles were different. By computing the degree of phonon vibrational density of
states (dDOS), it is determined that Cu nanoparticles have higher dDOS among the simulated
nanoparticles, assisting in the phonon transfer between the solvent and Cu atoms. However,
the higher intrinsic thermal conductivity of carbon allotropes helps in overcoming the lower
dDOS to improve the overall thermal conductivity of the nanofluids. The addition of an OCP
polymer chain that imparts viscoelasticity in the nanofluids leads to an increase in the heat
transfer coefficient during Couette flow. The role of chain expansion and Kapitza resistance is
observed in the enhancement of the heat transfer coefficient.

The research presented in this thesis has the potential to act as a building block for several
future investigations in the field of thermofluids and design of heat transfer liquids. Two
directions proposed are as follows: Firstly, the systematic mesoscale model developed in
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this work can be extended to simulate viscoelastic nanofluids to study the aggregation of the
particles and the consequent rheological impacts. Secondly, the use of nanofluids for practical
heat transfer applications such as immersive-cooling requires suspension-stabilising agents such
as oleic acid, cetyltrimethylammonium bromide, polyvinyl pyrrolidone, etc. It is important to
explore how certain surfactants impact the aggregation of the nanoparticles and the heat transfer
capabilities of the nanofluids. Moreover, the research here can be expanded to applications
such as spray cooling and jet-impingement cooling of intricate components in electronics and
electromechanical devices such as motors. Also, the knowledge about nanofluids gathered as
part of the investigation can be put into use for biomedical applications such as drug delivery
and antimicrobial treatments.
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Chapter 6

Publications

Peer-reviewed journal publications (newest first)

• B. Ravikumar, I. K. Karathanassis, T. Smith, M. Gavaises, "Multi-scale modelling
of dilute viscoelastic liquids: Atomistic to mesoscale mapping of polymer solutions",
Polymer, 285:126360, 2023.

• B. Ravikumar, I. K. Karathanassis, T. Smith, M. Gavaises, "Dilute viscoelastic polymer
solutions for dielectric heat transfer applications: A molecular dynamics study", Inter-
national Journal of Thermofluids, 18:100333, 2023.

Pending journal publications

• B. Ravikumar, I. K. Karathanassis, T. Smith, M. Gavaises, "Atomistic exploration of
viscoelastic nanofluids as heat transfer liquids for immersive-cooling applications".

Conference/workshop proceedings

• B. Ravikumar, I. K. Karathanassis, M. Gavaises, T. Smith, "Chemically specific multiscale
modelling of viscoelastic dielectric liquids", XIXth International Congress on Rheology
(ICR), 2023.

• B. Ravikumar, I. K. Karathanassis, M.Gaviases, T. Smith, "Rheological characterisation
of viscoelastic polymer solutions by mesoscale modelling", 7th IICR Cavitation and
Multi-Phase Flows Workshop, 2023.
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Appendix A

Force-field

L-OPLS-AA [19, 173, 174] force-field of the following generic form is used in this simulation
to model the interactions:

V (r) = Â
bonds

kb(b�b0)2

+ Â
angles

kq (q �q0)2

+ Â
dihedrals

4

Â
n=1

kf (1+(�1)n�1 cos(nf))

+ Â
vdW

4ei j

"✓
si j

ri j

◆12
�
✓

si j

ri j

◆6
#

+ Â
Coulomb

qiq j

e0ri j
.

(A1)

Here, the terms 1 to 4 on the right-hand side computes the bonded interaction energies due to
bond stretching, bending, twisting, and out-of-plane torsions. The last two terms compute the
interactions due to van der Waals’s forces and electrostatics. The following tables show the
different parameters used.

Table A1: Bonding parameters used in term 1 in Equation A1.

Bond kb (kcal mol�1Å�2) b0 (Å)
C-C 268 1.529
C-H 340 1.090

134



Table A2: Angle parameters used in term 2 in Equation A1.

Angle kq (kcal mol�1rad�2) q0 (deg)
C-C-H 37.50 110.7
H-C-H 33.00 107.8
C-C-C 58.35 112.7

Table A3: Dihedral parameters used in term 3 in Equation A1.

Dihedral kf1 (kcal mol�1) kf2 (kcal mol�1) kf3 (kcal mol�1) kf4 (kcal mol�1)
C-C-C-C 0.6446926386 -0.2143420172 0.1782194073 0.0000
H-C-C-H 0.0000 0.0000 0.3000 0.0000
C-C-C-H 0.0000 0.0000 0.3000 0.0000

C-CCH-C-C 1.3000 -0.0500 0.2000 0.0000
CCH-C-C-C 1.3000 -0.0500 0.2000 0.0000

C-CCH-CCH-C 1.3000 -0.0500 0.2000 0.0000
CCH-CCH-C -C 1.3000 -0.0500 0.2000 0.0000

Table A4: LJ parameters and partial charges of the atoms used in terms 4 and 5 in Equation A1.

Atom type eii (kcal mol�1) sii (Å) qi (e�)
CCH3 0.066 3.5 -0.222
CCH2 0.066 3.5 -0.148
CCH 0.066 3.5 -0.060
HCH3 0.030 2.5 0.074
HCH2 0.026 2.5 0.074
HCH 0.030 2.5 0.060
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Radial distribution function

The pairwise radial distribution function go,p(r) is computed using the equation

go,p(r) =
n(r)

4prn,pr2d r
(A2)

where n(r) is the number of p atoms, with a number density rn,p in the simulation box, present
in a spherical shell of thickness d r from the central atom o.
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Figure A1: The radial distribution functions go,p(r) of (a) CCH3-CCH3 pair (b) CCH3-CCH2
pair and (c) CCH3-CCH pair in the solvent system computed from the data in the consequent
windows of 10 ns during the production run of a simulation at 293 K. The overlapping radial
distribution functions show that the system is well equilibrated.
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Simulated density values
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Figure A2: The density (r) of pure solvent (PAO-2) as a function of pressure at different
temperatures. The points show the simulated data, and the lines show the modified Tait equation
fit as described in Equation 2.2 in Chapter 2.

Experimental determination of density and isothermal com-
pressibility

The density and the isothermal compressibility are determined by use of a high precision
piston- cylinder system made of INVAR steel. In a first step the density is determined as a
function of temperature at atmospheric pressure according to DIN EN ISO 1183 by use of a
hydrostatic balance in accordance to the principle of Archimedes. The typical accuracy of this
instrument is higher than +/- 0.2 per mille. In a second step the piston-cylinder system is used
in order to determine the density as a function of pressure. The principle of this instrument
is the following: The piston-cylinder system will be filled with the testing fluid; during the
isothermal measurement of the density as a function of pressure the mass of the sample remains
constant while the volume is varied according to the applied pressure. The variation of the
volume is transformed into the movement of the piston which is measured by a highly sensitive
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Table A5: Experimental density (r0) and isothermal compressibility (kT) of pure solvent
systems at various temperatures.

Temperature (K) Density (g cm�3) kT⇥1011(Pa�1)
293 0.793 79.55
313 0.780 89.98
333 0.766 101.70
353 0.752 115.22

Table A6: Simulated density (r0) and isothermal compressibility (kT) of the polymer solution
at various temperatures.

Temperature (K) Density (g cm�3) kT⇥1011(Pa�1)
293 0.808 68.21
313 0.791 80.09
333 0.774 88.09
353 0.765 92.25
373 0.753 112.5

differential transformer system. The typical accuracy of this instrument is higher than +/- 0.5
per mille.

From the experimental values obtained, density is modelled using the following empirical
relationship:

r(p,T) = r(T)
1�0.0902 ln5348.3�23.93T+0.0396T2�2.39⇥10�5T3+p

5348.3�23.93T+0.0396T2�2.39⇥10�5T3
. (A3)

Subsequently, the isothermal compressibility is obtained using the equation

kT =
0.0902r(p,T)

(5348.3�23.93T+0.0396T2�2.39⇥10�5T3+p)r(T)
. (A4)
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Transport properties
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Figure A3: The kinematic viscosity (n0) of the pure solvent system and polymer solution as a
function of temperature. The closed symbols show the simulated values - blue (pure solvent)
and red (polymer solution). The lines show the Arrhenius fit as described in Equation 2.6 in
Chapter 2.
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Figure A4: Mean squared displacement (MSD) of the PAO-2 molecules in pure solvent system
as a function of simulation time for a single simulation run at different temperatures using
multiple time origins. The closed symbols show the simulated MSD values. The lines show
the fits of linear functions whose slope is used to compute the centre of mass self-diffusion
coefficient, DCOM.
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Figure A5: MSD of the PAO-2 molecules in pure solvent as a function of simulation time for
a single simulation run at 313 K using multiple time origins. The closed symbols show the
simulated values - blue (170 molecules) and red (340 molecules). The computed MSD shows
that it is independent of the system size and the trajectories evolve similarly over time.
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Table A7: Comparison of zero-shear dynamic viscosity (h0) of pure solvent and polymer
solution systems from equilibrium MD (Green-Kubo method) and NEMD (Carreau-model
fitting).

Pure solvent
Temperature (K) Green-Kubo (Pa s) Carreau-model (Pa s)

293 0.0088 0.009
313 0.0044 0.0048
333 0.0033 0.0033
353 0.0020 0.0021
373 0.0014 0.0013

Polymer solution
Temperature (K) Green-Kubo (Pa s) Carreau-model (Pa s)

293 0.0093 0.0130
313 0.0051 0.0065
333 0.0035 0.0039
353 0.0023 0.0025
373 0.0016 0.0017
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Figure A6: G(t) as a function of simulation time for pure solvent and polymer solution systems
at 313 K. Inset shows G(t) values (points) smoothened by doing a running average between
0.9t and 1.1t as described by Sen et al. [200], and their corresponding fits (lines) of Equation
2.13 in Chapter 2.
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Structural characterisation
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Figure A7: The end-to-end distance (Re) of PAO-2 and OCP in pure solvent and polymer
solution as a function of shear rate at 313 K. The data points on the y-axis show the values
of Re at zero shear rate. The data shows that Re of OCP increases as a function of shear rate
whereas that of PAO-2 remains constant.
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Terminal relaxation time
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Figure A8: The end-to-end vector autocorrelation (C(t)) of OCP as a function of simulation
time for a single simulation run of polymer solution at different temperatures. The closed
symbols show the simulated C(t) values. The lines show the a fit of a sum of exponential
function as described by Equation 2.18 in Chapter 2.
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Appendix B

Basics of mDPD modelling

The force-field of mDPD is composed of three different interactions. A conservative force
that is repulsive in nature, a dissipative force that introduces a viscous component into the
system and a random force compensating the excess dissipation. The basis of the model is the
Langevin equation. Here, the force between two mesoscale beads i and j,

Fi j = Â
j 6=i

(FC
i j +FD

i j +FR
i j ) (B1)

where FC
i j is the conservative force, F

D
i j is the dissipative force, and FR

i j is the random force.
The conservative force is modelled as

FC
i j = (Ai jwC(ri j)+Bi j(r̄i+ r̄ j)wd(ri j))r̂i j. (B2)

Here, the first term controls the long-range attractive interactions that are dependent on the
system density, r within a cut-off radius of rC. The second term controls the short-range
repulsion forces that depend upon the weighted average of the local densities, r̄i and r̄ j within a
cut-off radius of rd . This formulation distinguishes mDPD from the standard DPD model [123].
In the equation, ri j represents the distance and r̂i j is the unit displacement vector between
particles i and j. The dissipative force is modelled as

FD
i j =�gi jwD(ri j)(r̂i j ·vi j)r̂i j (B3)

with vi j = vi� v j representing the velocity difference between particles i and j. The force
is computed within a cut-off radius of rD (not to be confused with rd). The random force is
modelled as

FR
i j = si jwR(ri j)zi jr̂i j (B4)
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where si j defines the strength of the random force applied and zi j is a Gaussian random
variable. The weight functions in equations Equation B3 and Equation B4 are linked via the
fluctuation-dissipation theorem such that

wR(ri j) =
q

wD(ri j) =

8
<

:

⇣
1� ri j

rD

⌘
ri j  rD,

0 ri j > rD.
(B5)

Similarly, the conservative weight parameter of Ai j is defined as

wC(ri j) =

8
<

:

⇣
1� ri j

rC

⌘
ri j  rC,

0 ri j > rC.
(B6)

In DPD as well as traditional mDPD, rC = rD, simplifying the modelling parameters. However,
in our work we follow the example of Rao et al.[125] and rD is modelled separately as explained
in the next section. Coming to the short-range repulsive interactions defined by Bi j, the weight
parameter wd(ri j) is computed as

wd(ri j) =

8
<

:

15
2pr3d

⇣
1� ri j

rd

⌘2
ri j  rd,

0 ri j > rd.
(B7)

In this work, rd is treated as equal to 0.75rC , as seen in the literature [353, 354].

Additional modelling details

In other words,
Vbonded =VFENE +Vangle (B8)

where

VFENE =

8
><

>:

�0.5k f r20ln
✓
1�
⇣
ri j
r0

⌘2◆
0 ri j  r0,

0 ri j > r0,
(B9)

and
Vangle = kangle(1+ cos(q)). (B10)

Here, k f is the FENE bond energy while kangle is the angle stiffness energy. Also, r0 is the
equilibrium bond distance between the monomeric beads and q is the equilibrium angle formed
between three of the monomeric beads. In literature, bonded interactions of polymers are also
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handled by a simple spring force in mesoscale simulations [355, 356]. However, given that the
polymer chains showcase elasticity akin to FENE interactions in dilute concentrations, we have
decided to retain the specific modelling approach. This ensures the utility of the model for a
wide range of polymer solutions exhibiting viscoelastic behaviour. The initial values of kangle of
the different polymer chains are derived from the work of Everaers et al[121]. Additionally, the
polymer chains are prevented from chain-crossing by adding a segmental-repulsive potential
such that

FSRP
i j =

8
<

:
F0
⇣
1� R

Rc

⌘
R̂mn R< Rc,

0 R� Rc,
(B11)

where R and R̂mn are the distance and unit vector between two bonds m and n, respectively.
Moreover, F0 value is set as 100, and Rc is set as 1.5 for all the simulations.

Atomistic molecular dynamics simulation

L-OPLS-AA [19, 173, 174] force-field of the following generic form is used in this simulation
to model the interactions:

V (r) = Â
bonds

kb(b�b0)2

+ Â
angles

kq (q �q0)2

+ Â
dihedrals

4

Â
n=1

kf (1+(�1)n�1 cos(nf))

+ Â
impropers

Kf (1+d cos(nf))

+ Â
vdW

4ei j

"✓
si j

ri j

◆12
�
✓

si j

ri j

◆6
#

+ Â
Coulomb

qiq j

e0ri j
.

(B12)

Here, the terms 1 to 4 on the right-hand side computes the bonded interaction energies due
to bond stretching, bending, twisting, and out-of-plane torsions. The last two terms compute
the interactions due to van der Waals forces and electrostatics. The following tables show the
different parameters used [173, 175, 176, 174, 177].
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Table B1: Bonding parameters used in term 1 in Equation B12.

Bond kb (kcal mol�1Å�2) b0 (Å)
C-C 268 1.529
C-H 340 1.090
=C-O 214 1.327
C=O 570 1.229
=C-C 317 1.522
C-O 320 1.410

The pure PAO-2 solvent simulation box is created using 170 molecules of 9,10-dimethyl-
octadecane [179]. The OCP polymer chain studied here is made up of 50 mole percent of
ethylene (C2) monomers and 50 mole percent propylene (C3) monomers with a molecular
mass of 3016 g mol�1. The polymer of this particular weight and chain size is chosen as it
provides low relaxation times representative of weakly viscoelastic liquids. The chain consists
of 43 molecules each of C2 and C3 monomers with the two ends of the chain terminated
using hydrogen atoms. Similarly, the PMA polymer chain consists of 86 monomers of dodecyl
methacrylate (C16H30O2). We use Nosé-Hoover thermostat to maintain the temperatures at
various stages of the equilibriumMD. The corresponding barostat as implemented by LAMMPS
is used to set the pressures. The distance cut-off for van der Waals interactions is set to 13 Å. A
faster Ewald summation methodology called particle-particle-particle-mesh (PPPM) is used to
compute the long-range electrostatic interactions. Velocity Verlet algorithm is used to integrate
the equations of motion with a time-step of 1 fs.

1-4 intra-molecular non-bonded pairwise interactions are given a weight of 0.5 for pure
solvent simulations, whereas it is switched-off in case of the simulations of polymer solutions.
Energy minimization and equilibration under NPT is carried out for 20 ns after which a
production run of 40 ns under NVT ensemble. The system after the 40 ns run is utilised for
NEMD simulations. A Lees-Edwards boundary condition is applied to ensure stability of the
system [195, 196]. We use SLLOD equations of motion to solve for the trajectories of the
atoms [51].
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Table B2: Angle parameters used in term 2 in Equation B12.

Angle kq (kcal mol�1rad�2) q0 (deg)
C-C-H 37.50 110.7
H-C-H 33.00 107.8
C-C-C 58.35 112.7
C-C=O 80.00 120.4
=C-O-C 81.00 111.4
O=C-O 83.00 123.4
=C-C-C 63.00 111.1
O-C-C 50.00 109.5
=C-C-H 35.00 109.5
O-C-H 35.0 109.5
O-C||-C 83.0 116.9

Table B3: Dihedral parameters used in term 3 in Equation B12.

Dihedral kf1 (kcal mol�1) kf2 (kcal mol�1) kf3 (kcal mol�1) kf4 (kcal mol�1)
C-C-C-C 0.6446926386 -0.2143420172 0.1782194073 0.0000
H-C-C-H 0.0000 0.0000 0.3000 0.0000
C-C-C-H 0.0000 0.0000 0.3000 0.0000

C-CCH-C-C 1.3000 -0.0500 0.2000 0.0000
CCH-C-C-C 1.3000 -0.0500 0.2000 0.0000

C-CCH-CCH-C 1.3000 -0.0500 0.2000 0.0000
CCH-CCH-C-C 1.3000 -0.0500 0.2000 0.0000
O=C-C-C 0.0000 0.0000 0.0000 0.0000
O=C-C-H 0.0000 0.0000 0.0000 0.0000
O-C||-C-C 0.0000 0.0000 -0.553 0.0000
O-C||-C-H 0.0000 0.0000 0.1320 0.0000
C-O-C=O 0.0000 5.1240 0.0000 0.0000
C-O-C||-C 4.6690 5.1240 0.0000 0.0000
=C-C-C-C -2.0600 -0.3130 0.3150 0.0000
=C-C-C-H 0.0000 0.0000 -0.1000 0.0000
H-C-C-O 0.0000 0.0000 0.4680 0.0000
C-C-O-C|| -1.2200 -0.1260 0.4220 0.0000
H-C-O-C|| 0.0000 0.0000 0.1980 0.0000
C-C-C-O 1.3000 -0.05000 0.2000 0.0000

Table B4: Improper parameters used in term 4 in Equation B12.

Improper Kf (kcal mol�1)
=O-C-C||-O 10.5
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9,10-dimethyloctadecane (PAO-2)
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Figure B1: Schematics of the solvent - PAO-2 molecule, and polymer chains - OCP molecule
and PMA molecule used in this simulation study.
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Table B5: LJ parameters and partial charges of the atoms used in terms 5 and 6 in Equation
B12.

Atom type eii (kcal mol�1) sii (Å) qi (e�)
All
CCH3 0.066 3.5 -0.222
CCH2 0.066 3.5 -0.148
CCH 0.066 3.5 -0.060
HCH3 0.030 2.5 0.074
HCH2 0.026 2.5 0.074
HCH 0.030 2.5 0.060
PMA
CC 0.066 3.5 0.0

CC�O�C= 0.066 3.5 0.190
C|| 0.105 3.75 0.510
O|| 0.210 2.960 -0.430

OO�C=O 0.170 3.00 -0.330
HH�C�O 0.015 2.42 0.030
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Figure B2: Hydrodynamic radius of PAO-2 as a function of temperature, T in pure solvent,
OCP solution and PMA solution in the atomistic scale simulations.
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Figure B3: Terminal relaxation time of OCP polymer chain as a function of temperature, T in
the atomistic scale simulations.
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Mesoscale simulation

Table B6: Various parameters of mDPD simulations at 333 K.

OCP in PAO-2
Aii -103.08
Ai j -103.08
Bii 41.61
Bi j 41.61
gi j 16.0
rD 1.68
k f 30.0
r0 1.5

kangle,1 2.15
kangle,2 0.70

PMA in PAO-2
Aii -103.08
Ai j -103.19
Bii 41.61
Bi j 41.61
gi j 16.0
rD 1.68
k f 30.0
r0 1.5

kangle 1.71
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Table B7: Various parameters of mDPD simulations at 353 K.

OCP in PAO-2
Aii -81.78
Ai j -81.78
Bii 32.46
Bi j 32.46
gi j 16.0
rD 1.69
k f 30.0
r0 1.5

kangle,1 2.15
kangle,2 0.70

PMA in PAO-2
Aii -81.78
Ai j -81.83
Bii 43.5
Bi j 43.5
gi j 16.0
rD 1.69
k f 30.0
r0 1.5

kangle 2.19
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Figure B4: Polymer chain length distribution for OCP at 313 K in atomistic MD and mDPD.
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Table B8: Various parameters of mDPD simulations at 373 K.

OCP in PAO-2
Aii -60.015
Ai j -60.015
Bii 23.23
Bi j 23.23
gi j 16.0
rD 1.78
k f 30.0
r0 1.5

kangle,1 2.15
kangle,2 0.70

PMA in PAO-2
Aii -60.015
Ai j -60.020
Bii 23.23
Bi j 23.23
gi j 16.0
rD 1.78
k f 30.0
r0 1.5

kangle 2.89

Table B9: The properties of the PAO-2 system in mDPD units and corresponding values in real
units at 333 K.

Property mDPD units Real units
Density (r) 7.9 0.764 g cm�3

mb 1.0 4.683 ⇥10�25 kg
rC 1.0 16.9 Å
dt 0.01 0.17 ps

Energy (kBT ) 1.0 4.597 ⇥10�21 J
Pressure (p) 0.107 1 atm
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Table B10: The properties of the PAO-2 system in mDPD units and corresponding values in
real units at 353 K.

Property mDPD units Real units
Density (r) 7.9 0.748 g cm�3

mb 1.0 4.683 ⇥10�25 kg
rC 1.0 17.03 Å
dt 0.01 0.17 ps

Energy (kBT ) 1.0 4.874 ⇥10�21 J
Pressure (p) 0.103 1 atm

Table B11: The properties of the PAO-2 system in mDPD units and corresponding values in
real units at 373 K.

Property mDPD units Real units
Density (r) 7.9 0.732 g cm�3

mb 1.0 4.683 ⇥10�25 kg
rC 1.0 17.16 Å
dt 0.01 0.17 ps

Energy (kBT ) 1.0 5.150 ⇥10�21 J
Pressure (p) 0.099 1 atm
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Figure B5: kangle as a function of temperature, T for PMA.
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Structural characteristics
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Figure B6: Dihedral distribution function of polymer chains in OCP solution (top) and PMA
solution (bottom) at 313 K in the atomistic scale and mesoscale simulations. Under atomistic
scale, the red dashed lines show the atomistic dihedral distribution between carbon atoms, and
the red solid lines show the distribution of the dihedral angle of center of bonded beads as
depicted in Figure 3.4b in Chapter 3.
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Figure B7: The radial distribution function (g(r)solvent�polymer) between solvent and polymer
beads in OCP solution (top) and PMA solution (bottom) at 313 K in the atomistic scale and
mesoscale simulations. Under atomistic scale, the red dashed lines show the g(r) between the
carbon atoms of the solvent and polymer molecules, whereas the red solid lines show the g(r)
between the centre of mass (COM) of solvent bead and polymer chain beads equivalent to
that in the mesoscale simulation. Mesoscale model shows more structural ordering than the
atomistic scale model while comparing the blue and red solid lines.
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Viscosity
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Figure B8: Complex viscosity (h⇤(w)) as a function of w for the OCP and PMA polymer
solutions at 313 K and 373 K. The values agree with the h0 from Green-Kubo equation [188].
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Figure B9: C(t) as a function of time for (a) OCP polymer chain and (b) PMA polymer chain
at different temperatures.The dashed lines show the exponential fit.

159



Table B12: Comparison of tZ from Equation 3.19 and tterm from Equation 3.23.

Temperature (K) tZ (mDPD units) tterm (mDPD units)
OCP
313 2100 5455
333 1273 3287
353 984 2334
373 675 1824
PMA
313 1800 4408
333 1332 3363
353 714 2014
373 780 2462
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