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Space Transformation for Understanding Group Movement 

N. Andrienko, G. Andrienko, L.Barrett, M.Dostie, S.P.Henzi 

Abstract—We suggest a methodology for analyzing movement behaviors of individuals moving in a group. Group movement is 

analyzed at two levels of granularity: the group as a whole and the individuals it comprises. For analyzing the relative positions and 

movements of the individuals with respect to the rest of the group, we apply space transformation, in which the trajectories of the 

individuals are converted from geographical space to an abstract “group space”. The group space reference system is defined by 

both the position of the group center, which is taken as the coordinate origin, and the direction of the group's movement. Based on 

the individuals’ positions mapped onto the group space, we can compare the behaviors of different individuals, determine their roles 

and/or ranks within the groups, and, possibly, understand how group movement is organized. The utility of the methodology has 

been evaluated by applying it to a set of real data concerning movements of wild social animals and discussing the results with 

experts in animal ethology. 

Index Terms—Visual analytics, movement data, collective movement.

 

INTRODUCTION 

While movement data (trajectories of moving objects) have been in 
the research focus in the fields of database science [1][2], spatial 
computing  [3][4], machine learning and data mining [5], and visual 
analytics [6] over the recent years, quite little has been done so far 
for supporting the analysis of group movement, i.e., for helping 
analysts to find answers to specific types of questions concerning the 
movement behavior of a group as a whole and of its members in 
relation to each other. Such questions arise, in particular, in the 
research of behaviors of various collective animals. The term ‘group 
movement’ denotes a specific kind of movement behavior when 
multiple related objects move together driven by a common purpose 
or common reason. It does not apply to simultaneous movements of 
multiple independent objects, e.g., to vehicle traffic. 

We propose a novel approach to analyzing group movement that 
is based on computing the central trajectory of a group and 
transforming the coordinates of the group members to relative 
positions with respect to the group center and movement direction. 
The set of all possible relative positions is regarded as the ‘group 
space’. After the mapping onto the group space, the data can be 
visualized and analyzed using various existing methods. The 
transformation allows the analysts to abstract from the changes of the 
position of the group in the original (geographic) space and focus on 
the relative positions of the objects in the group and their changes 
over time. This paper presents the algorithm for the central trajectory 
computation and space transformation and shows how its results can 
be exploited in data analysis using two data examples: a small 
dataset, for which detailed analysis can be done, and a larger dataset, 
which is analyzed using scalable methods involving data aggregation 
and clustering. 

1 RELATED WORKS 

The research dealing with collective movement can be classified into 
four categories: theories and conceptual models, collective pattern 
identification in movement data, study of movement of a given 
collective, and collective movement simulation. Here we omit the 
fourth category as not really relevant to our work. 

1.1 Theories and Conceptual Models 

There are many publications in which various types of collective 
movement patterns are defined. Based on a literature survey, Dodge 
et al. [7] organize the existing definitions of movement patterns, 
including collective ones, in a taxonomy, and Laube [3] surveys the 
state of the art in movement pattern analysis, including pattern 
definitions. An example of collective movement pattern is ‘flock’, 
which is very popular in data mining literature and even considered 
as the quintessential movement pattern [3]: a flock in a time interval 
I=[ti,tj], where j-i+1≤ k, consists of at least m entities such that for 
every time instant within I there is a disk of radius r that contains all 
the m entities [8]. Here, k, m, and r are parameters. In a similar way, 
other types of patterns are defined. Thus, in a ‘herd’ [9], the entities 
in each time instant must form a dense spatial cluster, and so on. 

In a series of papers (e.g., [10]) and a Ph.D. thesis [11], Wood 
and Galton develop a general taxonomy of collectives and a more 
specific taxonomy of spatial collectives. Three forms of spatial 
coherence define a spatial collective: common location, which may 
be fixed or variable, similar movement parameters (speed and 
direction), and formation, i.e., the positions of the individuals in 
relation to each other. If the individuals always maintain their 
relative positions, the formation is constant, if they only 
intermittently maintain their relative positions, the formation is 
called canonical, and if the individuals never maintain their relative 
positions, they have no formation. At least one form of spatial 
coherence is necessary for considering a set of individuals as a 
spatial collective. The characteristics used to classify spatial 
collectives include membership (constant or variable), correlation 
between the motions of the whole collective and its individuals 
(correlated or uncorrelated), depth (whether none, some, or all 
collective members are themselves collectives), and a few others.  

Compared to the general taxonomy of collectives, the taxonomy 
of spatial collectives does not include the characteristics in terms of 
the role structure and the intercommunications and interactions 
between the individuals because relevant information is typically not 
available in movement data. Although it may be possible to identify 
a single leader [7][12], it is unlikely that a leading group can be 
singled out, and other roles can hardly be differentiated. Interactions 
between individuals, such as collision avoidance, velocity matching, 
flock centering [13], attraction, repulsion, and alignment [14] are 
modeled in simulations of collective movements but cannot be 
derived from data reflecting real movements.  

Wood and Galton [10][11] suggest a framework called TLA 
(Three Level Analysis) in which collective movement is examined at 
three levels of spatial granularity: the motion of the whole collective 
considered as a unit, the evolution of the collective’s footprint, and 
the motions exhibited by the individual members. 
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1.2 Detection of Collective Movement Patterns   

Wood [11] incorporates her theoretical model in research software 
that analyzes movement data to find groups of individuals exhibiting 
some form of spatial coherence. 

In data mining and spatial computing, numerous algorithms have 
been developed for finding specific types of collective movement 
patterns in movement data: ‘flock’, ‘leadership’, ‘convergence’, 
‘encounter’ [15][16], ‘trend setting’ (movements of some individual 
are repeated by others after a time lag) [12], ‘moving cluster’ [17], 
‘herd’ [9], etc.; Laube [3] and Gudmundsson et al. [18] present 
reviews of the existing methods. 

1.3 Analysis of Collective Movement 

Some of the pattern detection methods can be used for finding 
“leaders” and “trend setters” within a given collective of moving 
objects [12][15][16][19]. A “leader” is an object that moves in front 
of the others and a “trend setter” is an object whose movements are 
copied by the others.  

For animal collectives, it is known that leaders do not necessarily 
move in front of a group. Therefore, Nagy et al. [20] use a definition 
of “leading” that is close to “trend setting” [12]: a leading event 
occurs when one object’s movement direction is copied by another 
object delayed in time. From trajectories of pigeons flying in a flock, 
Nagy et al. compute for each pair of birds the correlations between 
their movement directions for different time lags and select the time 
lag for which the correlation is maximal. On this basis, they compose 
a leader-follower network, where the nodes represent the birds and 
directed links represent the leader-follower relations. Two nodes are 
connected by a link if the maximal directional correlation between 
the respective birds exceeds a chosen threshold. This method was 
applied to data from multiple flights. For most of them, robust 
hierarchical networks could be constructed. Nagy et al. identified the 
individuals that contributed more than others to the movement 
decisions of the flock through having followers who consistently 
copied their movements. The leaders tended to occupy positions near 
the front of the flock. Interestingly, a tendency of the pigeons to 
follow partners that fly to their left, i.e., perceived by the left eye, has 
been discovered. This suggests that social information may be 
preferentially processed through the left-eye/right-hemispheric 
system. It should be noted that the reported study was possible owing 
to the high temporal resolution of the data (0.2 seconds). 

In visual analytics, many methods for analysis of movement data 
have been developed recently [6]. Although these methods are 
applicable to data concerning collective movements, they do not 
address questions specific to analyzing collective movements, such 
as: What is the course of the whole group? How compact or 
dispersed is the group in space and how does this change over space 
and time? How coherent are the movements of the group members? 
Which individuals tend to lead and which tend to follow? Are these 
tendencies stable or change over time? We have found only one 
visual analytics paper [21] specifically addressing group movement. 
The authors compute attributes characterizing the positions and 
movements of each member in relation to the group: the distances to 
the group midpoint and boundary, the differences of the individual 
speeds and directions to the speed and direction of the group, and 
whether an object is in the group core or is an outlier, based on the 
definition of outlierness given by Wilkinson et al. [22]. The derived 
attributes are visualized on time graphs (temporal line charts), which 
are used for attribute-based filtering. The trajectory segments 
satisfying the filter are shown on a map display. To compare 
movements in two or more groups, the lines on the time graphs can 
be colored according to group membership.  

2 OUR CONTRIBUTION 

We present a novel approach to group movement analysis, which can 
complement the existing methods by providing a new perspective for 
looking at group movement. The key idea of the approach is space 
transformation: the coordinates of the group members in the physical 

(geographical) space are transformed into relative positions with 
respect to the group center and movement direction. This replaces 
the physical space by an abstract group space. The positions and 
movements of the group members within the group space can be 
investigated regardless of the whereabouts of the group in the 
physical space. 

2.1 An Example of Space Transformation 

To illustrate the idea, we use a dataset with trajectories of 12 people 
who took part in a group walk, during which they tracked their 
movements by means of GPS devices. The group members agreed to 
provide the collected data for research purposes.  

In Fig.1, the trajectories of the walkers in the geographic space 
are shown on a map (A) and in a space-time cube (B) [23][24], 
where the base represents the geographical space and the vertical 
dimension represents the time. The time axis is oriented upwards. 
Figure 2 shows the same trajectories transformed to the space where 
the coordinate system is defined by the group center (the origin of 
the coordinates) and the group movement direction (the Y-axis). On 
the left, the group space with the transformed trajectories is shown 
on a map. The map contains X- and Y-axes; their crossing marks the 
group center. The front part of the group is above the X-axis and the 
rear part is below the X-axis. On the right, the transformed 

 
Fig. 1. Original trajectories of multiple individuals that walked in a 

group are visualized on a map (A) and in a space-time cube (B). 

 
Fig. 2. The trajectories of the group members have been transformed 

from the geographic space to an abstract group space where the 

coordinate system origin is the group center and the Y-axis reflects the 

direction of the group movement. The transformed trajectories are 

shown on a map (A) and in a space-time cube (B). 

 
Fig.3. After converting the trajectories to the group space, subsets of 

trajectories can be selected for visual inspection and comparison. 

 



trajectories are shown in a space-time cube. The cube is turned so 
that the Y-axis goes from left to right; hence, the front part of the 
group is on the right and the rear part is on the left of the cube view. 

Using the transformed trajectories, the movement behaviors of 
the individuals within the group can be investigated and compared. 
To reduce the display clutter, one or a few trajectories are selected 
for detailed visual inspection, as in Fig.3. For example, we can 
observe on the left that the person whose trajectory is colored in dark 
blue was in the front part of the group almost all the time but at the 
end moved to the back. The cyan-colored trajectory line shows that 
the respective person was initially at the group center, then moved to 
the back, but by the end of the trip moved to the front. The brown 
trajectory line has a long part almost coinciding with a part of the 
cyan line, which may mean that the respective individuals walked 
together during a long time interval. On the right of Fig.3, we can 
compare the trajectories of three persons who tended to take the front 
positions in the group. The green trajectory was behind the two 
others in the first half of the walk but then moved to the front and 
mostly preserved this position. The dark blue trajectory was more 
frequently in front of the others in the first half of the walk. There 
was a time interval when all three “leaders” were close together, then 
they separated. Such observations would be hardly possible with the 
use of the original trajectories (Fig.1). 

2.2 The Space Transformation Method 

The method allowing us to map the positions of group members 
from the geographical space onto a group space is based on 
constructing the central trajectory of the group. The central trajectory 
represents the route followed by the group as a whole. The central 
trajectory for our example group of walkers is shown in Fig.4. The 
following algorithm describes the construction of the central 

trajectory and the computation of variables necessary for the space 
transformation. 

Algorithm 1: Construction of the central trajectory of a group 

Given: 

- Set of trajectories Tr = {tr1, tr2, ..., trN} of moving objects O = {o1, 

o2, ..., oN}. 

- Minimal distance threshold dmin: distances below dmin  are treated 

as zero distances. 

Description of the algorithm: 

1. Extract all time references from the trajectories in Tr and create a chronologically 

ordered list of time units T = {t1, t2, ..., tM} without duplicates.  

2. Create an empty trajectory CT.   // central trajectory of the group 

3. For each time unit ti  T, do the following: 

3.1. Create an empty set of points Pi. 

3.2. // find the object positions at time ti: 

For each oj  O, find or estimate by interpolation the object position pij.  

If pij  null, add pij to Pi.  

       // pij may be null if the trajectory trj starts after or ends before ti. 

3.3. // create a point representing the group center at time ti: 

Create a new point cpi = (x, y), where x and y are the mean x- and y-

coordinates of the points in Pi. Attach (ti, cpi) to the trajectory CT. 

4. For each time unit ti  {t1, t2, ..., tM-1}, do the following: 

4.1. // reconstruct the group movement vector: 

Find such k (k = i+1, i+2, ..., M) that spatial_distance (cpi, cpk)  dmin, where  

cpi and cpk are the points of CT corresponding to time units ti and tk. 

If k is not found, go to 5. 

// The points cpi and cpk define the group movement vector. 

4.2. For each point pij (position of object oj at time tj), do the following: 

4.2.1. Find the projection onto the group movement vector (cpi, cpk): 

 prij= projection_point(pij, (cpi, cpk)). 

4.2.2. Let dx = spatial_distance (pij, prij). Let signed distance sdx = -dx if pij is 

to the left of the movement vector (cpi, cpk) and sdx = dx otherwise. 

Attach sdx to pij as the X-coordinate in the group space. 

4.2.3. Let sdy = spatial_distance (prij, cpi)  relative_position (prij, (cpi, cpk)), 

where relative_position (prij, (cpi, cpk)) equals 1 if prij is in front of cpi 

with respect to the direction of the vector (cpi, cpk) and -1 otherwise.  

Attach sdy to pij as the Y-coordinate in the group space. 

5. Return CT and Tr.  

// The points of the trajectories in Tr has been enriched with the new 

variables specifying the positions of these points in the group space.  

function projection_point (Point p, Vector (q1, q2)): 
1. let dxq = q2.x – q1.x; let dyq = q2.y – q1.y; 
2. if dxq = 0 and dyq = 0 then return null;          // vector (q1, q2)  has zero length 
3. let dxp = p.x – q1.x;  let dyp = p.y – q1.y;  

4. let dot = dxp  dxq + dyp  dyq    // dot product of the vectors (q1, p) and (q1, q2)  

5. let u = dot / (dxq dxq + dyq dyq) 

6. let x = q1.x + u  dxq; let y = q1.y + u  dyq; 
7. return new Point(x, y); 

function relative_position (Point p, Vector (q1, q2)): 
1. let dxq = q2.x – q1.x; let dyq = q2.y – q1.y; 
2. if dxq = 0 and dyq = 0 then return 0;          // vector (q1, q2) has zero length 
3. let dxp = p.x – q1.x;  let dyp = p.y – q1.y;  

4. let dot = dxp  dxq + dyp  dyq    // dot product of the vectors (q1, p) and (q1, q2)  

5. let u = dot / (dxq dxq + dyq dyq) 
6. if u > 1 then return 1; else return -1; 

Statements 4.2.1-4.2.3 describe how the positions of the original 
trajectory points in the group space are determined. Each original 
point is projected onto the movement vector of the group at the time 
moment of this point, as shown in Fig.5. The distance to the group 
movement vector, i.e., to the projection point, gives the x-coordinate 
in the group space. The x-coordinate is negative if the original point 
is to the left of the group movement vector and positive otherwise. 
The distance of the projection point to the group center, i.e., to the 
point of the central trajectory, gives the y-coordinate in the group 
space. The y-coordinate is positive if the projection point is in front 
of the group center and negative if it is behind the group center. 

 
Fig.4. A map (A) and space-time cube (B) show the central trajectory 

of the group (red) computed from the individual trajectories of the 

group members (light blue). 

 
Fig.5. A schematic drawing explains the method of constructing the 

central trajectory of a group and determining the coordinates of the 

individuals in the group space and the relative order of the individuals. 
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Simultaneously with determining the positions in the group 
space, a number of additional attributes are computed for the points 
of the trajectories of the group members and the points of the central 
trajectory. The attributes for the group members’ points include the 
distance to the group center, the deviation of the movement direction 
from the group movement vector, and the relative order in the group. 
The values of the latter attribute are determined by sorting the group 
space y-coordinates of the individuals’ positions for the same time 
unit in the descending order. Thus, the member with the highest 
value of the y-coordinate is the first in the group, the member with 
the next highest value is the second, and so on. The ordering is 
illustrated in Fig.5: the numbers from 1 to 5 indicate the relative 
order of the group members at time unit t2. 

The attributes that are attached to the positions of the central 
trajectory include the statistical summaries of the individuals’ 
distances to the group center and the deviations of their movement 
directions from the group movement vector: minimum, maximum, 
median, quartiles, and mean. These attributes allow the investigation 
of the group movement at the level of the group as a whole [11]. For 
example, Figures 6 and 7 represent different positional attributes of 
the central trajectory by proportional line width. This visualization 
technique is applied on a map and in a space-time cube. Figure 6 
shows the variation of the third quartile of the distances of the group 
members to the group centre along the route. We can see where the 
people walked compactly (this is where the line is thin) and where 
the group was more dispersed (the line is thick). In a similar way, 
Figure 7 shows the variation of the third quartile of the direction 
deviations from the overall group movement vector. The thick line 
segments correspond to high deviations. 

2.3 Data Analysis in Group Space 

The coordinates of the trajectory points in the group space, which 
result from Algorithm 1, are used for representing the trajectories in 
the group space as shown in Figs. 2 and 3. Besides interactive 

exploration of the trajectories with the use of a map and a space-time 
cube, the transformed data can be analyzed in a number of other 
ways. Some of them are illustrated in Figs. 8 and 9. The time graphs 
in Fig.8 show the temporal variation of the y- and x-coordinates in 
the group space. Each line corresponds to one individual. The 
background painting represents the result of clustering of time units 
according to the walkers’ positions in the group space. We have 
divided the time span of the data into time intervals of the length of 
15 seconds. For each interval, the mean x- and y-positions of each 
walker have been computed. The resulting mean positions of all 
individuals have been used in the clustering as feature vectors 
characterizing the time intervals. The particular example in Fig.8 
results from applying the k-means clustering algorithm with k=12; 
however, other clustering methods could be used as well. In our 
example, the light pink background painting marks the time periods 
when the group was compact in both y- and x-dimensions, i.e., the 
length and the width, the light shades of red and violet correspond to 
stretching in the length while staying compact in the width, yellow 

 
Fig.8. Time graphs show the temporal variation of the Y- and X-

positions of the individuals in the group space. The background 

coloring reflects the results of clustering 15-second time intervals 

according to the positions of the group members in the group space. 

 
Fig.9. A: The density of “trend setting” events extracted from the 

trajectories is represented on a map of the group space. B: The “trend 

setting” events are shown in a space-time cube. C: The positions of the 

events in time (horizontal dimension) and within the trajectories of the 

group members (vertical dimension) are shown on a temporal bar 

chart. D: The temporal bar chart shows the relative ordering of the 

individuals along the group movement course. 

 

 
Fig.6. A map (left) and space-time cube (right) show the third quartiles 

of the distances of the individuals to the group centre along the route. 

 
Fig.7. A map (left) and a space-time cube (right) show the third quartile 

of the deviations of the movement directions of the individuals from the 

group movement vector along the route. 

 

 
 



and orange mark the periods when the group was stretched in both 
length and width. The alternating stripes of yellow and cyan mark 
the period when the group was highly stretched in the length, and a 
few individuals walking at the rear of the group occurred to be 
sometimes left (cyan), sometimes right (yellow) of the group 
movement vector. The shades of blue at the end of the time line 
correspond to high stretching in the y-dimension and moderate 
stretching in the x-dimension; the arrangement of the walkers was, 
evidently, different from that in the previous periods. 

Figure 9 illustrates the analysis of the leadership and “trend 
setting” relations between the group members. We adhere to the 
definition of leadership as being in front of the group [19] and “trend 
setting” as being “copied” by others after a time lag [12]. More 
specifically, we assume that “trend setting” at time unit t occurs 
when an individual takes a movement direction significantly 
deviating from the direction of the group but at some moment t+ 
the group takes the same direction as the individual at time t.  

From the trajectories, we extract “trend setting” events by means 
of interactive filtering of the trajectory positions according to the 
values of positional attributes, as described in paper [25]. We set the 
following filter conditions: a trajectory point is selected if (1) its 
distance to the group center is not more than 25m, (2) the current 
movement direction deviates from the current group’s direction by at 
least 30°, (3) the minimal difference of the current direction from the 
group’s direction in the next 30 seconds is at most 5°, and (4) the 
minimal difference of the current direction from the group’s 
direction in the past 30 seconds is at least 15°. Condition (4) is added 
for excluding the cases when individuals adjust their movement 
directions to the group’s directions in the previous moments. 

The points satisfying the filter conditions are extracted from the 
trajectories and treated as spatial events [25]. The map in Fig.9A 
shows the density distribution of the extracted 210 “trend setting” 
events in the group space. It can be seen that the highest density 
(shades of brown) is attained in the front part of the group space. The 
density is somewhat higher to the left of the y-axis than to the right. 
The space-time cube in Fig.9B shows the distribution of the “trend 
setting” events in the group space and in time. The events are 
represented by purple balls. The temporal bar chart in Fig.9C shows 
the temporal positions of the events in the trajectories from which 
they have been extracted. The trajectory of each group member is 
represented by a bar; the horizontal dimension represents time. 

For investigating the leadership, the temporal bar chart in Fig.9D 
represents the relative ordering of the individuals along the group 
movement vector by coloring of bar segments. The shades of green, 
from dark to light, encode the first three positions, and the shades of 
violet, from light to dark, the last three positions. White corresponds 
to the central six positions. The trajectory segments corresponding to 
the group stops are filtered out. As in Fig.9C, the bars are ordered 
according to the descending counts of the trend setting events 
extracted from the trajectories. It can be seen that the most frequent 
“trend setters”, whose bars are at the top of the display, also 
occupied the leading positions in the group for long time periods. 
Numerically, 157 out of the 210 “trend setting” events (75%) 
occurred on the relative positions 1 to 3 in the group. Hence, it can 
be concluded that this group was led by the individuals moving in 
front of the group. 

3 CASE STUDY:  SAVANNAH BABOONS 

3.1 Data and Research Questions 

A group of animal ethologists from the University of Lethbridge 
(Canada) study collective movement behaviours of higher primates. 
Working at De Hoop Nature Reserve in South Africa, they used 
handheld GPS-equipped data loggers to record the spatial locations 
and activities of 13 adult members of a group of wild baboons. The 
data were recorded by an observer following the animals. Beginning 
at one end of the group, the observer identified, stood next to, and 
collected a GPS record for each visible adult in turn. When the distal 

end of the group was reached, the observer turned back along the line 
of travel while continuing to collect data. If an animal was not seen 
during two circuits of the troop, the observer stopped data collection 
in order to locate it. In this way, 61,842 usable data points were 
obtained over 74 full day follows, which were spread in time over a 
period of the length of 391 days (Fig.10C). The individual mean is 
63.98 points (+/-9.03 SD) per individual per day. Onsite calibration 
of the data loggers confirmed that they were accurate to within 2-5m. 
The median time interval between consecutive records of the same 
individual is 7 minutes and the first and third quartiles are 5 and 10 
minutes, respectively. In 9.6% of the records, the time interval to the 
next record exceeds 15 minutes, in 4.5% of the records, it exceeds 20 

 
Fig.10. A: The map shows the daily trajectories of the individual 

baboons. B: The space-time cube shows the trajectories with the time 

references transformed to the positions in the daily cycle. C: The 

distribution of the recorded trajectories over the 391-days time period. 

 

 
Fig.11. The frequency histograms show the statistical distributions of 

the characteristics of the overall group movement: 3rd quartile of the 

distance to the group centre (top left), 3rd quartile of the deviation from 

the group movement direction (top right), displacement in 15-minutes 

time interval (bottom left), and speed (bottom right). The table below 

the histograms shows the summary statistics for these attributes. 

 
Fig.12. The map (A) and space-time cube (B) show the daily central 

trajectories of the group with the time references transformed to the 

positions in the daily cycle. The colors represent the movement 

behavior types: stop (red), meandering (green), and marching (blue). 



minutes, and the maximum is 213 minutes. Hence, the temporal 
resolution of the data is rather low. 

The trajectories of the baboons in the geographical space are 
shown on a map and in a space-time cube in Fig.10A and B. In the 
space-time cube, the original time references of the trajectory points 
have been transformed to the positions within the daily cycle [26]. 
The trajectory lines are colored according to the observation dates. 

By analyzing the collected data, the animal researchers wish to 
understand how individual differences that affect local patterns of 
interaction can have global effects on group organization, where 
these can change the process by which decisions are made and drive 
the emergence of particular roles, such as ‘leaders’. 

3.2 Analysis at the Group Level 

By applying Algorithm 1 to the baboons’ trajectories, we construct 
the central trajectory of the group for each observation day; hence, 
we obtain 74 central trajectories. The central trajectories and the 
characteristics of the group movement along the routes could be 
explored using maps and space-time cube displays, as illustrated in 
Figs. 6 and 7. However, the particular route and movement 
characteristics of the baboon group in each day are not of much 
interest. The animal researchers wish to study the group behavior at a 
more general level. For this purpose, it is appropriate to look at the 
statistics of the group movement characteristics attached to the 
segments of the central trajectories. Thus, the frequency histograms 
and the table in Fig. 11 show the statistical distributions of the values 
of the following attributes: 3rd quartile of the distance to the group 
centre, 3rd quartile of the deviation from the group movement 
direction, displacement in 15-minutes time interval, and speed. 

The group movement characteristics can be used for classifying 
the segments of the central trajectories according to the types of 
movement behaviors. Besides stops, the observers of the animals 
noticed two different types of group movement: “marches” and 
“meanders”. The former involve fast, highly coordinated movement 
along a common course. The latter involve slow, less coordinated, 
non-directional movements. The observers cannot say precisely what 
criteria distinguish different movement types. Therefore, we have 
roughly classified the trajectory segments into marches, meanders, 
and stops taking into account the statistical distributions of the 
movement characteristics and using interactive visual displays. 
Specifically, we looked at the spatial extents of the segments on a 
map (stops need to have small extents and marches need to be long) 
and at the inclinations of the segments in a space-time cube (stops 
need to be nearly vertical and marches close to horizontal); see 
Fig.12. As a result, segments were classified as stops when the 
displacement in 15 minutes was less than 50m and the speed less 
than 0.2km/h, as marching when the displacement in 15 minutes was 
not less than 100m, and as meandering otherwise. The map in 
Fig.12A shows that the stops and meandering movements tend to 
concentrate in particular areas. Of course, the classification results 
need to be treated as approximations of actual types of movement 
behaviors rather than exact portrayals. 

3.3 Analysis at the Individual Level 

Analogously to the overall group movement, the researchers are not 
interested in detailed examination of the movements of each group 
member in each day but they want to obtain a general portrait of the 
movement behavior of each individual. They are particularly 
interested in determining the role and/or degree of influence of each 
group member. 

The task of characterizing the general movement behaviors of the 
group members can be approached through aggregation. In Fig.13, 
the relative positions of selected individuals in the group space have 
been aggregated into density maps, one map per individual. Since the 
relative positions during the group stops or meandering may not be 
indicative for characterizing the movement behaviors, we have 
aggregated only the positions corresponding to marching. The degree 
of darkness of the pixel painting in each density map is proportional 

to the percentage of the relative positions of the respective individual 
fitting in the part of the group space covered by this pixel. The last 
map shows the average position distribution for all group members 
taken together. The degrees of darkness represent the percentages of 
the positions of all group members. 

Since all maps represent the percentages and use the same color 
scale, they are comparable. We see that the position distributions of 
different animals are similar. The highest densities are attained at the 
group center, which is marked by the intersection of the axes. Still, 
small differences are noticeable. Thus, B03 has lower position 
density at the group center than the others, i.e., the distribution is 
more dispersed. The distributions of B04, B09, and B10 are more 
concentrated at the group center than those of B05 and B06.  

The differences between the distributions become better visible 
after we subtract the average distribution for all group members from 
the distribution of each individual. In Fig.14, the positive differences 
are represented by shades of red and the negative differences are 
shown by shades of cyan. For the illustrations in Figs.13 and 14, we 
have selected individuals with different distribution patterns: high 
dispersion over the whole group space (B03) or with a tendency to 
the rear (B05) or to the front (B06), high concentration at the center 
(B04), and high concentration at the center with a tendency to the 
back (B09) or to the front (B10). This selection demonstrates how 
individual behavioral differences can be revealed. Among the 
selected animals, B06 is male. The distribution pattern of B06 is 
similar to the patterns of the other males in the group and dissimilar 
to the patterns of all females. 

It can be hypothesized that the individuals with a tendency 
towards the front positions in the group, such as B06 and B10, are 
more influential than those tending to the rear or having high 
position dispersion over the whole group space. However, it is 

 
Fig.13. The maps represent the density distributions of the individuals’ 

positions in the group space. The last map shows the average density 

distribution for all group members. 

 
Fig.14. The density maps represent the differences between the 

distributions of the individuals’ positions in the group space and the 

average distribution for all group members. 



known that true leaders are not always those who move in front of 
the others. To check whether the front positions can be associated 
with leadership, we investigate where “trend setting” events occur in 
the group space, as we did for the group of walking people in section 
2.3. Taking into account the low temporal resolution of the baboon 
data and the less coherent movement of the animals than that of the 
humans, we use the following query conditions to extract the “trend 
setting” events: an individual’s trajectory point is selected if (1) it 
does not belong to a group stop; (2) the distance to the group center 
does not exceed 250m; (3) the current movement direction deviates 
from the current group’s direction by at least 45°, (4) the minimal 
difference of the current direction from the group’s direction in the 
next 15 minutes is at most 5°, and (5) the minimal difference of the 
current direction from the group’s direction in the past 15 minutes is 
at least 15°. As compared to the query for the group of humans, we 
increased the maximal distance to the group center from 25 to 250m, 
the minimal deviation angle from 30 to 45°, and the time window 
from 30 seconds to 15 minutes. It should be noted that, due to the 
low temporal resolution of the data, there is a high probability of 
missing true trend setting events and finding “false positives”. A turn 
made by an individual may be not reflected in the data. If this 
individual was followed by other group members, there may be data 
records reflecting the turns of one or more of the followers. In the 
analysis, one or more of the turns of the followers may be identified 
as “trend setting” events. 

Hence, the extracted events need to be treated not as utter trend 
settings but as possible trend settings. Assuming that the data reflect 
a sufficient number of real trend setting events, it is reasonable to 
look at the distribution of the extracted events in the group space. 
The density maps in Fig.15 show the distributions for all extracted 
events (A) and separately for only those events that occurred during 
group marching (B). The color-coding represents the number of 
events in a circle with 25m radius. In both maps, the same diverging 
color scale is used, but the meanings of the color shades are 
different: in Fig.15A, the color scale represents the value range from 
1 to 331, and in Fig.15B, the color scale represent the range from 1 
to 117. The midpoints of the color scales are set at the values 150 
and 50, respectively. The black-white lines encircle the areas of the 
highest event density: more than 300 in Fig.15A and more than 100 
in Fig.15B. It can be observed that the highest densities are attained 
close to the group center but more in front of the center than behind 
the center. The quartiles of the y-positions of the events are -8.4, 8.7, 
and 30.9m for all events and -6.4, 12.4, and 37.3m for the events 
during marching. Hence, the “trend setting” events occurred more 
frequently in the front part of the group space, and the role of a group 
leader can, indeed, be associated with being in front of the group. 

The table lens display in Fig.16 shows the statistics of the “trend 
setting” events and positions in the group space for different animals. 
The rows are ordered by decreasing median y-position. Neither the 
absolute counts of the trend setting events nor their percentages to 
the total counts of the available positions of the animals correlate 
with the median and mean y-positions in the group space. However, 
two individuals (B06 and B14) are distinguished by high numbers of 
trend setting events combined with a tendency to the front positions 
in the group. These two individuals might be more influential than 
the others, but, generally, the group had no permanent leaders or 
permanent “trend setters”. 

The next question is whether the choice of the direction to go was 
made each time by a single individual or by several individuals. Of 
course, the recorded movement tracks cannot give us a direct answer 
to this question. However, we can check whether the “trend setting” 
events of different individuals may co-occur in time or always occur 
separately. This can be checked through density-based spatio-
temporal clustering of the “trend setting” events. Using the clustering 
algorithm OPTICS [27], we find 79 spatio-temporal clusters, which 
include 231 events out of the 382 “trend setting” events that occurred 
during marching; the remaining 151 events (39.5%) are classified as 
“noise”, i.e., as isolated events. The sizes of the clusters vary from 2 
to 7; 19 clusters contain 4 or more events, 20 clusters consist of 3 

events, and the remaining 40 clusters consist of event pairs. The map 
in Fig.17 shows the positions and shapes of the clusters in the group 
space. To obtain this map, we have built spatial buffers around the 
event clusters. The buffers are drawn with 25% opacity. The events 
belonging to the clusters are shown by dots colored according to the 
individuals that “produced” them. The legend on the right explains 

 
Fig. 15. The density maps show the distribution of the trend setting 

events in the group space. A: events that occurred during marching 

and meandering; B: events that occurred during marching only. 

 
Fig.16. The table lens view shows the statistics of the “trend setting” 

events and positions of the baboons in the group space. 

 
Fig. 17. Spatio-temporal clusters of “trend setting” events are enclosed 

in spatial buffers. 



the colors and shows for each individual two numbers: the total 
count of events and the number of events that belong to the clusters. 

The matrix in Fig.18 represents the composition of the clusters of 
“trend setters”. The rows correspond to the clusters and the columns 
to the group members. Each cluster is represented by a set of colored 
bars positioned in the columns of the participating individuals. The 
colors are assigned to the clusters so as to reflect the similarity of 
their composition; clusters with identical composition have the same 
color. To obtain the color assignment, the clusters are represented by 
feature vectors consisting of values 1 for the participating animals 
and 0 for those who do not participate in the cluster. The feature 
vectors are projected onto a two-dimensional color space, and the 
clusters receive the colors corresponding to the positions of their 
feature vectors, as described in paper [28]. In the projection plot, the 
positions of the clusters with identical feature vectors coincide. 
There are 6 such coincidences involving in total 14 clusters: the pairs 
B02+B06 and B13+B14 occur 4 times each, the pair B04+B06 
occurs 3 times, the pairs B01+B09 and B03+B04 occur twice each, 
as well as the combination B02+B09+B13+B14. The matrix in 
Fig.19 shows the co-participation of the individuals in the clusters. It 
can be seen that each individual (except B11, for whom too few data 
records are available) co-participated in “trend setting” clusters 
almost with all other individuals. 

The clustering results indicate that the decisions are, probably, 
made by subgroups of individuals rather than by singular individuals. 
The subgroups differ from case to case. However, another 
explanation is also possible: each cluster may consist of one leader 
and one or more eager followers, who immediately changed their 
movement direction after the leader did this. The low temporal 
resolution of the data constrains the precise differentiation of leaders 
and followers. In Fig.17, we see that many clusters are extended in y-
dimension, i.e., along the movement direction of the group. More 

precisely, the quartiles of the y-extent of the clusters are 7.1, 21.2, 
and 41.9m and the maximum is 105.8m. It is probable that the 
individual who was at the front end of such an extended cluster was 
followed by the others, who could see that individual in front of them 
while moving. By interacting with the map display (selecting the 
individuals one by one; the clusters that do not include the selected 
individuals are automatically hidden), we have found out that there is 
no individual who was at the front ends of all clusters where this 
individual participated. This may mean that none of the individuals 
had the ultimate “decisive power” in the group. 

We have also investigated whether the individuals’ movement 
behaviors, specifically, the preferred positions in the group space, 
changed over time. For this purpose, we have divided the time span 
of the observations into four intervals based on the largest temporal 
gaps in the observations, which are visible in Fig.10C. The intervals 
are: March 21 – May 24, 2007, June 11 – August 19, 2007, 
September 05 – September 27, 2007, and January 29 – April 14, 
2008. The individuals’ positions have been aggregated by these time 
intervals and cells of a regular grid covering the group space. We 
have visualized the results on multiple maps similar to the maps in 
Figs.13 and 14. This time, we used a series of four small multiple 
map displays, one display per time interval. For each time interval, 
we have subtracted the average distribution for all animals taken 
together from the individual distribution of each animal, as we did 
previously in Fig.14. By inspecting the map series, we can identify 
individuals that noticeably changed their positional tendencies over 
time. The maps of three animals are shown in Fig.20. The four rows 
of maps correspond to the four time periods. Over the first three 
intervals, B01 was shifting more to the front positions while B10 and 
B14 were shifting from the front positions to the center and back of 
the group space. In the fourth interval, the patterns are again similar 

 
Fig.18. The table rows represent the clusters of “trend setting” events 

and the columns correspond to the group members. The colored bars 

show what individuals participated in each cluster. 

 
Fig.19. The matrix represents the frequencies of pairwise co-

occurrences of the individuals in clusters of “trend setting” events. 

 

 
 

 
Fig. 20. The map series shows the changes of the distribution of the 

positions of three selected individuals in the group space over time. 



to those in the first interval, which suggests that the behavioral 
changes could be seasonal. 

3.4 Judgments of Domain Experts 

From the perspective of the ethologists, the methods developed here 
provide an extremely valuable means of probing the decision rules 
by which collective animals coordinate their movements. That is, 
they allow an assessment of the relative contributions of social 
factors relating to sex, rank and reproductive state (fertile periods; 
pregnancy; lactation) and ecological factors (terrain, food density, 
visibility) to individual movement patterns. If one can identify the 
local rules used by animals to maintain, increase or decrease distance 
to particular others, one can then investigate how the aggregation of 
these local rules gives rise to overall patterns of movement within a 
group and by the group as a whole. To date, such studies have only 
been conducted under highly artificial conditions on smaller-brained 
organisms. With the development of these new techniques, the 
researchers will be able to test whether large-brained, wild-living 
animals similarly use simple local rules that give rise to complex 
coordinated movement, or whether it is necessary to consider the 
possibility that primate decision-making is more complex. Although 
a clear-cut answer has not been obtained yet, the new methods have 
brought the researchers much closer to it than it was possible before. 

One particularly valuable aspect of the new techniques is the way 
in which temporal dynamics are built into the visualizations, so that 
patterns over time are made highly visible (in particular, in 
depictions using the space-time cube), with respect to group 
movements as a whole over time. Here, the identification of 
‘marches’ and ‘meanders’ within and across days is highly useful for 
testing hypotheses relating to patterns of range use in relation to 
individual decision making. However, the ability to track the relative 
positioning of different animals within and across days is even more 
crucial because it allows a more refined assessment of what 
constitutes ‘leadership’ in such groups. It is clear that leadership 
reflects differing degrees of ‘influence’ across different individuals, 
and is not merely the result of spatial positioning. The measure of 
‘trend-setting’ is particularly valuable in this respect, allowing 
temporal as well as spatial contingency to be assessed in a precise 
quantitative fashion.  

The ability to obtain spatially explicit data from habituated social 
animals is driving a new generation of questions about the 
consequences and correlates of gregariousness, for which a new 
generation of analytical techniques is needed. One central issue 
concerns the extent to which one animal can influence the use of 
space by others and thereby structure the group’s activities. Most 
analyses have concentrated on leadership because these are easy data 
to extract. At the same time, however, such analyses ignore different 
and potentially more subtle influences that may well interact with 
one another. In addition to being scale-free, which will greatly 
facilitate direct comparisons across study sites and species, the 
application of the methods outlined here to wild primates has already 
revealed such novel interactions that will be central to our more 
formal analysis of socio-spatial architecture. 

4 D ISCUSSION AND CONCLUSION 

Algorithm 1 produces two major results: the central trajectory of a 
group and the coordinates of the group members in the group space. 
Additionally, it computes a number of attributes referring to the 
positions of the central trajectory and of the individual trajectories of 
the group members. The central trajectory and the associated 
positional attributes, which reflect the overall characteristics of the 
group (dispersion in space, variation of the members’ movement 
direction, spatial extents along and across the movement direction, 
etc.), are used for analyzing the group movement at the level of the 
group as a whole, including the change of the group’s position in 
space and the evolution of its spatial footprint. The coordinates of the 
members in the group space and the associated positional attributes 
(distance from the group center, deviation from the group’s 

movement direction, relative order with respect to the other 
members, etc.) are used for analyzing the group movement at the 
level of individual group members. In this way, our method supports 
the three levels of group movement analysis defined by Wood and 
Galton [10][11]. 

The worth of the coordinate transformation to the group space is 
that it enables the abstraction from the absolute positions of the 
moving objects in the geographical space and focusing on the 
relative positions of the objects with respect to each other, regardless 
of where the whole group is in the original space. After the 
transformation, the relative positions of the objects in different time 
moments become easily comparable and generalizable. Thus, in 
section 3.3, we have created generalized “portraits” of the movement 
behaviors of group members as the density distributions of their 
positions in the group space. 

A good feature of both results of Algorithm 1 is that the variety 
of existing visual analytics methods designed for movement data [6] 
can be applied to the central trajectories and to the trajectories of the 
individuals mapped onto the group space. We have demonstrated the 
use of methods for analysis of relatively small datasets at a high level 
of detail (section 2.3) and scalable methods for analysis at a more 
general level. The scalable methods focus on spatial, temporal, and 
statistical distributions and involve spatial and temporal aggregation, 
event extraction, clustering, and statistical summarization. Algorithm 
1 itself is scalable to large datasets since it has linear computational 
complexity (all computations can be done in a single scan of the set 
of object positions) and does not require all data to be loaded in 
RAM at once. At each step, it only needs two consecutive positions 
from each trajectory; hence, the data can be processed by portions.  

Besides being scalable, the presented methodology is also robust 
with respect to the temporal resolution of the data. It worked well 
both for the group walk data with fine temporal resolution and for 
the baboon movement data with low temporal resolution. Algorithm 
1 has no inherent limitations concerning the temporal resolution of 
the data. The resolution only limits the level of detail that is possible 
in the analysis of both original and transformed data. 

The suggested approach is applicable to data reflecting group 
movement, when multiple objects move together as a single unit, 
which gives the possibility to identify the center and movement 
direction of this unit. The approach is not applicable to independent 
movements of multiple objects, when there is no common movement 
direction. The approach is primarily oriented to movement in a two-
dimensional metric space, such as geographic space. Technically, it 
can be applied to data referring to an abstract space, such as a space 
of value combinations of two numeric attributes; however, the 
distances and directions in such a space may be difficult to interpret. 

The possible application domains of the methodology include, 
besides the research of movement behaviors of collective animals, 
analysis of movements in various race sports, where the racers move 
together, and their relative positions change along the way. 
Algorithm 1 and the following analysis of its results can also be 
applied to moving groups (‘flocks’, ‘moving clusters’, ‘herds’, etc.) 
identified by dedicated computational methods [3][8][9][16][17][18]. 

The application of the methodology to animal movement data has 
demonstrated a high utility of the transformation from the geographic 
space to the group space for the investigation of individual 
behavioral differences. In the future, we plan to devise other space 
transformations suitable for different types of data and productive for 
various specific kinds of analysis. 
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