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Abstract: Tangible user interfaces (TUIs), systems characterised by the 
embodiment of interaction in physical objects, have attracted general interest 
but have not yet been widely adopted for learning. Employing these kinds of 
novel technologies could yield substantial benefits to learners. This paper 
provides a review of state-of-the-art TUIs for learning, scoped by a revised 
definition of TUIs that serves to delineate and differentiate these from other 
kinds of interfaces. We propose a classification framework that attends to 
important aspects of TUIs for use in learning and review tangible systems 
within this classification to expose research and design gaps. Our work 
provides guidance for researchers and learning technologists to help identify 
potential research directions for TUIs for learning. 
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1 Introduction 
Advances in technology, such as multi-touch and tablet devices, offer intriguing 
possibilities for teaching and learning. They represent an opportunity to move educational 
technologies away from traditional software and devices to technologies that are more 
naturally embedded in the learning context (Schöning, 2010). Tangible user interfaces 
(TUIs) are a new kind of technology that emphasises the physicality of interaction 
through the coupling of physical and digital representations. While these are growing in 
popularity in research environments (Horn et al., 2009; Antle, Wise, and Nielsen, 2011; 
Shaer et al., 2011; Horn, Crouser, and Bers, 2011; Hornecker, 2005a and 2005b; Fleck et 
al., 2009; Africano et al., 2004; Xie and Antle, 2007; Scarlatos, 2002), there is scant 
research into employing TUIs in educational environments (Wang, Young, and Jang, 
2010; Horn and Jacob, 2007; Zufferey, Jermann, Do-lenh and Dillenbourg, 2009).  

The aim of this paper is to review TUIs for learning. To scope this review, we first 
propose a definition of TUIs in light of previous work to sharply delineate the space of 
these kinds of interfaces. We then provide a classification framework for TUIs in the 
context of learning, and offer a more detailed review of eight TUIs according to this 
classification. We discuss the implications of this classification for further work. 

Our work provides benefits to two main audiences. First, it will help guide researchers 
who are interested in TUIs to explore new challenges in the area of teaching and learning. 
Second, it will allow learning technologists to identify the TUIs that might be best suited 
to particular types of learning. This review is very timely, given the current pace of 
technological change, as it provides an overview of current TUIs and helps to identify 
gaps in the design and use of TUIs for learning. 

2 Tangible user interfaces 

2.1 What is a tangible user interface? 
Introducing a tangible aspect into user interfaces is a relatively new concept. “Tangibles” 
are concerned with mediating between physical and digital worlds (Ishii and Ullmer, 
1997) by providing an extension of the digital world that is made touchable and 
manipulable in the physical world. Different terms are used to describe these physical 
“bits” of tangible user interfaces – objects, containers, artefacts, props, phicons, tangibles, 
tokens, etc (Ishii and Ulmer 1997; Shaer et al., 2004). In this paper, we will refer to them 
as tangible objects. 

There have been some attempts at differentiating TUIs from other kinds of interfaces. 
Most definitions of TUIs have focused on the user’s manipulation of physical objects 
which is then reflected in a change of state in the digital world (Fishkin, 2004). 
Furthermore, a TUI requires that this change of state in the digital world is fed back to the 
physical world, either through the same or a different object (Gentile et al, 2011).  

In further refinements to the definition of a TUI, it has been suggested that the 
tangible objects that are manipulated by a user must have physical configurations and 
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properties closely “coupled” to their digital representation (Ullmer and Ishii, 2000). This 
notion of coupling is similar to Fishkin’s (2004) concept of metaphor in a TUI, which 
captures how closely, and in what way, the tangible object mirrors the digital object. This 
use of metaphor means that a TUI should be inherently more usable because it can 
leverage intuitive knowledge about how to interact with it (Hurtienne and Israel, 2007).  

However, these attempts at a definition still fall short of clarifying whether a system is 
a TUI or whether it is really a different kind of interface that has some tangible aspects. 
There is some evidence in support of this assertion that a clear definition is lacking; 
recent research into tangible user interfaces (e.g. Wang, Young and Jang, 2010; Antle, 
Wise, and Nielsen, 2011; Antle et al., 2011; Horn, Crouser, and Bers, 2011; Shaer et al., 
2011) uses the terms “tangibles”, “tangible systems” and “tangible user interfaces” in a 
variety of ways. For example, should Ely the Explorer in (Africano et al., 2004) be called 
a tangible system or a tangible user interface? We therefore start by proposing a more 
specific definition of TUIs in order to guide our review of TUIs for learning.  

2.2 Tangible user interfaces: definition 
To scope our review, we present a working definition for tangible user interfaces that 
distinguishes them from other kinds of user interfaces. Our working definition provides 
four criteria that a system has to meet to be a TUI:  

Criterion I – Tangible objects. Tangible user interfaces consist of one or more 
tangible objects that are used either as input devices or as both input and output devices. 
This means that the TUI either consists of tangible objects that are used as input devices 
and output is provided via separate displays such as tabletop surfaces, or the TUI is the 
object that is used for both input and output, for example, the Learning Cube (Terrenghi 
et al., 2005). 

Criterion II - Embodiment. Tangible user interfaces are systems in which input and 
output are closely temporally and spatially related, i.e. the tangible object is both the 
input and the output device, or the output takes place around the input device/object. This 
proximal embodiment means that the output from the TUI needs to take place within the 
immediate space of sensory feedback (visual, auditory, haptic) of the user – the output 
could be directly proximate to the object, or it could be projected on a screen next to it.  

Criterion III – Metaphor. Tangible user interfaces are systems where digital and 
physical spaces are closely integrated, and where there is a straightforward mapping or 
analogy between the digital world and physical space in terms of a) object and/or b) 
action. This means that the physical form of a tangible object, and/or the action 
performed with it, are analogous to its representation in the digital world. This is based on 
Fishkin’s (2004) notion of metaphor presented by the TUI. In addition, when a tangible 
object is used to represent an object of the digital world, if the tangible object is removed 
from the physical environment, its digital representation is removed from the digital 
world. 

Criterion IV - Continuity. Tangible user interfaces are interactive and they support 
continuous interaction. This means that the user does not cease to interact with the TUI 
following just one input. Rather, the user continues to interact with the TUI after the 
system has responded and invited the user to interact further with its objects. The 
continuity criterion does not mean, however, that a TUI requires uninterrupted input from 
the user – it means that the TUI promotes interaction with its objects that goes beyond 
one initial input. 

We define a system to be a TUI when all four of these criteria are met. 
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2.3 Examples of what is and is not a TUI 
Not all systems with tangible objects are tangible user interfaces although they might 
enhance a certain quality or property by adding a tangible aspect to the user’s experience. 
We explore three examples of systems and their uses to see whether they are TUIs 
according to our working definition.  

The Wiimote in a tennis game 
The Wiimote (the controller for Nintendo’s Wii console) could be considered just a 
different kind of pointing device, similar to a mouse. However, the Wiimote, used in 
conjunction with a tennis game, falls within our definition of a TUI. 

The Wiimote, when used in a tennis game, becomes the tennis racket. The user hits a 
virtual tennis ball in the digital space by moving the Wiimote in a manner analogous to 
the racket in the physical space. When the Wiimote is removed from the physical 
environment, the tennis racket is removed from the digital world, or if the Wiimote is 
placed on the ground, the tennis racket appears stationary on the ground in the digital 
world as (thus meeting the metaphor criterion). The Wiimote is used as an input device, 
but also functions as an output device through haptic feedback (fulfilling the tangible 
object criterion). The Wiimote in the tennis game is interactive and the user continues 
playing the game after first hitting the tennis ball (satisfying the continuity criterion). 
Finally, the Wiimote is proximally embodied, because the user can see the output on the 
screen in front of him/her (fulfilling the embodiment criterion). Overall, the Wiimote 
used in a tennis game meets all four criteria and therefore is a TUI. 

Programmable Bricks 
We now present a system which, according to our definition, is not a TUI but which 
clearly provides a tangible aspect to the user experience.  

Programmable Bricks (Resnick, 1996) is a system that allows the user to put together 
bricks each of which is programmed to carry out some action (Figure 1, left). Although 
the user interacts with tangible objects (the bricks), they are not used for input (failing the 
tangible object criterion); instead the user inputs the program that the bricks should 
perform by entering it via a standard computer and the output takes place “nearby” the 
input (thus passing the embodiment criterion). The user cannot change the state of the 
system by physically interacting with the bricks (and therefore cannot continue 
interacting with it through its objects) – the bricks have been pre-programmed (violating 
the continuity criterion). Moreover, there is no tight mapping between physical and 
digital world (failing the metaphor criterion). 

Figure 1 (left) Programmable Bricks (Image copyrights: IBM Systems Journal); (right) The 
Reactable (Image: www.reactable.com. Photographer: Xavier Sivecas). 
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The Reactable 
The Reactable (Figure 1, right) is an electronic musical instrument that provides tangible 
objects, called pucks, which interact with each other according to their form, position and 
proximity. Users place these pucks on a translucent tabletop display and by manipulating 
them—rotating and sliding to connect different pucks —the performers create music 
(Jordà, 2010). 

The Reactable consists of tangible objects that are tightly coupled with their digital 
representation – the user has to use and rotate the pucks on the tabletop surface to achieve 
the desired musical effect. If a puck is removed from the tabletop surface, its digital 
representation is also removed from the digital world, and its feedback ceases (passing 
the metaphor criterion). The pucks of the Reactable (the tangible objects) are used as 
input devices (fulfilling the tangible object criterion). The Reactable is interactive and it 
invites the user to continue using it in order to play music (satisfying the continuity 
criterion). The tangible objects of the Reactable are proximally embodied as the output 
takes place near the input – output is presented in visual form on the tabletop surface and 
all around the user in the form of audio feedback (fulfilling the embodiment criterion). 
All four criteria for a TUI are fulfilled; therefore the Reactable is a TUI. 

3 Classifications of TUIs 
The definition given in section 2.2 scopes the space of TUIs by defining what we 
consider is, or is not, a TUI. We now turn our attention to providing some structure to this 
space, by briefly reviewing notable classifications and taxonomies of TUIs and noting 
their adequacy from the perspective of an interest in TUIs for learning. 

In an early attempt to classify TUIs, Ullmer and Ishii (2000) focused on the different 
relationships between objects. They distinguished and exemplified four main types of 
TUIs: spatial, relational, constructive and mixed systems. In spatial TUIs, the spatial 
relationships between the tangible objects are directly expressed by the system. Relational 
TUIs transfer the logical relationship between tangible objects into the digital world. 
Constructive TUIs comprise of systems in which the user slots together a collection of 
tangible objects in the same manner as he or she would construct LEGO™ blocks 
(Ullmer and Ishii, 2000). Mixed systems, the fourth category of TUIs identified by 
Ullmer and Ishii, is a combination of the aforementioned types.  

Ullmer and Ishii’s classification categorises TUIs only by the type of relationship 
between the tangible objects. It does not look at other aspects of TUIs. Given that this 
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was one of the earliest published classifications of TUIs, it is not surprising that other 
types of TUIs were not described at that time. 

Koleva, Benford, Ng and Rodden (2003) presented a framework for classification of 
TUIs, based on degrees of coherence and link properties between physical and digital 
objects. They described six degrees of freedom in their coherence category in a weak-
strong continuum depending on whether the analogy between objects is weak or strong 
(i.e. strong coherence exists when objects appear to be the same in both physical and 
digital worlds). The link properties in the classification were transformation, sensing of 
interaction, configurability of transformation, lifetime of link, autonomy, cardinality of 
link and link source. This classification, however, was not specifically intended for TUIs 
for learning, and it focused mainly on the technical properties of TUIs. There was no 
attempt to examine whether the nature of the link between the physical and the digital 
objects, or the degree of coherence between them, might be important to learning. 

A different type of classification was put forward by Fishkin (2004) who offered a 
two-level taxonomy of TUIs based on the concepts of “embodiment” and “metaphor”. In 
Fishkin’s taxonomy, “embodiment” refers to the relationship between input and output 
device and it serves to categorise four different types of relationship – full, nearby, 
environmental, and distant. Full embodiment applies when the user provides input and 
receives output from the same tangible object. When the objects of a TUI are nearby 
embodied the output takes place near the tangible object. Environmental, “non-graspable” 
embodiment is when the output is provided around the user and this includes audio 
output. Lastly, distant embodiment is when the output is observed ‘over there’, which 
could be another screen or room (Fishkin, 2004). “Metaphor” refers to whether and how 
the digital world mirrors the physical world (and vice versa) through the shape and 
motion of an object; this is similar to the idea of coherence in Koleva, Benford, Ng and 
Rodden’s classification. Fishkin identifies four types of metaphor: noun, verb, noun and 
verb, and full. A full metaphor is present in a TUI when the user does not need to make 
an analogy between the physical and the digital world because “the virtual system is the 
physical system”, while in a noun and/or verb metaphor both the state (shape) and the 
motion (user’s action) of the tangible objects in the digital world are analogous to their 
physical representation, but the user still needs to make the analogy (Fishkin, 2004).  

A shortcoming of Fishkin’s taxonomy for our purposes is that it provides only a 
spectrum of TUIs—something is more or less tangible. Fishkin’s use of the concepts of 
embodiment and metaphor is too broad to identify the difference between TUIs and other 
types of user interfaces. As with the other classifications of TUIs mentioned here, 
Fishkin’s taxonomy also lacks attributes that could be useful for investigating TUIs for 
learning. However, these classifications do contain several useful components that we 
draw upon in proposing a classification of TUIs for learning. 

4 TUIs for learning  

4.1 Learning Theories 
We set out to understand the role and future potential of TUIs for learning. There are 
numerous theories of learning, but two are particularly applicable when considering 
technologies such as tangibles: cognitivism and constructivism. 

According to cognitivists, the human mind is an information processor where 
acquiring new knowledge changes the learner’s schemata. “Knowledge is a storehouse of 
representations, which can be called upon for use in reasoning and which can be 
translated into language” (Hung, 2001). Constructivism, on the other hand, views 
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learning as a process in which knowledge is acquired through the construction of 
information, building on previous knowledge of the world (Piaget, 1999). Piaget's theory 
sees children as individuals capable of rational thinking and approaching scientific 
reasoning. “Constructivism, in a nutshell, states that children are the builders of their own 
cognitive tools, as well as of their external realities. In other words, knowledge and the 
world are both construed and interpreted through action, and mediated through symbol 
use” (Ackermann, 2004). The schools of Froebel and Montessori followed the principles 
of constructivism by encouraging children to do more practical work and directly use 
materials that exist in the real world, and learn by following an autonomous development 
of their inner nature (Zuckerman, 2010). 

Seymour Papert's constructionism theory was based upon some of Jean Piaget's 
constructivist ideas, but it expresses a clearer belief that children learn through making 
things (Papert and Harel, 1991). The constructionism theory led to Papert’s invention of 
the Logo Programming Language in 1967, which was the inspiration for the creation of 
LEGO/Logo (Resnick and Ocko, 1991). LEGO/Logo, which links LEGO structures with 
Logo programming (e.g. a child may build a car by using LEGO bricks and write a 
program in Logo that controls the car), was the first example of how TUIs fall within the 
context of constructivism, as it combined the ideas of Froebel, Montessori and Papert in a 
TUI for learning basic programming skills. 

From a cognitivist learning perspective, TUIs can support the storing of new 
knowledge related to the physical world, either through expressive or explorative activity 
(Marshall et al., 2003; Malley and Stanton Fraser, 2004). Expressive activity is where the 
TUI supports the acquisition of behaviour, whereas exploratory activity encompasses a 
learner gaining new knowledge, via TUIs, of physical or computational theories.  

Constructivism is especially relevant in relation to TUIs because of the emphasis in 
both the theory and the system on the physical interaction which allows the learner to 
construct knowledge of the world through experiencing it (Lefrançois, 2000) - or in other 
words, to learn by doing (manipulating things in the physical world). This view is also 
supported by Goschler (2004) who argues that parts of learners’ conceptual systems are 
shaped by the direct experience of their bodies.   

4.2 A classification of TUIs for learning 
Drawing on existing classifications of TUIs and learning theories, we have developed a 
classification scheme for tangible user interfaces. This extends existing taxonomies to 
include concepts that are of special relevance to learning. The classification (Table 1) 
uses seven categories to focus on key aspects of TUIs that may have an impact on 
learning. These seven categories are organised into three broader groups: the type of 
learning that the TUI supports, the type of interaction between the learner and the digital 
world and the type of object manipulation. 

4.2.1 Type of learning 
TUIs could be used to support different types of learning. This first group of categories 
distinguishes three main aspects of learning: the type of long-term memory that is 
targeted in the learning, the number of participants in the learning environment and the 
motivation of the learning context. These were chosen specifically because they may 
have implications for learning, drawing on cognitivist ideology. 

Learning by type of long-term memory used  
There are two kinds of long-term memory according to neuropsychology and as 
recognised by cognitivists (Lefrançois, 2000): explicit and implicit memory. Explicit 
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memory is usually concerned with the storage of factual information and involves 
conscious recall; it is also called declarative memory. In contrast, implicit (or procedural) 
memory is associated with learning of motor skills and does not require conscious recall 
of information; it is also called non-declarative memory. Therefore, implicit (skill) 
learning applies to TUIs that are used to learn a skill, whereas explicit (fact) learning 
applies to TUIs that are used to learn factual information. 

 

Table 1 Classification of TUIs for learning 

 Category Dimension Definition 

Le
ar

ni
ng

 C
ha

ra
ct

er
is

tic
s 

Type of Learning 

Learning by type of 
long-term memory 
used 

Implicit (skill) 
Learning 

Learning that involves the use of 
implicit or procedural memory (motor 
skills) 

Explicit (fact) Learning 
Learning that involves the use of 
explicit or declarative memory 
(factual information) 

Learning by number 
of participants 

Individual Learning One user manipulates the system and 
learns 

Collaborative (group) 
Learning 

A group manipulates the system and 
learns 

Learning by type of 
motivation 

Game-based Learning Learning is implied and the obvious 
goal is winning the game 

Active Learning Learning is the obvious goal 

Sy
st

em
 C

ha
ra

ct
er

is
tic

s 

Type of interaction 

Body Interaction 
Low Body Interaction Few parts of the body interact with 

the system 

High Body Interaction Many parts of the body interact with 
the system 

Mapping of 
interaction between 
user and system 

Tight Mapping Tight mapping between the digital 
and the physical world 

Loose Mapping Loose mapping between the digital 
and the physical world 

Type of Object Manipulation 

The relationship 
between input and 
output 

Full Embodied 
The tangible object is the system – 
input/output come from the same 
source 

Proximally Embodied The output is presented near to the 
input 

Type of metaphor 
expressed by the 
system 

Noun Metaphor 
The tangible attributes of the tangible 
object are analogous to its physical 
representation 

Verb Metaphor 
The motion (user’s action) of the 
tangible object is analogous to its 
physical representation 

Noun and Verb 
Metaphor 

Both motion and state are analogous 
to the tangible object’s physical 
representation 
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Learning by number of participants 
Recent TUI research has focused extensively on collaborative learning (e.g. Antle, 2011; 
Antle et al., 2011; Fleck, 2009; Falcão and Price, 2009; Price, Sheridan, and Falcão, 
2010). Our classification distinguishes the number of participants who are involved in the 
learning task. We distinguish individual learning, where one person manipulates the 
tangible system, from collaborative learning, where a group of people learn together by 
manipulating the system. This category stems from the constructivist (and its successor 
constructionist) idea of learning by doing or constructing one’s knowledge of the world. 

Learning by type of motivation 
Some learning contexts make it obvious that the learner is engaging in a learning task, 
whereas other contexts achieve learning through “edutainment” (Prensky, 2001). It has 
been argued that digital game-based learning is a strong motivating factor for learners and 
there has been intense interest in this approach (Prensky, 2001). Following this, the 
classification distinguishes game-based and active learning. The game-based learning 
dimension represents the situation where the learning is presented in the form of a game 
or an entertainment activity (e.g. playing music): the motivating factor and obvious goal 
is winning the game or achieving a goal (i.e. playing in a certain way or composing a 
melody), and learning is implied as the game is being played. We term the opposite end 
of the dimension “active learning” and this represents the situation where the user knows 
that their goal is learning per se or retaining information (e.g. learning the periodic table). 

4.2.2 Type of interaction 
The means by which a learner interacts with a TUI is relevant and we distinguish two 
different facets of this: how the user’s body is used to interact with the system and the 
interaction exchanges or mappings between the user and the system.  

Body interaction  
This category refers to the amount of the user’s body involved in interacting with the 
TUI; the importance of body experience to learning has been pointed out by Goschler 
(2004). Some TUIs require that many parts of the user’s body interact with the system, 
while others require less body interaction, perhaps limited to just the hand. We 
distinguish high body interaction – in which the user is using their whole body or the 
interaction requires extensive motor coordination – and low body interaction. This 
category is included because of its particular relevance to the learning of motor skills in 
implicit learning TUIs, although this does not mean that only implicit learning TUIs 
support a high level of body interaction (as demonstrated in the comparison of different 
TUIs in section 4.3). 

Mapping of interaction between user and system 
This category is concerned with the input/output exchanges between the user in the 
physical world and the digital world. The tight mapping dimension describes the situation 
where interaction in the physical world is continuously and immediately reflected in the 
digital world. The user is therefore required to continuously monitor the output of the 
system after he/she has provided input by manipulating the tangible object; the user is 
continuously interacting with the whole system. In contrast, loose mapping occurs when 
the interaction in the physical world is not continuously and immediately reflected in the 
digital world, and the user is not required to continuously monitor the output of the 
system. Although a user may continue to interact with an object in the physical world, 
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these interactions may not be directly mapped to the digital world. This category is 
included because different mappings of interaction may be appropriate for different types 
of learning e.g. implicit learning may benefit from a TUI with tight mapping, as in the 
case of the T-Stick (Malloch and Wanderley, 2007) and the Jam-O-World (Blaine and 
Forlines, 2002). 

4.2.3 Type of object manipulation  
Finally, the concepts of embodiment and metaphor, as captured in previous classifications 
and definitions of TUIs, offer further useful categories for differentiating TUIs even 
though those previous classifications were not intended for TUIs for learning.  

The relationship between input and output  
Following Fishkin’s notion of embodiment (Fishkin, 2004), we distinguish two 
dimensions that are concerned with the manner in which the user manipulates objects in a 
TUI:  
1. The tangible object itself is the whole system and it is therefore fully embodied: the 
output object is the same as the input object. 
2. The system is proximally embodied i.e. the system consists of one or more tangible 
objects which are used as input devices, but not as output devices – the output is 
presented near the objects. 
This category is important because of the technical specifications of tangible systems that 
have already been used for learning (which express different forms of embodiment), and 
therefore suggest that embodiment may have an impact on learning - Terrenghi et al., 
2005; Gallardo et al, 2008; Ryokai, Marti, and Ishii, 2004 etc. 

The type of metaphor expressed by the system 
Furthermore, we also make use of Fishkin’s notion of metaphor (Fishkin, 2004) in 
classifying TUIs. We distinguish between systems that employ a noun metaphor, a verb 
metaphor, and a noun and verb metaphor. In a noun metaphor, the shape (or appearance) 
of the tangible object in the physical world is analogous to its digital representation. 
When a verb metaphor is used, the motion (or user’s action) of the tangible object in the 
digital world is analogous to its physical representation. Similarly, in a noun and verb 
metaphor, the shape and the motion of the tangible object are analogous to its physical 
representation. This category is included because of the importance of metaphor in 
learning situations, as demonstrated by Glynn and Takahashi (1998). 

4.3 Applying the classification of TUIs for learning purposes 
We have chosen eight tangible user interfaces to illustrate the application of the 
classification. These TUIs have been selected because they have been used previously for 
learning. While there are many other systems with tangible aspects (e.g. Billinghurst and 
Jounghyun, 2004; Bonanni et al., 2008; Cheok et al., 2002; Do-lenh, Kaplan, and 
Dillenbourg, 2009; Frei et al., 2000; Morelli, et al., 2011; Nagel et al., 2010; Stanton et 
al., 2001, etc), we omitted systems which are either not TUIs according to our definition 
or have not been used for learning purposes. The eight selected TUIs are: 

1. Tern – a tangible tabletop game in a form of a puzzle. Tangible objects in the form 
of wooden jigsaw puzzle pieces can be connected in different sequences to construct 
diverse computer programs. These programs control robots in a grid world (Horn, 
Crouser, and Bers, 2011). The goal for the players is to lead the virtual robot out of the 
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digital grid; the goal of the game is to teaching programming skills as the user completes 
the puzzle (Horn and Jacob, 2007). 

2. TurTan – a tangible tabletop programming interface. A turtle moves around the 
physical world (tabletop) and responds to tangible objects placed on the surface (Figure 
2). Programmed shapes are displayed, as a result of the turtle’s movement, which are 
based on the Logo Programming Language. Each tangible object is equivalent to a Logo 
command line (Gallardo et al, 2008; Gallardo, Julia, and Jorda, 2008).  

3. Learning Cube – a tangible cube that has six displays. The top side of the cube 
displays a question and four possible answers are displayed on the four vertical sides of 
the cube. The user has to rotate the cube to find the correct answer and shake the cube to 
select it. The cube uses test-based quizzes, where images and text could be used to 
support learning (Terrenghi et al., 2005).  

4. TagTiles – a racing learning game for energy use and sustainability. A maximum of 
two players race objects to a final destination by using different energy sources in a 
tabletop sensor board environment. TagTiles targets “learning and understanding of the 
use of energy sources and their environmental impact and consequences for 
sustainability” (Zhang, Shrubsole, and Janse, 2010). 

5. Towards Utopia – a tabletop system to build a community in the Coquitlam River 
Basin (Canada) by assigning “various land uses and activities to specific locations on a 
topographic map displayed on an interactive tabletop” (Antle, Wise, and Nielsen, 2011). 
Towards Utopia encourages the learning of concepts related to land use planning and 
sustainable environment.  

6. I/O Brush – a tangible brush enhanced with sensors to “pick up” colours and 
patterns from its surroundings, which afterwards is used to draw them on a digital 
graphics tablet (Ryokai, Marti, and Ishii, 2004). This TUI was designed for kindergarten 
children to produce artwork and explore colour – they were taught how to use it in their 
classroom, and then they were encouraged to play and produce drawings of their own.  

7. T-Stick – a tangible musical instrument. Each T-Stick can represent a family of 
instruments, which generally changes the way it is manipulated or “played”. It is made of 
plumbing pipe, which is cut in half and filled with sensors and circuitry (Malloch and 
Wanderley, 2007). Touching and tilting the T-Stick in certain directions creates the 
desired input to play it as a musical instrument.  

8. Jam-O-World – a tabletop installation which runs the software of a musical game 
called Jam-O-Whirl. The players rotate a circular disk to guide a ball through a circular 
maze, accompanied by musical effects (Blaine and Forlines, 2002). 

Figure 2 TurTan running on a tabletop 
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Table 2 classifies these eight TUIs according to the dimensions of our classification 

scheme. In terms of type of learning, the T-Stick and the I/O Brush are categorised as 
implicit learning because the user learns motor skills while using them (playing an 
instrument with the T-Stick, and drawing with the I/O Brush), while the rest of the TUIs 
are classified as explicit learning because they support learning of factual information, 
such as programming (Tern, TurTan) or acquisition of additional knowledge (TagTiles, 
Towards Utopia). All the tabletop systems, except for TagTiles, support collaborative 
learning since they are used by more than one learner at a time, while the Learning Cube, 
the I/O Brush and the T-Stick are used individually, not in groups. As regards 
embodiment, the Learning Cube and the T-Stick are fully embodied, as input and output 
is received from the same tangible object (in this case, the whole system), while the rest 
of the TUIs are proximally embodied which is typical of tabletops. TurTan, the Learning 
Cube, Towards Utopia, the I/O Brush and the T-Stick have learning as a clear and 
obvious goal (programming, exam-based subjects, sustainable environment, colour 
exploration or drawing, playing an instrument), while Tern, TagTiles and Jam-O-World 
are presented in the form of games, and the obvious goal is winning the game.  
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Considering the second group of categories, type of interaction, the T-Stick is 
classified as high body interaction, as the learner has to use his/her whole body to tilt the 
TUI in a certain way, and at the same time manipulate its sensors to achieve the desired 
effect, while the rest of the TUIs only require users to use their hands or arms to interact. 
This is related to the T-Stick belonging to the individual dimension in learning 
characteristics: it is easier to support collaborative learning when a TUI is proximally 
embodied, as more users are able to interact with it and observe its output (as in the case 
of tabletops). The T-Stick and Jam-O-World have tight mapping between the user and the 
system: they require the user to continuously monitor the system and immediate input is 
required from the user to continue interacting with the TUI. The mapping is loose for all 
the other TUIs: the user is not required to produce immediate input and continuously 
monitor the system. 

Finally, we consider the type of object manipulation in these TUIs. In terms of 
metaphor, TurTan is the only one of these TUIs where only the motion of the tangible 
object in the digital world is analogous to its physical representation, and therefore it 
exhibits a verb metaphor. Tern, Jam-O-World, the I/O Brush and the T-Stick are 
classified as having a noun and verb metaphor because both the shape and the motion of 
their tangible objects are analogous to their digital representations. The Learning Cube, 
TagTiles and Towards Utopia express a noun metaphor because the shape of the tangible 
objects in the physical world is analogous to their digital representation, but the action 
performed with them is not analogous. It is interesting that the TUIs in the noun and verb 
metaphor dimension are also classified as TUIs for implicit learning. The question is 
whether this is achieved by accident or if there is a reason why TUIs that express a noun 
and verb metaphor are best applied in implicit learning situations?  Is active learning best 
achieved with a TUI that expresses a noun metaphor or a verb metaphor or both? Is 
explicit learning always related to TUIs with low body interaction, as Table 1 shows? 
Similarly, as Table 1 suggests, is collaborative learning better achieved with a proximally 
embodied TUI?  

Table 2 Testing our Classification 

TUI Dimensions 1 2 3 4 5 6 7 8 

Learning 
Implicit      ü ü  
Explicit ü ü ü ü ü   ü 

Individual   ü ü  ü ü  
Collaborative ü ü   ü   ü 

Game-based ü   ü    ü 
Active  ü ü  ü ü ü  

Interaction 

Low Body ü ü ü ü ü ü  ü 
High Body       ü  
Tight Mapping       ü ü 
Loose Mapping ü ü ü ü ü ü   

Object Manipulation 

Fully Embodied   ü    ü  
Proximally Embodied ü ü  ü ü ü  ü 
Noun Metaphor   ü ü ü    
Verb Metaphor  ü       
Noun and Verb Metaphor ü     ü ü ü 
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5 Discussion and future work 
In this paper, we have proposed a working definition of TUIs. Our definition provides a 
common terminology for discussing important aspects of these systems while also 
limiting the scope of systems that can truly be considered to be TUIs. Although some 
previous work has added a tangible aspect to a learner’s experience (Africano et al., 
2004), we argue that a number of these systems do not meet the criteria for a TUI. Our 
definition therefore clearly delineates and differentiates the space of TUIs from other 
types of interfaces that learning technologists and researchers could consider in 
educational contexts.  

Working within the scope of the definition, we further proposed a seven-dimensional 
classification scheme for TUIs. We selected eight representative TUIs to demonstrate the 
application of the classification; these were chosen because they have previously been 
used in learning contexts. The majority of systems we reviewed are based on tabletop 
technology, currently the most prevalent technology for TUIs. With the continuing 
progress of technology, we anticipate the emergence of a greater diversity of TUIs and 
these can be accommodated within the classification scheme in the future. In addition, 
there are many TUIs that exist today that are employed in art installations, performance, 
data visualisations, etc. These were excluded from our review because they have not been 
used for learning, however, we expect that some of these TUIs could also be useful in 
future educational contexts. 

Our classification of TUIs for learning shows there are gaps which offer research 
opportunities for investigating the potential role of TUIs in certain types of learning. 
While numerous studies have focused on TUIs for collaboration (Africano et al., 2004; 
Fleck et al., 2009; Hornecker, 2005a and 2005b; Scarlatos, 2002; Xie and Antle, 2007), 
there are currently few TUIs which address implicit learning (Ryokai, Marti, and Ishii, 
2004; Malloch and Wanderley, 2007). Further research is needed to investigate whether 
this is simply a reflection of the aim and design of current TUIs or whether TUIs are 
fundamentally less successful in supporting implicit learning. Likewise, there is an 
interesting opportunity to look at the connection between implicit learning and TUIs that 
express a noun and verb metaphor. 

The TUIs reviewed in this paper also appear to combine specific types of learning 
with particular user interactions. In general, explicit learning of facts tended to be mostly 
achieved using TUIs that involved low body interaction, whereas implicit learning was 
combined with high body interaction. Similarly, if we look at the TUIs in Table 2 that are 
involved with active learning, we notice that most of them also have loose mapping 
between the digital and the physical world. This implies that the user in these systems is 
not required to continuously observe the system, and possibly this is based on the 
assumption that tight mapping is not important for this type of learning. Perhaps 
continuous observation of the system is not relevant to active and explicit learning with 
TUIs. This points to promising areas of future research which evaluate the effects of 
users’ interaction with TUIs on specific types of learning. It would also be interesting to 
create novel learning technologies by explicitly combining dimensions in our 
classification framework in the design of new TUIs. For example, we could attempt to 
design TUIs which couple individual with implicit learning involving high body 
interaction and tight mapping between the digital and the physical world. Another 
possible novel combination of TUI dimensions could be collaborative learning through a 
proximally embodied TUI. Our classification therefore also allows the creative generation 
of TUI technology.  

Finally, it is worth noting that only a few of the current TUIs for learning have been 
employed or studied in a formal classroom setting and most projects have not looked 
beyond use of the TUI for longer than a few weeks or months. Could these TUIs be 
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feasibly transferred from a research to a real-world classroom setting? There is a clear 
requirement for learning research to focus on the long-term effects of learning with TUIs 
in the classroom. Since there is some evidence that children enjoy using TUIs and that 
TUIs promote collaboration (Africano et al., 2004; Fleck et al., 2009; Hornecker, 2005a 
and 2005b; Scarlatos, 2002; Xie and Antle, 2007), TUIs could prove useful for early 
stage learning. 

6 Conclusion  
In this paper, we have reviewed previous definitions of TUIs and provided a new 
classification framework that allows the analysis of TUIs for learning. We reviewed eight 
existing TUIs with respect to the classification we proposed. Our work found that: 
• A clearer definition of TUIs distinguishes them from other types of interfaces, 

provides a clear terminology for discussing their characteristics and helps to scope 
systems under consideration for learning contexts 

• Our classification framework successfully differentiates existing TUIs and 
categorises them according to type of learning, type of interaction and type of object 
manipulation 

• There are gaps in the types of learning that current TUIs address. Currently, there are 
few TUIs which focus on implicit learning. 

• The TUIs that were reviewed appear to combine specific types of learning with 
particular user interactions. Research is needed to establish the impact of these user 
interactions on learning. 

Our definition and classification of TUIs can help researchers and learning specialists 
to further investigate TUIs for learning and is a first step in paving the way for the use of 
TUIs by learners in classrooms. 
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