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This research is concerned with the application of statistical methodology to general insurance, in particular to the motor insurance branch.

The research consists of two independent investigations in which two important aspects of motor insurance claims were studied. The aim of the first phase was to measure the influence of a given set of rating factors on both average claim size and claim frequency, and the second phase aimed at estimating an average pattern of settlement delays for motor insurance claims.

In the first investigation, five rating factors were considered : mileage, zone of garage, no claim bonus, vehicle make and vehicle age. No strong evidence was found that these five rating factors had a significant influence on the average claim, but the same was not true for the claim frequency, in which such an influence was not only detected, but also measured for a limited set of the observations.

An average pattern of settlement delays for motor insurance was estimated in the second investigation, based on two years of claims experience. It was shown that such a delay could give rise to a marginal profit for an insurance company, provided that the corresponding reserves for outstanding claims were appropriately invested.

Due to the difficulty in getting data from the insurance industry, the two phases of the research had to be carried out using data
from different sources. Thus, the first investigation was based on data from the Swedish claims experience during the year of 1977 and the second was based on data from a medium sized British insurance company relating to claims payments associated with accidents which took place in the course of the years 1972 and 1973.

| AC | Average claim (SP/NCLA) |
| :--- | :--- |
| AD | Accidental damage |
| B | No claim bonus |
| BMDP | Biomedical Computer Programs |
| ESP | Number of insured years (exposure) |
| EUNP | Estimated amount to be paid for unsettled claims |
| J | Vehicle age |
| LAC | Naperian logarithm of AC (en (AC)) |
| LMN | Naperian logarithm of MN (en (MN)) |
| M | Vehicle make |
| MN | Claim frequency ( (NCLA x l00)/ESP) |
| MTN | Average claim frequency |
| NCLA | Number of claims |
| S | Mileage |
| SP | Sum of payments |
| SPN | Thousands of SP (SP/l000) |
| SPSS | Statistical Package for the Social Sciences |
| PAD | Payment for accidental damage claim |
| PTPBI | Payment for third party bodily injury claim |
| PTPPD | Payment for third party property damage claim |
| TPBI | Third party bodily injury |
| TPPD | Third party property damage |
| TSYR | Time of settlement (in years) |
| Year of accident |  |

The reliable estimation of future claims expenditure is one of the most difficult tasks faced by an insurance company, especially when this company deals with non-life business. Unlike life insurance, general insurance business is subject to claims of a varying size and which can happen more than once for the same policy.

It is of crucial importance for an insurance company to predict its future liabilities as accurately as possible, because financial reserves have to be set up in order to meet those liabilities. If the reserves are underestimated, the company will face problems in the future in terms of being unable fully to honour its promises. Alternatively, an overestimation of reserves will retard the emergence of profits for the company, and may reduce the growth prospects of the company.

Many attempts have been made to develop mathematical models aiming at forecasting future claims expenditure; however, one cannot say that there is a particular model which has gained general acceptance in practical terms to date. Even if one considers only a particular branch of general insurance, as for example motor insurance, no standard mathematical methodology can be regarded as being widely used by insurance companies to predict their claims expenditures.

One could divide the development of claims models in general
insurance into two phases : before and after the foundations of Risk Theory had been set up by Filip Lundberg in the early part of this century (Jewell, 1980).

During the first phase, many attempts had been made to fit a great number of statistical distributions to past claims data. Thus binomial, Poisson and negative binomial distributions were successfully fitted to claim frequencies and normal, exponential, log-normal and Pareto distributions were fitted to claim amounts (Puzey, 1973).

It is worth noting that the mathematical models developed during this period concentrated only on particular branches of nonlife insurance. This lack of generality was possibly the main reason why these models had been neglected by insurance companies.

During the second phase, a general approach to the claims process in non-life insurance was achieved with the development of the so-called Risk Theory. The importance of this theory lies in the fact that its compound Poisson model, although quite sophisticated in mathematical terms, is applicable to whatever kind of homogeneous portfolio i.e. it lacks specificity (Beard et al., 1977).

A great deal of research effort was necessary in order to formalize Risk Theory. The early developments of the theory were summarized by Dubourdieu (1952), and later on, Bühlmann (1970) gave a complete account of its mathematical framework, which made researchers aware of the difficulties to be overcome regarding its complex formulation.

It is thought that this complexity was the main reason why the theory did not achieve a practical appeal. Indeed, despite the efforts of Seal (1969), Beard et al., (1977), and more recently Gerber (1979), in giving an account of the whole theory with regard to practical applications, one can by no means say that Risk Theory achieved widespread use by insurance companies.

The mathematical complexity of the theory has, to a certain extent, prevented it from developing further for some time. With the advent of fast and relatively cheap computers, some hitherto intractable problems could be solved (for example, the evaluation of convolutions in Lundberg's integral formula) thus broadening the scope of the theory.

The horizons of Risk Theory have been further enlarged with the recent introduction of concepts from other disciplines. Thus Borch (1974) introduced the utility concept to insurance, Pentikäinen (1975) studied the claims process from a dynamic programming viewpoint and Balzer and Benjamin (1981) proposed the use of Control Theory concepts in non-life insurance. A complete account of the recent developments in modelling general insurance activity can be found in Jewell (1980).

### 1.1 Purpose of the study

Given a portfolio in non-life insurance, each policy can give rise to $(2 \kappa+1)$ random variables, where $k$ itself is a random variable which represents the number of incurred claims for that policy. The other $(2 k)$ random variables are :
$X_{i}(i=1, k)$ : claim amount for the $i^{\text {th }}$ claim.
$T_{i}(i=1, k):$ time elapsed between notification to the insurer and settlement of the $i^{\text {th }}$ claim.

One criticism that can be made of Risk Theory is that it provides a framework for dealing with the distribution of a random sum of X's without, however, considering at all the T's random variables. Furthermore, the statistical approach to the distribution of the aggregate claims is frequency-based, that is to say, this distribution is estimated by taking into consideration solely past values of $X$ 's themselves, without accounting for external factors which could be interfering with the variation of the aggregate sum.

The approach which was used in this research was to study separately the influence of a given set of factors on motor insurance claims and how soon those claims are settled after their notification to the company.

To this end, two independent investigations were carried out : the first aiming at studying the influence of five rating factors on both the average claim and claim frequency, and the second one aiming at estimating an average pattern of settlement delays for motor insurance claims.

### 1.2 Outline of the study

The research consists of five chapters in addition to this introductory chapter :

Chapter 2 : discussion of methodology for the first investigation.

Chapter 3 : results of the first investigation.
Chapter 4 : discussion of methodology for the second investigation.

Chapter 5 : results of the second investigation.
Chapter 6 : conclusions and suggestions for further research.

USING REGRESSION MODELS TO MEASURE THE
INFLUENCE OF RATING FACTORS ON CLAIMS

### 2.1 Introduction

When non-life insurance companies calculate their tariffs, they take into account some factors which are thought to influence the amount of claims. These factors are generally known as "rating factors".

The aim of this chapter is to discuss the ways in which statistical methodology, in particular regression analysis, can be used in order to measure the influence of rating factors on motor insurance claims amounts and frequencies.

### 2.2 Multiple regression models

Multiple regression is a general statistical technique by means of which one can analyse the relationship between a dependent variable and a set of independent or predictor variables. This technique can be regarded either as a descriptive tool by which the linear dependence of one variable on others is summarized and decomposed, or as an inferential tool by which observed relationships in sample data are extended to the underlying population from which the sample was drawn.

### 2.2.1 Simple bivariate regression

In simple regression analysis, values of the dependent variable are predicted from a linear function of the form :

$$
\begin{equation*}
Y^{\prime}=A+B X \tag{1}
\end{equation*}
$$

where $Y^{\prime}$ is the estimated value of the dependent variable, $X$ is the independent variable and $A$ and $B$ are constants which are to be estimated.

It is worth noting that $B$ represents the slope of the straight line given by (1) and A represents the intercept of this straight line with the vertical axis.

The difference between the actual and the estimated value of the dependent variable for each observation is called the residual, and may be represented by :

$$
\begin{equation*}
R=Y-Y^{\prime} \tag{2}
\end{equation*}
$$

The constants $A$ and $B$ can be estimated by the least-squares method, which consists of finding $A^{\prime}$ and $B^{\prime}$ such that the expression below is minimized.

$$
\begin{equation*}
S S_{\text {res }}=\Sigma\left(Y-Y^{\prime}\right)^{2} \tag{3}
\end{equation*}
$$

The summation above is performed throughout all the observations.

It can be shown that the least-squares estimates of $A$ and $B$

```
can be written as :
```

$$
\begin{align*}
& B^{\prime}=\frac{\sum(X-X)(Y-Y)}{\sum(X-X)^{2}}=\frac{S P_{x y}}{S S_{X}}  \tag{4}\\
& A^{\prime}=Y-B^{\prime} X \tag{5}
\end{align*}
$$

The total sum of squares in $Y$ is defined as :

$$
\begin{equation*}
S S_{y}=\sum(Y-\bar{Y})^{2} \tag{6}
\end{equation*}
$$

This sum of squares can be partitioned as :

$$
\begin{align*}
& S S_{y}=S S_{\text {reg }}+S S_{\text {res }} \\
& \Sigma(Y-Y)^{2}=\Sigma\left(Y^{\prime}-\bar{Y}\right)^{2}+\Sigma\left(Y-Y^{\prime}\right)^{2} \tag{7}
\end{align*}
$$

where ${S S_{r e g}}^{\text {is the part of the total sum of squares due to }}$ the regression line (or explained by the regression line) and $\mathrm{SS}_{\text {res }}$ corresponds to the residual portion of the total sum of squares (not explained by the regression line).

A measure of prediction accuracy of the regression equation can be evaluated by the expression :

$$
\begin{equation*}
R^{2}=\frac{S S_{r e g}}{S S_{y}} \tag{8}
\end{equation*}
$$

Indeed, the square root of $R^{2}$ is the Pearson product-moment correlation between the variables $X$ and $Y$. If the regression
equation fits the observed values $S S_{\text {res }}$ will be approximately zero, in which case $R^{2}$ will be close to one. On the other hand, if $S_{\text {res }}$ is large in relation to ${S S_{r e g}, R^{2} \text { will be close to zero, in which }}$ case the fit is poor.

If one rewrites equation (1) in terms of the actual observed value of the dependent variable, an additional error term must be added as below :

$$
\begin{equation*}
Y=A+B X+e \tag{9}
\end{equation*}
$$

If this error term is distributed as normal with mean zero and constant variance, and if the errors are themselves uncorrelated, statistical tests can be derived in order to test the significance of the coefficients in the regression. Thus, the significance of the B coefficient can be tested by using the F statistic with one and ( $\mathrm{N}-2$ ) degrees of freedom below :

$$
\begin{equation*}
F=\frac{S S_{\text {reg }}}{S S_{\text {res }} /(N-2)} \tag{10}
\end{equation*}
$$

where $N$ is the number of observations.

Furthermore, the estimate $B^{\prime}$ of the $B$ coefficient will be itself normally distributed with mean $B$ and variance :

$$
\begin{equation*}
\operatorname{Var}\left(B^{\prime}\right)=\frac{S S_{\mathrm{res}} /(N-2)}{S S_{x}} \tag{11}
\end{equation*}
$$

### 2.2.2 Multiple regression

The basic principles of regression analysis used in the bivariate
case may be extended to situations involving two or more independent variables. The general form of the regression equation is :

$$
\begin{equation*}
Y^{\prime}=A+B_{1} X_{1}+B_{2} X_{2}+\ldots+B_{k} X_{k} \tag{12}
\end{equation*}
$$

or

$$
\begin{equation*}
Y=A+B_{1} X_{1}+B_{2} X_{2}+\ldots+B_{k} X_{k}+e \tag{13}
\end{equation*}
$$

where $Y^{\prime}$ represents the estimated value of the dependent variable, $Y$ represents the actual observed value of the dependent variable, $X_{1}, X_{2}, \ldots, X_{k}$ are the independent variables, $A, B_{1}, B_{2}, \ldots, B_{k}$ are coefficients to be estimated and e is the error term.

The $A, B_{1}, B_{2}, \ldots, B_{k}$ coefficients are estimated in such a way that the sum of squared residuals is again minimized.

A convenient way to represent equation (13) is to write it in a matrix form as below :

$$
\begin{equation*}
Y=x b+e \tag{14}
\end{equation*}
$$

where :

$$
Y=\left[\begin{array}{c}
Y_{1} \\
Y_{2} \\
\vdots \\
Y_{N}
\end{array}\right] \quad b=\left[\begin{array}{c}
A \\
B_{1} \\
B_{2} \\
\dot{B}_{k}
\end{array}\right] \quad e=\left[\begin{array}{c}
e_{1} \\
e_{2} \\
\vdots \\
e_{N}
\end{array}\right]
$$

$$
x=\left[\begin{array}{lllll}
1 & x_{11} & x_{21} & \cdots & x_{k 1} \\
1 & x_{12} & x_{22} & \cdots & x_{k 2} \\
\vdots & \vdots & \vdots & & \vdots \\
1 & x_{2 N} & x_{2 N} & & x_{k N}
\end{array}\right]
$$

In the matrices above, $Y_{i}$ represents the $i^{\text {th }}$ observation of the dependent variable and $X_{j i}$ represents the $i^{\text {th }}$ observation of the $j^{\text {th }}$ independent variable.

It can be shown that the least-square estimate for the vector of coefficients is :

$$
\begin{equation*}
\hat{b}=\left(X^{\prime} X\right)^{-2} X^{\prime} Y \tag{15}
\end{equation*}
$$

where $X^{\prime}$ is the transpose matrix of $X$.

Obviously, expression (15) can only be evaluated if the matrix ( $X^{\prime} X$ ) is nonsingular, therefore unique least-squares estimates of the regression coefficients exist only if the inverse matrix of $\left(X^{\prime} X\right)$ exists.

As in the bivariate case, the total sum of squares in $Y$ can be partitioned into two components; therefore the goodness of fit of the regression equation can be evaulated by examining the $R^{2}$ value :

$$
\begin{equation*}
R^{2}=\frac{S S_{r e g}}{S S_{y}} \tag{16}
\end{equation*}
$$

If the same assumptions are made for the error term as in the bivariate case, it can be shown that the significance of all coefficients in the regression can be tested with the following $F$ statistic with $k$ and $(N-k-1)$ degrees of freedom :

$$
\begin{equation*}
F=\frac{S_{r e g} / k}{S S_{r e s} /(N-k-1)} \tag{17}
\end{equation*}
$$

where $k$ is the number of independent variables and $N$ is the number of observations.

It can also be shown that the distribution of the vector of estimates $\hat{b}$ is multinormal with mean $b$ and covariance matrix $\left(X^{\prime} X\right)^{-1} \sigma^{2}$, where $\sigma^{2}$ represents the variance of each error term.

### 2.2.3. Regression with dummy variables

Dummy variables are used in regression when an insertion of nominal-scale variables is needed. As most of the rating factors in motor insurance are measured in nominal scales, that is to say, their values are represented by categories rather than by physical quantities, one will consider in this section how their effect can be measured in a quantitative variable.

Any nominal variable taking $k$ values can be represented by $a$ set of (k-1) dummy variables, each one taking only two possible values,zero or one. For example, the rating factor vehicle make with say four categories : "make A", "make B", "make C" and "other" , can be represented by three dummy variables D1, D2 and D3 as below :

| Make A | 1 | 0 | 0 |
| :--- | :--- | :--- | :--- |
| Make B | 0 | 1 | 0 |
| Make C | 0 | 0 | 1 |
| Other | 0 | 0 | 0 |

One of the categories must always be taken as a reference. In the above example, the fourth category was arbitrarily chosen as reference, which means that all the three dummy variables take the value zero for that category.

The regression equation can be written in terms of the dummy variables as

$$
Y^{\prime}=A+B_{1} D_{1}+B_{2} D_{2}+B_{3} D_{3}
$$

For the observations belonging to the fourth category, the predicted value of the dependent variable would be given by

$$
Y^{\prime}=A
$$

since all three dummy variables are equal to zero for such observations.

For "make $A$ ", the predicted value of $Y$ would be :

$$
Y^{\prime}=A+B_{1}
$$

since $D_{1}=1, D_{2}=0$ and $D_{3}=0$ for this category.

From the above expression, it can be noted that the regression coefficient $B_{1}$ is the difference in predicted $Y$ for observations which are classified as "make $A$ " as compared to those which are classified as "other".

Similarly, the predicted value of $Y$ for "make $B "$ is :

$$
Y^{\prime}=A+B_{2}
$$

and for "make $C$ " is :

$$
Y^{\prime}=A+B_{3}
$$

The regression coefficients may be evaluated by the leastsquares method as shown in the previous sections.

## CHAPTER THREE

THE INFLUENCE OF RATING FACTORS ON AVERAGE
CLAIM AND CLAIM FREQUENCY

### 3.1 Introduction

This chapter aims at studying the influence of certain rating factors on average claim and claim frequency in third party motor insurance.

To this end, a set of data from Sweden was analysed with the aid of two well-known statistical computer softwares : BMDP and SPSS.

Before any attempt was made to fit statistical models to the data, an exploratory analysis was performed for each of the two variables of interest, with the following objectives :

1. Disclosing possible errors and unusual values.
2. Studying the distribution of the variable.
3. Searching for evidence of the existence of a relationship between the rating factors and the variable.

When significant evidence was found that a relationship existed, a confirmatory analysis followed, in which a linear model was fitted to the observations, in order to quantify the effects of the rating factors on the variable of interest.

### 3.2 Description of the data

The data which will be analysed consists of third party liability claims incurred during the year of 1977 in Sweden (the whole country). The payments also include deposits for future settlements of claims incurred but not closed in that year.

Each observation is a combination of five rating factors, for which three variables are observed :

## Name of the variable

Notation (for computer use)

Number of claims

NCLA

Number of insured years (exposure) ESP
Sum of payments (in Swedish Crowns) SP

The rating factors are :

1. Mileage - the average number of kilometers the insured drives in a year

| Notation |
| :---: | :--- |
| $S$ |$=$| Codes | Meaning |
| :--- | :--- |
| 1 | less than $10,000 \mathrm{~km} /$ year |
| 2 | from 10,000 to $15,000 \mathrm{~km} /$ year |
| 3 | from 15,000 to $20,000 \mathrm{~km} /$ year |
| 4 | from 20,000 to $25,000 \mathrm{~km} /$ year |
| 5 | more than $25,000 \mathrm{~km} /$ year |

2. Zone of garage - According to the insured's home address.

| Notation | Meaning |
| :--- | :--- |
| $Z$ | Codes <br> 2Stockholm, Göteborg, Malmö with <br> surroundings <br> Other bigger cities with surroundings <br> Smaller cities with surroundings in <br> southern Sweden |
| 4 | Rural areas in southern Sweden <br> 5 |
| Smaller cities with surroundings in <br> northern Sweden |  |
| 7 | Rural areas in northern Sweden <br> Gotland |

3. No claim bonus - The insured starts at $B=1$. Every year with no claim he is moved one class, with one exception : to be moved from 6 to 7 requires six years of no claims. The premium is $p=a+b . c$, where :

| Notation | Codes | Meaning |
| :---: | :---: | :---: |
| $B$ | 1 | $b=1.0$ |
| 2 | $b=0.8$ |  |
| 3 | $b=0.7$ |  |
| 4 | $b=0.6$ |  |
| 5 | $b=0.5$ |  |
| 6 | $b=0.4$ |  |
| 7 | $b=0.25$ |  |

4. Vehicle make - Each code corresponds to one model, with the exception of code 9 which aggregates all models different from models 1 to 8.

| Notation | Codes | Meaning | Relative Engine <br> Size (Ref : M=4) |
| :---: | :---: | :---: | :---: |
| M | 1 | Volvo 142-144 | 2.20 |
|  | 2 | Volvo 145 | 2.40 |
|  | 3 | Volvo 242-244 | 2.43 |
|  | 4 | VW 1200 | 1.00 |
|  | 5 | Opel Rekord 1900 | 2.23 |
|  | 6 | Saab 96 V4 | 1.60 |
|  | 7 | Saab 99 | 2.17 |
|  | 8 | Mercedes Benz 220 0/8 | 1.43 |
|  | 9 | All others |  |

5. Vehicle Age - the age of the insured's vehicle in years.

Notation Codes Meaning

$J=$| 1 | Less than 3 years old |
| :--- | :--- |
| 2 | From 3 to 8 years old |
| 3 | More than 8 years old |

The total number of combinations of the above rating factors is $5 \times 7 \times 7 \times 9 \times 3=6615$; however, only 5413 observations are present in the data file due to the fact that the records with null exposure were excluded.

To clarify the structure of the data, an example of some observations from the actual file is given below :

| S | Z | $B$ | $M$ | $J$ | NCLA | ESP | SP |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  |  |  |  |  |  |  |  |
| 1 | 1 | 1 | 2 | 2 | 11 | 52.95936 | 22047 |
| 1 | 1 | 1 | 5 | 3 | 26 | 117.76117 | 96387 |
| 1 | 1 | 1 | 6 | 1 | 1 | 12.83534 | 3663 |
| 1 | 1 | 2 | 1 | 3 | 20 | 133.90332 | 57468 |
| 1 | 1 | 2 | 4 | 2 | 0 | 7.26768 | 0 |

For reference purposes, each combination of values of the five rating factors will be called a cell and the associated values of the variables will be called observations for that cell. Thus the fourth row above corresponds to a cell in which the rating factors are $S=1$ (mileage less than $10,000 \mathrm{~km} /$ year), $Z=1$ (insured's vehicle garaged in Stockholm, Göteborg or Malmö, including surroundings),$B=2$ (level of no claim bonus corresponding to $b=0.8$ ), $M=1$ (model of the insured's vehicle : Volvo 142 -
144) and $J=3$ (insured's vehicle more than 8 years old). The associated observations for this cell are : number of claims (NCLA) $=20$, exposure $(E S P)=133.90332$ and sum of payments $(S P)=57468$.

### 3.3 The distribution of the average claim

The first variable to be analysed will be the average claim, which is defined as follows :

| Notation | Meaning |
| :--- | :--- |
| $A C$ | $=$ |
| SP/NCLA ; average claim |  |

Using the procedure 2 D of BMDP, the condensed distribution
of $A C$ was produced and the result is shown in Fig. (3.1). For convenience, the values of $A C$ were rounded to the third digit.

There are 1974 values which were not counted, which means that there are many observations with NCLA $=0$ and therefore with $S P=0$ (zero claims).

The shape of the distribution resembles the lognormal, its mean being 5156.15 (only positive claims considered) and standard deviation 4982.61. There is a noticeable discontinuity in the tail of the distribution, where the value 31000 occurs 71 times, well apart from the next greatest value which is 23000 .

Using the procedure LIST CASES of SPSS, one can look more closely at these extreme observations in Figs. (3.2) and (3.3), and it becomes clear that in reality all the claims in that sample have exactly the same value, 31442. This seems to be no coincidence and the most likely explanation is that this particular value was assigned as an estimate for future settlement, rather than a value which has actually occurred as a real payment.

Even if these claims had not been estimated, their abnormal magnitude would not justify their analysis in a time basis as short as one year, and therefore they will be ignored throughout the study.

Using the procedure CONDESCRIPTIVE of SPSS successively for the whole file and for the sample in question, one can evaluate the percentage of payments to be ignored. To this end, a new variable SPN will be defined by dividing the values of SP by 1000
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| case－id | S | 2 | B | M | J | ESP | NCLA | SP | AC |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1. | 1. | 6. | 6. | 1. | 65.694 | 1. | 31442. | 31462.000 |
| 2 | 1. | 3. | 3. | 8. | 2. | 7.971 | 1. | 31462. | 31462.000 |
| 3 | 1. | 5. | 2. | 0. | 1. | 9.649 | 1. | 31442 ． | 31642.000 |
| 4 | 1. | 5. | 3. | 8. | 2. | 2.975 | 1. | 31442 ． | 31442.000 |
| 5 | 1. | 6. | 1. | 6. | 1. | 23.752 | 1. | 31442 ． | 31462.000 |
| 6 | 1. | 6. | 1. | 8. | 3. | 9.014 | 1. | 31442 ． | 31642.000 |
| 7 | 1. | 6. | 2. | 7. | 3. | 21.487 | 1. | 31442 ． | 31462.000 |
| 3 | 1. | 6. | 5. | 4. | 3. | 258.547 | 1. | 31442 ． | 31642.000 |
| 7 | 1. | 7. | 7. | 6. | 1. | 36.141 | 1. | 31462 ． | 31442.000 |
| 10 | 2. | 1. | 2. | 8. | 2. | 9.187 | 1. | 31442 ． | 31642.000 |
| 11 | ？． | 1. | 3. | 6. | 1. | 26.096 | 2. | 62884. | 31642.000 |
| 12 | 2. | 2. | 1. | 5. | 1. | 11.033 | 1. | 31442 ． | 31642.000 |
| 13 | 2. | 3. | 2. | 3. | 1. | 44.368 | 1. | 31442 。 | 31442.000 |
| 14 | 2. | 3. | 2. | 8. | 2. | 17.422 | 1. | 31442 ． | 31462.000 |
| 15 | 2. | 4. | 5. | 5. | 1. | 58.973 | 1. | 31442 ． | 31442.000 |
| 16 | 2. | 4. | 7. | 3. | 2. | 9.897 | 1. | 31442 ． | 31442.000 |
| 17 | 2. | 5. | 5. | 7. | 3. | 8.814 | 1. | 31462 ． | 31442.000 |
| 18 | 2 | 6. | 2. | 5. | 1. | 3.892 | 1. | 31442 。 | 31442.000 |
| 17 | 2. | 6. | 6. | 8. | 1. | 11.543 | 1. | 31442 。 | 31442.000 |
| 20 | 2. | 7. | 2. | 5. | 2. | 4.225 | 1. | 31442 ． | 31442.000 |
| 21 | 2. | 7. | 3. | 6. | 3. | 7.919 | 1. | 31442 ． | 31442.000 |
| 22 | 2. | 7. | 7. | 6. | 2. | 101.533 | 1. | 31442 。 | 31442.000 |
| 23 | 3. | 1. | 1. | 2. | 3. | 0.978 | 1. | 31442 。 | 31442.000 |
| 24 | 3. | 1. | 6. | 8. | 2. | 45.745 | 2. | 62884. | 31442.000 |
| 25 | 3. | 2. | 7. | 8. | 1. | 71.209 | 1. | 31442 ． | 31442.000 |
| 26 | 3. | 3. | 1. | 8. | 2. | 8.568 | 1. | 31442 。 | 31442.000 |
| 27 | 3. | 3. | 2. | 2. | 3. | 6.658 | 1. | 31442 ． | 31442.000 |
| 23 | 3. | 3. | 3. | 2. | 3. | 12.832 | 1. | 31442 ． | 31442.000 |
| 2\％ | 3. | 3. | 3. | 6. | 1. | 26.755 | 1. | 31442 ． | 31442.000 |
| 30 | 3. | 3. | 4. | 8. | 3. | 10.602 | 1. | 31442 ． | 31442.000 |
| 31 | 3. | 3. | 7. | 2. | 1. | 0.442 | 1. | 31442. | 31442.000 |
| 32 | 3. | 4. | 2. | 6. | 1. | 49.401 | 2. | 62834. | 31442.000 |
| 33 | 3. | 5. | 1. | 4. | 3. | 12.545 | 1. | 31442. | 31442.000 |
| 34 | 3. | 5. | 5. | 1. | 3. | 53.252 | 2. | 62886. | 31642.000 |
| 35 | 3. | 5. | 5. | 8. | 2. | 22.975 | 1. | 31442 。 | 31642.000 |
| 36 | 3. | 5. | 7. | 3. | 1. | 40.450 | 1. | 31442. | 31442.000 |
| 37 | 3. | 6. | 2. | 6. | 1. | 20.634 | 1. | 31442 ． | 31442.000 |
| 33 | 3. | 6. | 2. | 6. | 3. | 73.419 | 1. | 31442 ． | 31442.000 |
| 39 | 3. | 7. | 1. | 9. | 3. | 44.113 | 1. | 31442 ． | 31442.000 |
| 40 | 3. | 7. | 2. | 4. | 3. | 5.705 | 1. | 31442. | 31442.000 |
| 41 | 3. | 7. | 2. | 5. | 3. | 2.177 | 1. | 31442. | 31442.000 |
| 42 | 3. | 7. | 4. | 9. | 3. | 43.804 | 1. | 31442. | 31462.000 |
| 43 | 3. | 7. | 7. | 3. | 1. | 29.936 | 1. | 31442. | 31442.000 |
| 44 | 4. | 1. | 2. | 6. | 3. | 11.114 | 1. | 31442. | 31442.000 |
| 45 | 4. | 1. | 5. | 5. | 1. | 10.234 | 1. | 31442. | 31642.000 |
| 46 | 4 | 2. | 4. | 7. | 2. | 30.964 | 1. | 31442. | 31442.000 |


| CASE-id | S | 2 | $\pm$ | M | 」 | ESD | P.Cla | SP | A $C$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 47 | 4. | 3. | 2. | $\varepsilon$. | 3. |  |  |  |  |
| 48 | 4. | 3. | 3. | 3. | 1 | 3.083 | 1 | 31642. | 31662.000 |
| 4. | 4. | 4. | 3. | 8. | 1. | 23.837 | 1 | 31642. | $31642.0 C C$ |
| 51 | 4. | 4. | 6. | 2. | 1. | 3.075 1.550 | 1 | 31462. | 31642.000 |
| 51 | 4. | 5. | 4. | 2. | 2. | 7.258 | 1 | $31462{ }^{\circ}$ | 31642.000 |
| 52 | 4. | 5. | 5. | 3. | 1. | 9.496 | 1 | 31462 . | 31662.000 |
| 53 | 4 | 5. | 6. | 7. | 2. | 22.672 | 1. | 31442. | 31642.000 |
| 54 | 4 | 5. | 6. | 8. | 3. | 3.785 | 1 | 31442 . | 31462.000 |
| 55 | 4 | 0. | 2. | 7. | 2. | 9.293 | 1. | 31462 . | 31642.000 |
| 50 | 4 | $t$. | 7. | 4. | 3. | 35.586 | 1. | 31442 . | 31662.000 |
| 57 | 5. | 1. | 4 | 1. | 3. | 12.323 | 1. | 31462 . | 31462.000 |
| 53 | 5. | 1. | 5. | 7. | 3. | 2.836 | 1. | 31462. | 39642.000 |
| 54 | 5. | 1. | 7. | 5. | 2. | 58.835 | 1. | 31462 . | 31462.000 |
| 00 | 5. | 2. | 4. | 6. | 1. | 9.099 | 1. | 31462 . | 31642.000 |
| 01 | 5. | 2. | 5. | 5. | 2. | 8.319 | 1. | 31442 . | 31662.000 |
| 0 ? | 5. | 3. | 1. | 5. | 3. | 2.880 | 1. | 31442 . | 31442.000 |
| 63 | 5. | 4 | 4 | 3. | 1. | 47.932 | 1. | 31442 . | 31442.000 |
| 64 | 5. | 5. | 1. | 8. | 2. | 1.824 | 1. | 31442 . | 31462.000 |
| 65 | 5. | 5. | 7. | 6. | 1. | 45.376 | 1. | 31442 . | 31442.000 |
| 6.5 | 5. | $t$ | 1. | 3. | 1. | 3.216 | 1. | 31442 . | 31462.000 |
| 07 | 5. | 6. | 3. | 5. | 3. | 2.261 | 1. | 31442 . | 31442.000 |
| 03 | 5. | 6. | 4. | 5. | 2. | 1.370 | 1. | 31442 . | 31462.000 |
| 69 | 5. | 6. | 5. | 5. | 2. | 6.809 | 1. | 31442 . | 31462.000 |
| 70 | 5. | 7. | 6. | 9. | 3. | 12.009 | 1. | 31442 . | 31442.000 |
| 71 | 5. | 7. | 7. | 1. | 2. | 37.254 | 1. | 31442 . | 31442.000 |


(otherwise the desired results will not be printed by the software due to space limitations), and the result of the procedure is given in Fig. (3.3)(below). The ratio is :

$$
\frac{\text { SPN (sample) }}{\text { SPN (whole file) }} \times 100=\frac{2358.150}{560925.524} \times 100=0.42 \%,
$$

which is reasonably small and thus justifies the exclusion.

For the next step of the analysis, one will consider a reduced set of observations, that is to say, the above mentioned observations will be removed and also, for the time being, the observations with $S P=0$ (zero claims), which will be considered later in the development of the study.

Using the procedure 5 D of $B M D P$, the histogram of $A C$ may be obtained and is shown in Fig. (3.4). The intervals were made 500 units wide and their upper limits are printed on the base of the histogram. A scale factor of $1: 5$ (each "X" $=5$ counts) was used for convenience. The number of observations has been reduced to 3368 (71 abnormal observations plus 1974 zero claims were removed from the 5413 original number), and the mean and standard deviation are now 4609.24 and 3300.72 respectively, a reasonable reduction from the previous values of the original distribution. The lognormality shape appears to be stressed, as the picture of the distribution seems to suggest.

In order to check the hypothesis of AC being lognormally distributed, one will perform a naperian logarithmic transformation on $A C$, as defined below :

|  |  |
| :---: | :---: |
| - |  |
| $\leftarrow$ |  |
| w |  |
| U | Om-~ |
| $\underset{\sim}{\sim}$ |  |
|  |  |
| こ: | Moonn-m~m |
| $\geq$ |  |
| $\stackrel{\text { ¹ }}{ }$ |  |
| - | M |
|  |  |
|  |  |



| Notation | Meaning |
| :--- | :--- |
| LAC $=$ | $\ln (A C)$; Naperian logarithm of $A C$, |

and its condensed distribution will be requested using the procedure 2 D of BMDP once more. The result is shown in Fig. (3.5), where the values were rounded to units of 0.25 for convenience.

Apart from a quite long left tail, the distribution can be considered reasonably symmetric. The mean, median and mode are close to each other ( $8.20,8.25$ and 8.50 respectively) and the heavier density in the left hand side may well be admitted as due to random fluctuation.

To check the normality assumption in a more appropriate way, the procedure 5D of BMDP will be used in order to produce a normal plot for LAC. The result is shown in Fig. (3.6), where a rough linear trend appears to exist. This is, of course, no definitive confirmation of normality, and a more detailed histogram for LAC is needed to provide for a more careful visual inspection.

This will be done by using the procedure 5D of BMDP in its histogram version and the result is shown in Fig. (3.7). The chosen intervals are 0.125 wide and the values which appear at the base of the histogram are upper limits of those intervals. Each "X" represents five counts, thus the left tail is not represented in the diagram, although the correct frequencies appear in the frequency column opposite to the base of the histogram. In Fig. (3.8) the same histogram is reproduced but now with a scale
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factor of one (each "X" represents one observation), so that one can have a correct picture of the tails of the distribution.

Judging by the shape of the histograms, it does not seem unrealistic to accept the normality assumption for LAC (and therefore the lognormality assumption for $A C$ ), even though the left hand side of the distribution is a little fatter and the left tail longer than the right one. At least there is no strong evidence to reject this hypothesis, and one will stick to the previous conclusion that these abnormalities are due to random fluctuation.

The traditional one sample non-parametric tests (chi-square and Kolmogorov-Smirnov) will not be used in this context due to the fact that the sample size being very large (3368), will distort the associated probability values (p-values) leading to almost certain rejection of any hypothesis to be tested.

### 3.4 Relationship between LAC and NCLA

It will be necessary to observe the behaviour of the distribution of LAC when NCLA varies. To this end, the procedure BREAKDOWN of SPSS will be requested in order to produce the means and standard deviations of LAC within groups defined by different values of NCLA, ranging from 1 to 40. The result is given in Fig. (3.9), where it can be observed that there is a mean of 7.62 for NCLA $=1$, contrasting with the means within the remaining groups, ranging from 8.07 to 8.59 .

$\qquad$
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It is worth remembering that the observations for LAC with NCLA $=1$ are also observations of the distribution of a single claim, which cannot be fully obtained due to the aggregated form in which the data was collected.

Regarding the standard deviations, it can be noticed that they decrease when NCLA increases, as expected. Indeed, it is reasonable that an average for LAC based on a large number of observations will be less influenced by unusual extreme values, as shown by the data.

It is expected that for large values of NCLA, a stabilization on both the mean and the standard deviation might happen. To check this assumption, the observations will be grouped into three categories :
A. small NCLA $\quad(0<N C L A \leqslant 10)$
B. moderate NCLA $\quad(11<$ NCLA $\leqslant 100)$
C. large NCLA (NCLA > 100) ,
and the histogram of LAC will be re-examined. In Fig. (3.10), one can see the overall histogram in which each group above is represented by the corresponding letters A, B and C. The concentration of the observations in the middle of the diagram as NCLA increases is clear. Dividing lines were drawn on the picture in order to make clearer the separation of the groups. The scale which was used is $1: 5$ (each symbol = 5 counts).

FIG (3.10)
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### 3.5 Influence of rating factors on LAC

The assessment of the influence of the rating factors on LAC (and therefore on $A C$ ), will be made by analysing and comparing the histograms of LAC for each level of each of the five rating factors.

To this end the procedure 7 D of BMDP will be used and the result for the rating factor $S$ is shown in Fig. (3.11). Each histogram corresponds to one level of $S$ and the identification of these levels are printed on the top line, above each histogram. The vertical axis is the common base of the histograms and the intervals for LAC are identified by their midpoints.

Each asterisk represents one observation. There are lines however with too many observations in which case the program prints the actual number of observations in that interval.

The mean, standard deviation, standard error of the mean, maximum, minimum and number of observations (sample size)
are evaluated for each level of $S$ and are printed just below the corresponding histogram. These statistics are also evaluated for the whole sample and the results appear on the bottom left hand corner of the printout.

Although the program prints an analysis of variance table (ANOVA), one will not attempt to fully interpret its results due to the fact that a substantial number of cases have been omitted previously. This means that a large number of missing observations would be considered in the analysis, which would distort its results.
*1.0000


Judging by what is shown in Fig. (3.11) there is not much evidence that the variation of LAC could be explained by $S$. Indeed, the cell means are almost the same, and more important than that, the five distributions seem to have approximately the same shape.

The standard deviations for $S=4$ and $S=5$ are larger than those for the remaining cells. However, this can be explained by the presence of extreme low values of LAC in both cells.

The disproportional distribution of the sum of squares between and within groups in the analysis of variance table can be interpreted as an indication that no relationship exists between LAC and S, although no definitive statements concerning this matter can be made in terms of the results in the table, as mentioned earlier.

If a significant relationship existed between LAC and S one would expect to find definite trends in the histograms according to the type of the relationship. If it is supposed, for instance, that LAC increases with $S$ the observations in the histogram for $S=5$ should be concentrated mostly on the top end of the vertical axis whereas those for $S=1$ should lie mostly on the bottom end of the scale.

The histograms for the remaining rating factors are shown in Figs. (3.12) to (3.15). No sharp differences appear to exist regarding the shapes of the histograms throughout the levels of each rating factor, and therefore no significant relationship seems to exist between LAC and any one of those factors. However

FIG (3.12)
HISTOGRAMS OF LAC FOR EACH LEVEL OF $Z$

Groú meavs are denoted or m's if they coincide with *is. n's otherwise


FIG (3.13)
HISTOGRAMS OF LAC FOR EACH LEVEL OF B


FIG (3.14)
HISTOGRAMS OF LAC FOR EACH LEVEL OF M


FIG (3.15)

## HISTOGRAMS OF LAC FOR EACH LEVEL OF J


if one considers only the cell means some appreciable differences can be noticed, particularly regarding the extreme ones. Thus the smallest cell mean is 7.792 , which corresponds to $Z=7$ and the largest one is 8.401 which corresponds to $M=9$.

One way to assess the relative contribution of the levels of the rating factors in explaining the variation in LAC is to perform a stepwise regression with dummy variables corresponding to these factor levels as the independent variables and LAC as the dependent one.

Each factor with $\underline{n}$ levels calls for $n-1$ dummy variables, as one of the levels is taken as reference. For each factor the reference level chosen will be the one which has its cell mean closest to the overall mean (8.200). Thus $S=3, Z=1, B=4$, $M=2$ and $J=1$ will be taken as reference levels and the notation RI will be used to represent each dummy variable, where $R$ stands for the rating factor identification ( $\mathrm{S}, \mathrm{Z}, \mathrm{B}, \mathrm{M}$ or J ) and I the level of that factor. Thus, for instance, B6 means the dummy variable associated with $B=6$.

Using the subprogram REGRESSION from SPSS and having previously created the required dummy variables as defined above, the result can be seen in Fig. (3.16). As expected, the squared multiple correlation coefficient (R SQUARE) is very small which means that a very poor fit was achieved by the model, and therefore it will be meaningless to try to interpret the coefficients in the model (the notation for the coefficients in the printout is B). However, if one looks at Fig. (3.17) where the step by step variations in $R$ SQUARE are shown, it can be noticed that the

REGRESSION OF LAC ON THE LEVELS OF THE RATING FACTORS

FIG (3.17)

## REGRESSION OF LAC ON THE LEVELS OF THE RATING FACTORS (CONTINUED)
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entrance of the first three dummy variables in the model provokes considerable relative change in R SQUARE, whereas the others do not. So the little power of explanation the rating factors have in the variation in LAC is possibly concentrated on three particular levels of them, namely :

- $M=9$, which corresponds to all other models of vehicles not accounted for in the previous levels of M. This category can possibly include more powerful vehicles which can cause greater average damages when they collide.
- Z = 7, which corresponds to a big city (Gotland), but not rated in the same class as the other big cities ( $Z=1$ ). This is possibly the reason why Gotland is rated separately (the negative coefficient in the equation means that the claims in that class are smaller on average).
- $B=7$, which corresponds to the highest level of bonus discount, and therefore small claims tend to be absorbed by the policyholder to avoid losing the bonus.


### 3.6 Distribution of LAC when NCLA is small

In the previous section, an attempt was made to explain the variation in LAC in terms of the five rating factors, and no strong evidence was found. If one refers back to Fig. (3.10) it can be noticed that values of LAC based on a large number of claims suffer less variation than those based on small values of NCLA. Indeed, the values in the region denoted by $A$ (from 1 to

10 claims) vary from 5.625 to 10.000 whereas those in the region denoted by C (more than 100 claims) vary in a quite narrower interval from 8.250 to 8.875 - this fact being easily explained by the central limit theorem.

Based on the above considerations, it seems sensible to compare the histograms described in the previous section, considering only observations with a small number of claims , where most of the variation in LAC is contained. The result is shown in Figs. (3.18) to (3.22), where the observations were reduced to those with number of claims less than 4.

Once more, no sharp differences seem to exist regarding the shapes of the histograms throughout the levels of each rating factor. It is worth noticing that the largest cell mean (8.074) now corresponds to $Z=4$, which was ranked in the fifth place in the stepwise analysis of the previous section. The second largest cell mean (8.015) corresponds to $B=7$ and the smallest one (7.645) corresponds to $Z=7$, in a reasonable agreement with the previous analysis. The cell mean for $M=9$ has drastically decreased to 7.815 and the cause for that can well be the equally drastic reduction in the number of observations (sample size $=53$ ) in that cell.

A rather curious feature can be observed in almost all histograms, namely the existence of two peaks (and sometimes more than two) in the majority of them. In order to further investigate this fact, one will request detailed histograms of LAC successively for observations with NCLA equal to 1, 2, 3, 4 and 5 , using the procedure 5 D of BMDP. The results can be seen in Figs. (3.23) to (3.27)
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FIG (3.23)
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respectively, where the letters $A, B, C, D$ and $E$ were used to represent the distributions of LAC given that NCLA $=k$, for $k=1$ to 5 , respectively.

With the exception of Fig. (3.23), that is, the distribution of LAC given NCLA $=1$, all histograms present clear gaps on their right hand side. As NCLA increases, the number of gaps seems to increase too, which suggests the existence of different populations (in a statistical sense) in the data.

The most likely explanation for this fact is the existence of bodily injury claims (which lead to large payments in general) mixed with third party material damage claims in the data which is being analysed. The average levels of these types of payments seem to be so different that even a logarithmic transformation was not able to cluster them around one single average value.

The existence of several gaps as NCLA increases can be explained in the light of the duality large-small claims since an average of three of such claims will be large if the three individual claims are large, moderate if there is a combination of small and large individual claims, and small if the three individual claims are all small. However, this will be only noticeable if the gap between large and small claims is large enough, which seems to be the case with the data under analysis.

The extension of this gap should have appeared in the distribution of LAC given that NCLA $=1$ and the reason why it did not was the exclusion of abnormally large claims made in the beginning of the analysis (71 observations).

If one refers back to Figs. (3.2) and (3.3), it will become clear that most of those claims correspond to NCLA $=1$. Although it seems to be true that they are estimated claims, when they are settled they will probably form the missing cluster of large claims quite apart from the others in Fig. (3.23), provided the estimation which was made ( $A C=31,442$ then $L A C=10.356$ ) is reliable.

It is worth mentioning at this point that logarithmic transformations have been widely used to analyse third party motor insurance claims in the belief that by doing so, the effect of abnormally large claims could be studied together with all others. The Swedish data seems to contradict this belief and a separation of severe bodily injury claims seems to be necessary. As far as the data under analysis is concerned, such a separation is impossible as there is no identification of the type of the claim in the file.

So far no strong evidence was found that the rating factors significantly influence the average claim; therefore, most of the variation in $A C$ is to be regarded as due to random fluctuation rather than to the rating factors themselves.

### 3.7 Analysis of zero claims

The observations with NCLA $=0$ and therefore with $S P=0$ (zero claims) were not considered in the previous analysis for the logarithms of the corresponding average claims could not be evaluated as they do not exist.
start the analysis by requesting descriptive statistics of ESP for the sample consisting of zero claims (1974 observations) as well as for the whole observations.

The result was produced by the procedure CONDESCRIPTIVE of SPSS and the result is shown in Fig. (3.28).

The average exposure for zero claims is 6.697 whereas for the whole observations it is 440.268 , this fact suggesting that zero claims are mainly due to low exposures rather than the influence of the rating factors themselves.

To check this assumption in a more appropriate way, the number of observations for each level of each rating factor in the sample of zero claims and in the whole file will be compared. To this end, the procedure FREQUENCIES of SPSS will be requested and the results are set out in Table (3.1), where an asterisk was used to point out extreme deviations from the overall proportion of observations in the sample and in the whole file (1974/5413 $=0.36$ ).

The largest deviations occur for $Z=7$ and $M=9$, meaning that zero claims were much more frequent in the former class and much less in the latter. This fact is in reasonable agreement with previous results and suggests that average claims for $Z=7$ are closer to zero than those for $M=9$.

To a lesser degree, abnormal deviations were found for $M=4$, $M=8, J=1$ (above the overall proportion) and for $B=7, J=2$ (below the overall proportion); however, definitive conclusions cannot be made due to possible random fluctuations as well as small average exposure for those observations.


## TABLE (3.1)

Frequencies of zero claims per rating factor

| RATING FACTOR | LEVELS | NUMBER OF OBSERVATIONS |  | PROPORTION |
| :---: | :---: | :---: | :---: | :---: |
|  |  | SAMPLE OF ZERO CLAIMS (I) | WHOLE <br> FILE (J) | (I/J) |
| S | 1 | 400 | 1127 | . 35 |
|  | 2 | 325 | 1140 | . 29 |
|  | 3 | 353 | 1106 | . 32 |
|  | 4 | 434 | 1040 | . 42 |
|  | 5 | 462 | 1000 | . 46 |
| Z | 1 | 229 | 799 | . 29 |
|  | 2 | 248 | 816 | . 30 |
|  | 3 | 227 | 813 | . 28 |
|  | 4 | 226 | 846 | . 27 |
|  | 5 | 344 | 761 | . 45 |
|  | 6 | 278 | 784 | . 35 |
|  | 7 | 422 | 594 | . 71 (*) |
| B | 1 | 267 | 732 | . 36 |
|  | 2 | 292 | 747 | . 39 |
|  | 3 | 310 | 752 | . 41 |
|  | 4 | 324 | 755 | . 43 |
|  | 5 | 310 | 767 | . 40 |
|  | 6 | 263 | 801 | . 33 |
|  | 7 | 208 | 859 | . 24 (*) |

TABLE (3.1)
continued

| RATING | LEVELS | NUMBER OF OBSERVATIONS |  | PROPORTION |
| :---: | :---: | :---: | :---: | :---: |
|  |  | SAMPLE OF ZERO <br> CLAIMS (I) | WHOLE <br> FILE (J) | $(\mathrm{I} / \mathrm{J})$ |

TOTAL PER
RATING FACTOR : 1974 . 36

The purpose of this part of the investigation is to study the distribution of claim frequencies and to establish whether or not they are significantly influenced by the rating factors.

To this end, a new variable will be defined as follows :

Notation Meaning
MN $\quad=\quad($ NCLA/ESP $) \times 100$; claim frequency
(in percentages of units of exposure)

The procedure 2D of BMDP was used in order to produce the condensed distribution of $M N$ and the result is shown in Fig. (3.29). For convenience, the values of $M N$ were rounded to the first digit. It can be noticed that the distribution is very long tailed and that almost all (99.6\%) values of MN lie within the interval ranging from 0 to 100. The range of the remaining values is 900 (1000-100), nine times the range of the great majority of the observations. Considering that those abnormal observations will certainly distort the results of any further analysis based on average values (means), one will exclude those observations from the file, and will consider them separately.

A list of individual observations with $M N>100$ was produced by the procedure LIST CASES of SPSS and is shown in Fig. (3.30), along with the descriptive statistics of ESP for that sample, produced by the procedure CONDESCRIPTIVE of SPSS.

There appears not to be any noticeable trend regarding the
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values of the rating factors, but the same cannot be said for the individual exposure values, which are abnormally small, even if one considers that the average number of claims for these observations is small. In fact, if one looks at Fig. (3.31), where the distributions of exposures were obtained for small values of NCLA (ranging from 0 to 9 ), it will become clear that the average exposure for the observations with $M N>100$, which is 0.768 , is far below the average exposures for observations with small numbers of claims, which are in the range from 6.697 to 196.844.

So it does not seem unreasonable to treat the observations with $M N>100$ as outliers, as they represent instances of claims occuring for very short periods of time from the inception of the corresponding policies. The data show that these claims, although not impossible, are quite unusual, and therefore their exclusion is justifiable on the grounds that what is desired is a representation of the average behaviour of MN.

Considering then only the observations with $M N \leqslant 100$, a more detailed histogram was produced for MN with the aid of the procedure 5D of BMDP. The result is shown in Fig. (3.32) where the intervals were made 2 units wide and a scale factor of $1: 5$ (each " X " $=5$ counts) was chosen. Some intervals contain more observations than the selected limit (400), so an asterix was printed by the program and the actual number of observations appear in the first column on the right hand side of the picture.

The distribution of $M N$ is discontinuous, as there is a concentration of 1974 observations for $M N=0$ (zero claims), and a probabilistic
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## HISTOGRAM OF MN


representation of it should be of the mixed type (a continuous function unless for a finite number of points). However, no attempt will be made to fit any distribution for MN before a preliminary assessment of the influence of the rating factors on this variable has been made.

### 3.9 Influence of rating factors on MN

The procedure 7D of BMDP was used in order to produce side by side histograms of MN for each level of each of the five rating factors.

The result for the rating factor $S$ is shown in Fig. (3.33), where it can be noticed that the average value of $M N$ increases as the values representing the levels of $S$ increase. This trend confirms the intuitive fact that the proportion of incurred claims is higher for policy-holders who use their vehicles more than for those who use them less.

No attempt will be made to interpret the remaining statistics shown in Fig. (3.33) as the chief interest at this stage of the analysis is just to establish whether or not a relationship is likely to exist between the claim frequency and the rating factors, a fact which seems to be true with regard to $S$.

The histograms for $Z$ are shown in Fig. (3.34), where four distinct levels can be observed for the average claim frequency ( $\overline{\mathrm{MN}})$, namely :

HISTOGRAMS OF MN FOR EACH LEVEL OF S


FIG (3.34)
HISTOGRAMS OF MN FOR EACH LEVEL OF Z


```
\(M N \cong 9\), for the three biggest cities in Sweden \((Z=1)\).
\(M N \cong 7\), for other big cities with exception of Gotland
                                    and small cities in southern Sweden \((Z=2\) and \(Z=3)\).
\(\mathrm{MN} \cong 5\), for small cities in northern Sweden and rural
areas \((Z=4, Z=5, Z=6)\).
```

$\overline{M N} \cong 3$, for Gotland $(Z=7)$

The above figures show that the average claim frequency increases with the populational density in a given region. It is worth mentioning that the southern part of Sweden is more populated than the northern part, and this is possibly the reason why their small cities were ranked in different classes above. As seen before, Gotland appears as a special city, with a remarkably low average claim frequency, and the reason for this can possibly be the peculiar way in which the city itself was planned.

The histograms for $B$ are displayed in Fig. (3.35), where a clear trend can be observed in the averages of MN, namely they decrease as the bonus discount increases (there is one exception regarding the average for $B=6$ which is slightly greater than that for $B=5$. However, this can be attributed as being due to random fluctuation).

The above mentioned trend agrees with beliefs derived from practical experience, in the sense that policyholders with high bonus discounts tend not to report small claims in order not to lose their future discounts.

The results for the rating factor $M$ are presented in Fig. (3.36), where considerable differences in the averages of $M N$ can be once more observed. The averages are ranked below along with the

FIG (3.35)
HISTOGRAMS OF MN FOR EACH LEVEL OF B


HISTOGRAMS OF MN FOR EACH LEVEL OF M

average MN level of $M$ relative engine size

| 2.435 | 4 | 1.00 |
| :--- | :--- | :---: |
| 4.697 | 6 | 1.60 |
| 5.064 | 3 | 2.43 |
| 5.709 | 8 | 1.43 |
| 5.906 | 7 | 2.17 |
| 6.296 | 2 | 2.40 |
| 6.648 | 1 | 2.20 |
| 6.994 | 9 | - |
| 8.179 | 5 | 2.23 |

The figures above suggest a relationship between the power of the vehicle and average claims frequency in the sense that the more powerful vehicles tend to produce higher claims frequencies. However, the relationship is not absolutely clear as the most powerful vehicle ( $M=3$ ) was ranked in the third place. Other characteristics of the vehicles might be interferring - for example, design features such as braking reliability, windscreen visibility, etc.

As regards the rating factor $J$, their associated histograms are shown in Fig. (3.37), where two levels of the average claims frequencies can be clearly distinguished :

$$
\begin{gathered}
M N \cong 4, \text { for new (less than } 3 \text { years old) vehicles }(J=1) \\
M N \cong 6.5, \text { for old (more than } 3 \text { years old) vehicles } \\
(J=2 \text { and } J=3) .
\end{gathered}
$$


GROUP MEANS ARE DENOTED GY M'S IF THEY COINCIDE WITH* ©SO N'S OTHERWISE

vehicles than for old ones. The explanation for this is likely to be that policy holders tend to be more careful when driving new cars either because they know that repair costs are much higher for new vehicles, or because they do not want to lose the status of possessing a car in a perfect condition.

### 3.10 Further considerations about the distribution of the claim frequency

It was shown in the previous section that the rating factors do influence the frequency of claims and the aim of the next sections will be to quantify those influences. One possible statistical approach to measuring how a particular set of discrete variables affects a given continuous one is to perform a regression analysis in which the levels of the discrete variables are treated as dummy variablès. However, traditional regression analysis requires normality of the dependent variable (amongst other assumptions), which is not the case with MN. Even the generalized approach to regression, in which the distribution of the dependent variable can be a member of an exponential family (binomial, Poisson, gamma etc.), is not applicable due to the fact that the distribution of MN presents a single discontinuity in the origin, as shown in section 3.8.

One possible way around this problem is to remove zero claims from the analysis, remembering that a separate study of them has already been made in Section 3.7. Therefore, the resulting distribution under analysis will be a conditional one, namely the distribution of MN given that NCLA $>0$.

If one refers back to Fig. (3.32), it can be noticed that if zero claims are removed from the distribution, its shape will resemble the lognormal. This fact justifies a naperian logarithmic transformation on MN (given NCLA $>0$ ) as defined below :

| Notation | Meaning |
| :--- | :--- |
| LMN | $=\quad \ln (M N)$; Naperian logarithm of MN, |

and its histogram was obtained by using the procedure 5 D of BMDP. The result is shown in Fig. (3.38), where the intervals were made 0.1 units wide and a scale factor of $1: 3$ (each " $X$ " represents 3 counts) was chosen. The resulting shape of the distribution strongly suggests normality, and this assumption will be checked with the aid of a normal plot.

Using the procedure 5D of BMDP once more, a normal plot for LMN was produced and the result is shown in Fig. (3.39). A clear linear trend can be observed, which confirms that the hypothesis of normality is a plausible one for LMN (given NCLA > 0 ).

### 3.11 Quantifying the influence of the rating factors on LMN

Under the assumption of normality for LMN (given NCLA >0), the effects of the levels of the rating factors in explaining the variation of LMN can be assessed by fitting a linear model in which the dependent variable is LMN itself and the independent ones are dummy variables representing the levels of the rating factors.

The same notation as in Section 3.5 will be used for the dummy
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L:1:
variables, and the reference levels will be chosen as the ones with smallest average claim frequency (see Figs. (3.33) to (3.37)) which are $: S=1, Z=7, B=7, M=4$ and $J=1$.

The procedure REGRESSION of SPSS was used to fit the desired linear model and the result is shown in Fig. (3.40). It can be noticed that the squared multiple correlation coefficient (R SQUARE) has a considerable value of 0.52687 which means that the rating factors account for $52.7 \%$ of the variation in LMN, leaving the remaining proportion of variation attributable to random fluctuation (not explained by the model). This degree of explanation can be considered as representing a good fit, especially if one takes into consideration the number of observations which is quite large (3415 observations).

The plot of residuals in Fig. (3.41) shows no abnormal trend ; that is, the spreading of the observations throughout the plot seems to be uniform. This is a further indication that the model fits reasonably with the data.

Referring back to Fig. (3.40), one can notice in the analysis of variance table that the overall F is quite large (145.10882) which confers statistical significance to the coefficients of the model, which are printed in the column identified by "B" (not to be confused with the rating factor $B$ ).

The coefficients entered the equation in a stepwise form in order to give an idea of their relative importance in explaining the variation in LMN. Thus the rating factor $B$ is to be regarded as the most important in the above sense.
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The last two dummy variables to enter the equation (Z2 and $Z 5$ ) have standard errors in their coefficients too large if compared with the coefficients themselves. This means that the estimates of those coefficients are not reliable, and this fact must be taken into consideration when interpreting the regression equation.

In order to interpret the estimated coefficients, the model equation will be written as :

$$
L M N=a+\sum_{i} k_{i} D_{i}
$$

where : "LMN" stands for the expected value of the naperian logarithm of the claim frequency, "a" represents the constant term of the regression, " $k_{i}$ " is the coefficient of the dummy variable " $D_{i}$ ".

It is worth remembering that "a" is the value taken by "LMN" when all dummy variables are set to zero, therefore "a" is the expected value of "LMN" when all rating factors are set to their reference levels.

The above equation can be written as :

$$
M N=\exp (a) \cdot \exp \left(\sum_{i} k_{i} D_{i}\right),
$$

which corresponds to an equation of a multiplicative model in which the claim frequency can be evaluated for any combination of levels of the rating factors. When a particular combination is chosen, their associated dummy variables are set to 1 and all others to zero, which means that the sum in the second exponent will
have five non-zero terms at most. If there is one or more reference levels in the chosen combination, the number of nonzero terms in the sum reduces accordingly, as their effect has already been accounted for in the first exponent (constant term).

So, the equation of the model can be finally written as :

$$
M N=k \cdot f_{S} \cdot f_{Z} \cdot f_{B} \cdot f_{M} \cdot f_{J}
$$

where $k=\exp (a)=\exp (0.772)=2.16$
and the factors are obtained by exponentiating the corresponding coefficients in the regression equation. The results are displayed in the table below :

| level | $f_{S}$ | $f_{Z}$ | $f_{B}$ | $f_{M}$ | $f_{J}$ |
| :---: | :--- | :--- | :---: | :---: | :---: |
| 1 | 1.00 | 1.17 | 4.09 | 1.78 | $(1.00)$ |
| 2 | 1.11 | $0.94 *$ | 2.84 | 2.11 | $(0.83)$ |
| 3 | 1.26 | 0.83 | 2.26 | 1.29 | 0.91 |
| 4 | 1.58 | 0.64 | 2.00 | $(1.00)$ |  |
| 5 | 1.78 | $0.96 *$ | 1.75 | 2.26 |  |
| 6 |  | 0.72 | 1.56 | 1.24 |  |
| 7 |  | $(1.00)$ | $(1.00)$ | 2.03 |  |
| 8 |  |  |  | $(2.39)$ |  |
| 9 |  |  |  | $(1.37)$ |  |

Care must be taken in interpreting the above values as some of them are subject to unacceptable error (denoted by an asterix) and others (within brackets) correspond to levels with an abnormal
frequency in the zero claims analysis performed in Section 3.7. As the distribution under consideration is a conditional one, that is, given that NCLA $>0$, the values represented within brackets are certainly distorted, and therefore no attempt will be made to interpret them.

If one compares the remaining values in the Table above, some conclusions may be drawn regarding the way the rating factors influence the claim frequency.

The values of $f_{S}$ increase with the levels of $S$; therefore it is confirmed that the claim frequency increases with the use of the vehicle.

In order to aid the interpretation of $f_{Z}$, their values (excluding the suspected ones) will be ranked along with the corresponding levels of Z :

| $\mathrm{f}_{\mathrm{Z}}$ | Z level | meaning |
| :--- | :--- | :--- |
| 1.17 | 1 | three biggest cities |
| 0.83 | 3 | small cities |
| 0.72 | 6 | rural areas in the north |
| 0.64 | 4 | rural areas in the south |

There is some evidence that the claim frequency increases with populational density, judging by the results in the above Table.

Looking now at the values of $f_{B}$, it becomes clear that the claim frequency decreases as the bonus discount increases.

The values of $f_{M}$ will be ranked in the same way as those of $f_{Z}$.

| $f_{M}$ | M level | relative engine size |
| :--- | :--- | :--- |
| 2.26 | 5 | 2.23 |
| 2.11 | 2 | 2.40 |
| 2.03 | 7 | 2.17 |
| 1.78 | 1 | 2.20 |
| 1.29 | 3 | 2.43 |
| 1.24 | 6 | 1.60 |

Judging by the results above, it does not seem clear that the claim frequency increases with the power of the vehicle. Perhaps security aspects of the vehicles overcome the importance of the power in explaining the variation in the claim frequency.

Regarding the rating factor $J$, one cannot interpret the $f_{J}$ values because just one of them can be regarded as reliable. However, the results derived in Sections 3.7 and 3.9 give some indication that the claim frequency increases with the age of the vehicle.
3.12 Conclusions

No strong evidence was found that the five rating factors have a significant influence on the average claim, that is, there was no indication that the variation in the average claim could be explained as due to the different levels of the rating factors, with the possible exceptions of the levels $M=9, Z=7$ and $B=7$.

The same was not found to be true as regards the claim frequency, in which the influence of the rating factors was not only detected but also quantified with the aid of a multiplicative model. The measurement of the effects of the rating factors on the claim frequency was only possible to be made on a restricted set of the observations, namely those with at least one claim, otherwise one would be violating fundamental theoretical assumptions.

One possible and indeed reasonable interpretation of the above findings is that the occurrence of a claim in third party insurance does depend on the rating factors; however after such a claim has happened, its amount does not depend so much on the rating factors, but on random fluctuation or perhaps on other factors which were not considered in the analysis.

A lognormal distribution was found suitable to represent claim frequencies, given that NCLA $>0$, but not for average claims based on a small number of claims. This means that a separation of severe bodily injury claims seems to be necessary when dealing with the distribution of a single claim in third party insurance.

### 4.1 Introduction

The settlement of claims in non-life insurance is subject to delays particularly when legal liabilities are involved. Other factors may influence these delays as, for example, administrative procedures within certain insurance companies.

For an insurance company, the ability to estimate its future liabilities is of great importance. Indeed, if the company manages to estimate its future payments with accuracy, this means that both its loss reserves and future premiums will be likely to be correct.

Most of the methods used by insurance companies to deal with settlement delays and ultimately with the estimation of outstanding claims amounts are based on the so-called run-off triangle, which will be discussed in the next section.

### 4.2 The run-off triangle

A run-off triangle is an array in which the payment history of several consecutive years may be summarized.

The figures in the cells of the run-off triangle may represent different quantities : claim numbers, total payments, average
payments, etc. The figures may appear in cumulative or in noncumulative form. Of course, one can be easily transformed into the other and vice versa.

An example of a run-off triangle is shown in Table (4.1), in which $C_{i j}$ represents the cumulative claim amount paid by the end of year $j$ in respect of claims incurred in year $i$. In other words, $C_{i j}$ is the total amount paid in year of origin $i$ and the following j years.

Such a triangle can be used for the calculation of provisions for outstanding claims by the so-called "chain ladder" method (Taylor, 1977). This method is based on the assumption that in the absence of exogeneous factors such as inflation, changing mix of risks, changing size of portfolio etc., the distribution of delays between the incident giving rise to a claim and the payments made in respect of that claim remain relatively stable over time (Benjamin, 1977).

It follows from the above assumption that the columns of the runoff triangle are proportional to one another, apart from random fluctuation.

The method consists of calculating the ratios (Taylor, 1977) :
where $\hat{M}_{j}$ is an estimate of $C_{i \infty} / C_{i j}$ and $\hat{m}_{h}$ is an estimate of $C_{i(h+1)} / C_{i h}$, which is calculated as:

TABLE (4.1)
THE RUN-OFF TRIANGLE

| year of origin | development year |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0 | 1 | 2 | - | - | . | k-1 | k |
| 0 | $\mathrm{C}_{00}$ | $\mathrm{C}_{01}$ | $\mathrm{C}_{02}$ | - | - | - | $C_{0 k-1}$ | $C_{0 k}$ |
| 1 | $C_{10}$ | $C_{11}$ | $C_{12}$ | - | - | - | $C_{1 k-1}$ |  |
| 2 | $C_{20}$ | $C_{21}$ | $\mathrm{C}_{22}$ | - | - | - |  |  |
| - | - | - | - | - | - |  |  |  |
| - | - | - | - | - |  |  |  |  |
| - | - | - | - |  |  |  |  |  |
| k-1 | $C_{k-10}$ | $C_{k-11}$ |  |  |  |  |  |  |
| k | $C_{\text {ko }}$ |  |  |  |  |  |  |  |

$$
\begin{equation*}
\hat{m}_{h}=\frac{\sum_{i=0}^{k-i-1} c_{i(h+1)}}{\sum_{i=0}^{k-i-1} c_{i h}} \tag{2}
\end{equation*}
$$

In expression (1), $\hat{M}_{k}$ is obtained from an estimate of the outstanding liability as at the end of development year $k$ (for year of origin 0 ).

The factors $\hat{M}_{j}$ evaluated in expression (1) can now be used to calculate outstanding claims provisions in respect to each of the years of origin. For year of origin i, the outstanding claims provision is :

$$
\begin{equation*}
c_{i(k-i)}\left(\hat{M}_{k-i}-1\right) \tag{3}
\end{equation*}
$$

If the exogeneous factors referred to above are not negligible, the "chain ladder" method can give misleading results. In this case other methods must be used as, for example, the "separation method" (Benjamin, 1977), which is however based on a run-off triangle consisting of non-cumulative payments.

SETTLEMENT DELAYS OF MOTOR INSURANCE CLAIMS

### 5.1 Introduction

This chapter aims at studying the speed of settlement of motor insurance claims. To this end, a set of data from a medium sized British insurance company was analysed with the aid of the statistical computer software SPSS.

The data consisted of individual payments made by the company referring to motor accidents which took place in the course of the years 1972 and 1973.

The reason for the choice of what may appear to be remote years of accident was the need to avoid the possibility of dealing with a large proportion of outstanding claims, so that the study could be carried out based as much as possible on real payments rather than on estimates.

The objective of the study was to establish the exact distributions of payments along the settlement years for each of the two years of accident so that an average pattern of settlement could be obtained.

### 5.2 Description of the data

The data was made available to this research in the form of computer records compiled by the company, each record containing
Notation Description
(for computer use)

| 1. YACC | the year of the accident which gave rise |
| ---: | :--- |
| to the claim (either 72 or 73 ) |  |

2. PAD $\quad$ payment for accidental damage on the
policyholder's own vehicle (units: £)
3. PTPBI - payment for third party bodily injury
4. PTPPD - payment for third party property damage (units: £)
5. TSYR

- duration of time elapsed from the notification of the claim to final settlement (units: years)

If the claim is unsettled, this variable takes the arbitrarily chosen value of 24.
6. EUNP
estimated amount to be paid for unsettled claims (units: £) For settled claims, this variable takes the value zero.

The year taken as a reference for unsettled claims was 1980 when the computer file was made available by the company for this research.

The portfolio considered throughout the study was composed of private vehicles under a comprehensive cover policy.

### 5.3 Analysis of the pattern of settlement for YACC $=72$

This section aims at evaluating the distribution of payments of each kind throughout the settlement years, for claims related to accidents which took place in the course of the year 1972.

For convenience the three kinds of payments will be denoted from now on as :

AD : accidental damage
TPBI : third party bodily injury
TPPD : third party property damage

One difficulty arises from the fact that if one claim gave rise to more than one kind of payment and if those payments were made at different times, the recorded time of settlement refers to the latest payment. Therefore, it is impossible to assign the correct individual time of settlement for composite payments.

The way around this problem was to define an auxiliary variable for each kind of payment so that it could be identified
whether the corresponding payment was composite or not.

For AD payments, the auxiliary variable was defined as below :

| Notation | Meaning |
| ---: | :--- |
| I1 $=$ | 1, if PAD $\neq 0$ and PTPBI $=0$ and PTPPD $=0$ |
| $=$ | 2, if PAD $\neq 0$ and PTPBI $\neq 0$ and PTPPD $=0$ |
| $=$ | 3, if PAD $\neq 0$ and PTPBI $=0$ and PTPPD $\neq 0$ |
| $=4$, if PAD $\neq 0$ and PTPBI $\neq 0$ and PTPPD $\neq 0$ |  |

So, $\quad$ Il $=1$ means that only an AD payment was made, I1 = 2 means a composite AD and TPBI payment, I1 = 3 means a composite AD and TPPD payment, I1 = 4 means a composite AD, TPBI and TPPD payment

A preliminary exploration of the data showed an insignificant small number of negative payments, the reason being either error in the process of codification of the data or possible recoveries made from other insurance companies. As it was impossible to distinguish the former from the latter, it was decided to treat all negative values as errors.

The distribution of AD payments throughout the years of settlement was produced by the procedure BREAKDOWN of SPSS. The restriction $P A D>0$ was imposed to prevent negative $A D$ payments from entering the analysis. The variable PAD was broken down by the auxiliary variable Il and then by the variable TSYR and the results are shown in Fig. (5.1).

# DISTRIBUTION OF PAD ALONG THE YEARS OF <br> SETTLEMENT (YEAR OF ACCIDENT : 72) 



The column identified as SUM contains the sum of $A D$ payments for each combination of values of the variables Il and TSYR. It is worth remembering that TSYR $=0$ corresponds to claims settled within one year from the notification to the insurer, $T S Y R=1$ corresponds to claims settled within the second year from notification and so on. TSYR $=24$ corresponds to unsettled claims.

The results were rearranged as in Table (5.1) in which the sums of payments were rounded to $£ 1000$ units for the sake of clarity. It is worth noticing that the columns in the table corresponding to composite payments are AD payments which were made with other kinds of payments possibly at different times.

Similar procedures were adopted for TPBI and TPPD payments, that is, auxiliary variables were defined in order to identify composite payments and the procedure BREAKDOWN of SPSS was used to produce the distribution of these payments along the years of settlement. The results are shown in Fig. (5.2) for TPBI and in Fig. (5.3) for TPPD. In each case only positive payments entered the analysis in the same way as was done for AD payments.

The procedure CONDESCRIPTIVE of SPSS was used for the variable EUNP in order to produce the sum of estimated payments for outstanding claims and the result is shown on the bottom of Fig. (5.3). As expected, the sum of those payments is very small (£3250) and therefore will not be considered in the study.

The columns denoted by "N" in Figs. (5.1) to (5.3) represent the number of observations for each combination of the auxiliary variables and TSYR.

Table (5.1)

Settlement delays for $A D$ payments (year of accident : 72)

| time of settlement (years) | AD payments (1000£) |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\begin{gathered} \text { AD } \\ \text { only } \end{gathered}$ | composite payments |  |  |
|  |  | with TPBI | with TPPD | with TPBI and TPPD |
| 0 | 586 | 28 | 163 | 19 |
| 1 | 141 | 41 | 63 | 31 |
| 2 | 21 | 16 | 11 | 7 |
| 3 | 3 | 16 | 1 | 6 |
| 4 | 1 | 4 | 0 | 4 |
| 5 |  | 0 | 1 | 2 |
| 6 |  | 2 |  |  |
| 7 |  |  |  |  |
| unsettled |  | 1 |  |  |

Total AD : £1168000
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If one compares the number of observations for the same kind of composite payments, slight differences can be noticed. For example, in Fig. (5.1), the number of observations for composite AD payments with TPBI is 385 whereas that for composite TPBI payments with AD in Fig. (5.2) is 382. The reason for that lies in the way negative payments were dealt with in the analysis. If one particular record contained say a positive AD payment and a negative TPBI one, this record was included in the computation of AD payments but excluded in the TPBI ones, as only positive payments were allowed to enter the respective computations.

The results for TPBI and TPPD were rearranged in the same way as was done for $A D$ payments and the results are shown in Tables (5.2) and (5.3).

Some conclusions can be drawn if one compares the values in Tables (5.1) to (5.3). The second column in each table contains sums of single payments only; therefore, their associated settlement delays can be regarded as correct. A comparison of those values shows that TPBI claims were those which took longer to settle as expected. Surprisingly though, TPPD claims were settled more rapidly than $A D$ ones, although the payments involved in the latter type were much higher. It can also be noticed that longer settlement delays for composite payments occur when a TPBI payment is included.

Based on the above facts, it seems reasonable to assume that in a composite TPBI payment, the latest payment is likely to have been the TPBI one itself. With this assumption in mind, the values in each row of Table (5.2) can be added giving as a result

Table (5.2)

Settlement delays for TPBI payments (year of accident : 72)

| time of settlement (years) | TPBI payments (1000£) |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\begin{aligned} & \text { TPBI } \\ & \text { only } \end{aligned}$ | composite payments |  |  |
|  |  | with AD | with TPPD | with AD and TPPD |
| 0 | 5 | 11 | 1 | 7 |
| 1 | 9 | 31 | 1 | 31 |
| 2 | 24 | 52 | 1 | 9 |
| 3 | 16 | 99 |  | 20 |
| 4 | 33 | 39 |  | 17 |
| 5 | 5 | 6 |  | 25 |
| 6 |  | 8 |  |  |
| 7 |  | 2 |  |  |
| unsettled |  |  |  |  |

Total TPBI : £452000

Table (5.3)
Settlement delays for TPPD payments (year of accident : 72)

| time of settlement (years) | TPPD payments (1000£) |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | TPPD only | composite payments |  |  |
|  |  | with AD | with TPBI | with AD and TPBI |
| 0 | 12 | 73 | 0 | 7 |
| 1 | 4 | 31 |  | 13 |
| 2 | 2 | 3 |  | 3 |
| 3 | 1 | 1 |  | 2 |
| 4 |  |  |  | 1 |
| 5 |  |  |  | 1 |
| 6 |  |  |  |  |
| 7 |  |  |  |  |
| unsettled |  | 1 |  |  |

Total TPPD : £155000
the total distribution of TPBI payments along the years of settlement. This was done and the result is displayed in the third column of Table (5.4), which shows the settlement delays for the three types of payments.

The total AD payments are shown in the second column of Table (5.4) and the criterion which was adopted to deal with composite $A D$ payments was to assume that they were distributed along the years of settlement in the same proportion as the "AD only" payments. The same assumption was made for total TPPD payments and the results are shown in the fourth column of Table (5.4).

A comparative analysis of the results in Table (5.4) shows that $A D$ payments corresponded to $65.8 \%$ of the total claims expenditure of the company whereas the percentages for TPBI and TPPD claims were $25.5 \%$ and $8.7 \%$ respectively.
$A D$ claims are generally regarded as taking very little time on average to settle. Table (5.4) shows that a non-negligible amount of AD payments ( $£ 219000$ ), corresponding to $12.3 \%$ of the total expenditure was settled within the second year from notification to the company, which is by no means a short delay as far as damage to the owner's vehicle is concerned.

### 5.4 Analysis of the pattern of settlement for YACC $=73$

The same procedures of Section (5.3) were used to analyse the claims records corresponding to accidents which took place in the course of the year 1973.

> Table (5.4)

Settlement delays for the three types of payments (year of accident : 72)

| time of <br> sett ement <br> (years) | type of payment (1000£) |  |  | Total |
| :--- | ---: | ---: | ---: | :---: |
|  | AD | TPBI | TPPD |  |
|  |  |  |  |  |
| 0 | 910 | 24 | 98 | 1032 |
| 1 | 219 | 72 | 33 | 324 |
| 2 | 33 | 86 | 16 | 135 |
| 3 | 5 | 135 | 8 | 148 |
| 4 |  | 89 |  | 90 |
| 5 |  | 36 |  | 36 |
| 7 |  | 8 |  | 8 |
| 7 |  |  |  |  |

The outputs from the procedure BREAKDOWN of SPSS are shown in Figs. (5.4), (5.5) and (5.6), respectively for AD, TPBI and TPPD payments. On the bottom of Fig. (5.6) the sum of estimated payments for outstanding claims is given and its value (£17584), although much higher than that of 1972, still can be considered small if compared with the real payments.

The results for the three types of payments were rearranged in the same way as in the previous section and are given in Tables (5.5) to (5.7). The same trends observed in the settlement delays for 1972 can be noticed for 1973 - namely, that. TPBI claims take longer to settle than the other types and that TPPD claims settle more rapidly than $A D$ claims.

The same criteria for dealing with composite payments in the previous section were adopted for 1973 claims, resulting in the distribution of the three types of payments along the settlement years, which is shown in Table (5.8).

It can be noticed that $A D$ payments corresponded to $70.0 \%$ of the total claims expenditure contrasting with much smaller percentages for TPBI and TPPD which were $20.0 \%$ and $10.0 \%$ respectively.

Once more a substantial amount of AD payments (£247000) corresponding to $11.4 \%$ of the total expenditure was settled within the second year from notification to the company which confirms that $A D$ claims are not settled as immediately as has commonly been thought by those working in the industry. Impressions can obviously be misleading.

## DISTRIBUTION OF PAD ALONG THE YEARS OF <br> SETTLEMENT (YEAR OF ACCIDENT : 73)

| var | iable |  | CODE | valu | je label | sum | mean | sto dev | variance |  | N |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| for | entire | population |  |  |  | 1527521.0000 | 114.7132 | 151.9866 | 23099.9328 |  | 13316) |
| 11 |  |  | 1. | AD | ONLY | 1013859.0000 | 93.9454 | 125.6997 | 15800.4108 | ( | 10792) |
|  | tspr |  | 0. |  |  | 814836.0000 | 87.3163 | 114.5811 | 13128.8220 | ( | 9332) |
|  | tspr |  | 1. |  |  | 164123.0000 | 133.6507 | 171.0043 | 29242.4687 | ( | 1228) |
|  | tsye |  | 2. |  |  | 26760.0000 | 143.1016 | 189.1376 | 35773.0380 | ( | 187) |
|  | tspr |  | 3. |  |  | 7021.0000 | 189.7568 | 245.4090 | 60225.5781 | ( | 37) |
|  | tsyr |  | 4. |  |  | 1018.0000 | 169.6667 | 152.3741 | 23217.8667 | ( | 6) |
|  | tsye |  | 6. |  |  | 89.0000 | 89.0000 | 0. | 0. | ( | 1) |
|  | tsyR |  | 7. |  |  | 12.0000 | 12.0000 | 0. | 0. | ' | 1) |
| 11 |  |  | 2. | AD | + tP8I | 108377.0000 | 301.0472 | 259.9324 | 67564.8641 | ' | 360) |
|  | tsym |  | 0. |  |  | 25331.0000 | 238.9717 | 186.6751 | 34847.6087 | ( | 106) |
|  | tsyr |  | 1. |  |  | 36481.0000 | 287.2520 | 248.0783 | 61542.8249 | ( | 127) |
|  | tsyr |  | 2. |  |  | 25810.0000 | 339.6053 | 261.7438 | 68509.8154 | ( | 76) |
|  | tspr |  | 3. |  |  | 12295.0000 | 423.9655 | 406.5027 | 165244.4631 | ( | 29) |
|  | tsyr |  | 4. |  |  | 5500.0000 | 423.0769 | 313.2075 | 98098.9103 | ( | 13) |
|  | tsyr |  | 5. |  |  | 1062.0000 | 265.5000 | 246.4366 | 60731.0000 | ( | 4) |
|  | tspr |  | 6. |  |  | 481.0000 | 160.3333 | 151.5795 | 22976.3333 | ( | 3) |
|  | tsye |  | 7. |  |  | 487.0000 | 487.0000 | 0. | 0. | ( | 1) |
|  | tsye |  | 24. |  |  | 930.0000 | 930.0000 | 0 . | 0. | ( | 1) |
| 11 |  |  | 3. | AD | + tPpo | 318883.0000 | 166.9545 | 174.8740 | 30580.8994 | ( | 1910) |
|  | tspr |  | 0. |  |  | 215836.0000 | 151.8902 | 151.8943 | 23071.8710 | ' | 1421) |
|  | tspr |  | 1. |  |  | 85768.0000 | 211.2512 | 225.1346 | 50685.5960 | ' | 406) |
|  | tspr |  | 2. |  |  | 13340.0000 | 208.4375 | 225.8188 | 50994.1230 | ' | 64) |
|  | tsye |  | 3. |  |  | 3227.0000 | 230.5000 | 210.2873 | 44220.7308 | ( | 14) |
|  | tsir |  | 4. |  |  | 540.0000 | 135.0000 | 62.7535 | 3938.0000 | ' | 4) |
|  | tsyr |  | 24. |  |  | 172.0000 | 172.0000 | 0. | 0 . | ( | 1) |
| 11 |  |  | 4. | AD | + TPBI + TPPD | 86402.0000 | 340.1054 | 275.2043 | 75737.4113 | ' | 254) |
|  | TSpr |  | 0. |  |  | 27706.0000 | 304.4615 | 235.5923 | 55503.7179 | ( | 91) |
|  | TSYR |  | 1. |  |  | 26934.0000 | 316.8706 | 242.9042 | 59002.4473 | ( | 85) |
|  | tispr |  | 2. |  |  | 19234.0000 | 418.1304 | 354.6415 | 125770.6048 | ' | $40)$ |
|  | tsire |  | 3. |  |  | 6439.0000 | 402.4375 | 248.4380 | 61721.4025 | ' | 16) |
|  | tspre |  | 4. |  |  | 2012.0000 | 335.3333 | 380.9276 | 165105.8667 | ' | 6) |
|  | tsya |  | 5. |  |  | 3007.0000 | 601.4000 | 423.7503 | 179506.3000 | ' | 5) |
|  | tspa |  | 6. |  |  | 323.0000 | 107.6067 | 89.6679 | 8040.3333 | ' | 1) |
|  | tspa |  | 7. |  |  | 652.0000 | 652.0000 | 0. | 0. | ' | 1) |
|  | ispa |  | 24. |  |  | 95.0000 | 95.0000 | 0. | 0. | ( | 1) |

FIG（5．5）
DISTRIBUTION OF PTPBI ALONG THE YEARS OF
SETTLEMENT（YEAR OF ACCIDENT ：73）
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Settlement delays for AD payments (year of accident : 73)

| time of settlement (years) | AD payments (1000£) |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | AD only | composite payments |  |  |
|  |  | with TPBI | with TPPD | with TPBI <br> and TPPD |
| 0 | 815 | 25 | 216 | 28 |
| 1 | 164 | 36 | 86 | 27 |
| 2 | 27 | 26 | 13 | 19 |
| 3 | 7 | 12 | 3 | 6 |
| 4 | 1 | 6 | 1 | 2 |
| 5 |  | 1 |  | 3 |
| 6 |  |  |  | 0 |
| 7 |  |  |  | 1 |
| unsettled |  | 1 |  |  |

Total AD : £1526000

Table (5.6)

Settlement delays for TPBI payments (year of accident : 73)

| time of settlement (years) | TPBI payments (1000£) |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | TPBI only | composite payments |  |  |
|  |  | with AD | with TPPD | with AD and TPPD |
| 0 | 9 | 9 | 1 | 9 |
| 1 | 13 | 25 | 4 | 26 |
| 2 | 15 | 43 | 4 | 44 |
| 3 | 1 | 40 |  | 25 |
| 4 | 3 | 32 |  | 12 |
| 5 | 7 | 6 |  | 28 |
| 6 | 15 | 8 |  | 14 |
| 7 |  | 1 |  | 9 |
| unsettled |  | 1 |  | 30 |

Total TPBI : £434000

Table (5.7)
Settlement delays for TPPD payments (year of accident : 73)

| time of settlement (years) | TPPD payments (1000£) |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | TPPD only | composite payments |  |  |
|  |  | with AD | with TPBI | with AD and TPBI |
| 0 | 19 | 97 | 0 | 10 |
| 1 | 6 | 39 | 1 | 9 |
| 2 | 1 | 7 |  | 9 |
| 3 |  | 5 |  | 4 |
| 4 |  |  |  | 4 |
| 5 |  |  |  | 2 |
| 6 |  |  |  |  |
| 7 |  |  |  |  |
| unsettled |  |  |  |  |

Total TPPD : £213000

Table (5.8)

Settlement delays for the three types of payments
(year of accident : 73)

| time of settlement (years) | type of payment (1000£) |  |  | Total |
| :---: | :---: | :---: | :---: | :---: |
|  | AD | TPBI | TPPD |  |
| 0 | 1226 | 28 | 156 | 1410 |
| 1 | 247 | 68 | 49 | 364 |
| 2 | 41 | 106 | 8 | 155 |
| 3 | 11 | 66 |  | 77 |
| 4 | 1 | 47 |  | 48 |
| 5 |  | 41 |  | 41 |
| 6 |  | 37 |  | 37 |
| 7 |  | 10 |  | 10 |
| unsettled |  | 31 |  | 31 |
| Total | 1526 | 434 | 213 | 2173 |

### 5.5 Average pattern of settlement

The total payments in the fifth column of Tables (5.4) and (5.8) were expressed as percentages of the respective column totals so that an average pattern of settlement could be obtained.

Table (5.9) shows the average distribution of payments (in percentages) along the settlement years, based on the patterns of settlement for the two years of accident 1972 and 1973 evaluated as above. It is worth noticing that on average $61.5 \%$ of the claims expenditure is paid within the first year from notification to the company, whereas the remaining $38.5 \%$ is spread over seven years from notification according to the percentages in Table (5.9). This means that a marginal profit can be made by the company under favourable investment conditions.

To illustrate the above point numerically, the results for the year of accident 1972 will be re-examined. Assuming a constant rate of inflation of say $5 \%$, the true risk premium in monetary units of 1972 can be evaluated from Table (5.4) as :

$$
\begin{aligned}
\underline{P}= & 1032+324 \times 1.05^{-1}+135 \times 1.05^{-2}+148 \times 1.05^{-3}+90 \times 1.05^{-4}+ \\
& +36 \times 1.05^{-5}+8 \times 1.05^{-6}+2 \times 1.05^{-7}=1700.51
\end{aligned}
$$

After deducting the claims expenses within the first year from notification, the available capital for investment will be :

$$
C=1700.51-1032.00=668.51
$$

Assuming that this capital is invested at a rate of interest

Table (5.9)

Average settlement delays

| time of <br> settlement <br> (years) | percentage of total payments |  |  |
| :---: | :---: | :---: | :---: |
|  | 1972 | 1973 | average |
|  |  |  |  |
| 0 | 58.1 | 64.9 | 61.50 |
| 1 | 18.3 | 16.8 | 17.55 |
| 2 | 7.6 | 7.1 | 7.35 |
| 3 | 8.3 | 3.5 | 5.90 |
| 4 | 5.1 | 2.2 | 3.65 |
| 5 | 2.0 | 1.9 | 1.95 |
| 7 | 0.5 | 1.7 | 1.10 |
| 7 | 0.1 | 0.5 | 0.30 |
| unsettled | 0.0 | 1.4 | 0.70 |
| Total | 100.0 | 100.0 | 100.00 |

say $1 \%$ above inflation, that is $6 \%$ per year, the marginal profit after all claims have been settled can be evaluated as follows :

| year of <br> settlement | capital | interest | claims <br> expenses | balance |
| :---: | ---: | ---: | ---: | ---: |
| 1 | 668.51 | 40.11 | 324.00 | 384.62 |
| 2 | 384.62 | 23.08 | 135.00 | 272.70 |
| 3 | 272.70 | 16.36 | 148.00 | 141.06 |
| 4 | 141.06 | 8.46 | 90.00 | 59.52 |
| 5 | 59.52 | 3.57 | 36.00 | 27.09 |
| 6 | 27.09 | 1.63 | 8.00 | 20.72 |
| 7 | 20.72 | 1.24 | 2.00 | 19.96 |

So the marginal profit is obtained by expressing the final balance of $£ 19960$ in monetary units of 1972 , that is :

Marginal Profit $=19960 \times 1.05^{-7}=£ 14185.20$.

### 5.6 Conclusions

It was shown in this Chapter that long settlement delays in motor insurance claims are generally associated with third party bodily injury claims. Although AD and TPPD claims are settled more rapidly on average than TPBI claims, their settlement delays cannot be considered as negligible. Indeed, it was shown that some of these claims may take as long as four years to settle.

An average pattern of settlement was obtained by expressing the payments for the two years of accident as percentages of the respective total claims expenditure. It was seen that settlement delays can constitute a source of marginal profits for an insurance company provided that its average rate of return in investment exceeds the inflation rate.

# CHAPTER SIX 

SUMMARY OF CONCLUSIONS

### 6.1 Conclusions

The first investigation in this research aimed at studying the influence of a given set of rating factors on the average claim and claim frequency in third party motor insurance.

Five rating factors were considered and no strong evidence was found that they had a significant influence on the average claim, with the possible exception of three particular levels $M=9, Z=7$ and $B=7$, for which an abnormal variation of the average claim was detected.

As regards the claim frequency, such an influence was not only detected, but also quantified for a limited set of the observations.

It was also found that a lognormal distribution was suitable to represent both claim frequencies given a positive number of claims and average claims based on a large number of claims. For a small number of claims, it was found that a separation of severe bodily injury claims was needed so that the average claim could be represented by a lognormal distribution.

The aim of the second investigation was to study the speed of settlement of motor insurance claims. An average pattern of settlement was obtained based on data from a medium sized British insurance company. It was shown that delays in settlement could give rise to
marginal profits provided that the company's average rate of return in investment exceeded the inflation rate.

It was also confirmed that long settlement delays in motor insurance are generally due to third party bodily injuries, although the settlement delays for accidental damage and third party property damage claims were not found to be negligible.

### 6.2 Suggestions for further research

Due to the form in which the data was made available to this research, no attempt was made in the first investigation to study the effect of interactions among the factors. Indeed, the inclusion of interactions in linear models based on large-scale survey-type data when several factors are under consideration and just one observation per cell is available, is not recommended (Searle, 197l, Chap. 8).

One way in which further research could be carried out in this subject would be to examine the effect of interactions among the rating factors in explaining the variation of the average claim and claim frequency. To this end, data should be collected under a careful experimental design with replications in each cell in order to provide an adequate number of degrees of freedom to test the significance of such interactions.
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