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ABSTRACT 

Trust is a significant factor in user adoption of new 

systems. However, although trust is a dynamic attitude of 

the user towards the system and changes over time, trust in 

intelligent systems is typically captured as a single 

quantitative measure at the conclusion of a task. This paper 

challenges this approach. 

We report a case study that employed a combination of 

repeated quantitative and qualitative measures to examine 

how trust in an intelligent system evolved over time and 

whether this varied depending on whether the system 

offered explanations. We discovered different patterns in 

participants’ trust journeys. When provided with 

explanations, participants’ trust levels initially increased, 

before returning to their original level. Without 

explanations, participants’ trust reduced over time. The 

qualitative data showed that perceived system ability was 

more important in determining trust amongst with-

explanation participants and perceived transparency was a 

greater influence on the trust of participants who did not 

receive explanations. The findings provide a deeper 

understanding of the development of user trust in intelligent 

systems and indicate the value of the approach adopted. 
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INTRODUCTION 

The Need for Trust in Intelligent Systems 

While intelligent systems are designed to aid users, they are 

not without their problems. Intelligent systems are dynamic 

and, through the use of machine learning algorithms, seek 

to adapt to the need and preferences of individual users. In 

doing so, they will typically violate these fundamental 

usability principles [6]: 1) control – an intelligent system 

may modify its behavior without explicit authorization from 

the user; 2) predictability – an intelligent system may 

produce a different output, when given the same input, at 

different points in time; 3) transparency – an intelligent 

system may not provide any understanding of its inner 

workings and so its behavior is not comprehensible to the 

user. 

System ability, control, predictability and transparency have 

been identified in existing research as some of the key 

factors that influence users’ trust in intelligent systems [2, 

5, 12, 14]. Trust is a significant factor in determining the 

adoption of systems that perform tasks on behalf of the user 

[11]. Research has placed too great an emphasis on the 

components and machine learning algorithms of intelligent 

systems, with insufficient consideration for how users trust 

their actions [4]. Therefore, failure to adequately consider 

and address these factors in the design of an intelligent 

system is likely to result in a system that is not adopted by 

users. 

What is Trust? 

A vast number of definitions of trust exist. It has been 

studied from various perspectives across a range of 

disciplines and there is little consensus as to what trust 

means [10]. Trust is a “highly complex and multi-

dimensional phenomenon,” in which it is insufficient 

simply to ask an individual whether they trust or distrust 

another agent, as they may trust them in some regards but 

not in others [9]. Trust needs to be considered holistically 

and examined in its constituent parts rather than simply as a 

whole [3]. While an individual’s initial judgments regarding 

the trustworthiness of another are founded in their general 

disposition to trust, their trust changes in response to the 

degree to which subsequent interactions either confirm or 

discredit those judgments [7]. Trust beliefs may grow or 

change over time with repeated interactions [13]. 

Existing Measures of Trust in Intelligent Systems 

While existing research examines the multifaceted nature of 

user trust in intelligent systems, it does not consider the 

effect of repeated interactions on trust. In the context of 

intelligent systems, trust, and its associated factors, is 

 



measured solely in post-task questionnaires and interviews 

[2, 12, 14]. This current approach captures users’ trust in 

intelligent systems only at a specific point in time. They 

give no representation of how trust and the factors of trust 

may have developed and changed over time. While users’ 

trust journeys have received some consideration in other 

domains [15], intelligent systems differ from other 

technologies in a crucial aspect. The behavior of intelligent 

systems may change over time as the learning agent 

receives more training data, which, in turn, will affect user 

trust. 

This paper proposes a combined iterative quantitative and 

qualitative approach to measuring user trust, and factors 

associated with trust, over time in intelligent systems. The 

effect of explanations on user trust has been examined 

using existing methods [1, 12, 16]. It follows to use 

explanations, a mechanism with which to potentially 

influence trust, to explore new approaches of measuring the 

development of user trust over time in intelligent systems. 

METHOD 

We set out to investigate users’ trust journeys both in cases 

where the intelligent system offered explanations and in 

cases where it did not do so. A case study was devised and 

carried out in which participants were exposed to an 

intelligent system. 15 participants (7 male, 8 female), 

consisting of full-time postgraduate students and non-

academic university staff across a range of different 

university departments, were assigned to one of two 

condition groups: 1) with-explanations; 2) without-

explanations. From hereon, participants in the with-

explanation and without-explanation condition groups will 

be referred to with participant codes beginning with 1 and 2 

respectively. 

The Intelligent System Used in the Case Study 

The intelligent system used in the case study was the 

AutoCoder [8]. The AutoCoder is an intelligent assistant 

designed to aid users in the task of coding qualitative data, 

i.e. the process of marking segments of a transcript with 

codes (descriptive words or category names) for analysis in 

qualitative research. Figure 1 shows the graphical user 

interface of the AutoCoder and highlights its key features. 

The AutoCoder automatically codes the segments of the 

transcript. If the user disagrees with the code allocated by 

the system, they may correct it to the code that they judge 

appropriate. The AutoCoder produces system-generated 

explanations to explain the reasoning behind automatically 

coded segments. These explanations are based on words, 

combinations of words and punctuation. Participants in the 

with-explanation condition group used the AutoCoder as 

described above. Participants assigned to the without-

explanation condition used a modified version of the system 

in which they did not receive explanations. 

Procedure 

Participants were asked to code an interview transcript 

using the AutoCoder. They were asked to think aloud as 

they carried out the coding task. After participants had 

manually coded three segments of the transcript, the 

AutoCoder displayed an alert instructing them complete an 

trust assessment (TA). Participants were asked to indicate 

the extent to which agreed with the statement, “I trust the 

AutoCoder to assist me in coding the remaining segments 

of the transcript.” Participants expressed their agreement on 

a 7-point Likert scale, ranging from 1 (strongly disagree) to 

7 (strongly agree). After participants had completed the TA 

and dismissed the alert, the AutoCoder automatically coded 

the remaining transcript segments. Participants then worked 

their way through the rest of the transcript, correcting or 

agreeing with the intelligent system’s decisions. The TA 

was triggered at regular intervals during the remainder of 

the coding task; capturing participants’ trust levels at these 

times. Following the coding task, participants completed a 

post-task questionnaire (PTQ), where again, participants’ 

trust levels were recorded. 

Quantitative and qualitative measures were obtained 

throughout the duration of the task. Participants’ trust levels 

were captured at regular intervals through questions 

administered at each of the TAs and the PTQ. Their 

attitudes towards overall trust and the identified factors of 

trust (perceived system ability, perceived control, perceived 

predictability and perceived transparency) were gathered by 

asking them to think aloud during the coding task. Prior to 

the task, participants were instructed to describe what they 

were doing, why they were doing it, what they thought the 

system was doing, why they thought the system was doing 

what it was doing and any other thoughts that occurred to 

AAA   
 

BBB   
 

CCC   
 

DDD
	

AAA   
	    

 
Figure 1. The AutoCoder user interface showing (A) a series of segments, (B) their corresponding codes, (C) a system-

generated explanation, (D) an indication of whether the code has been assigned to a segment by the user or by the system. 

 



them. During the session, participants received no prompts 

beyond efforts to encourage them to continue thinking 

aloud, such as, “okay,” and, “please continue”. 

In the following section, we will describe a subsection of 

our data that exemplifies and emphasizes the worth of this 

combined quantitative and qualitative iterative approach to 

measuring trust over time in intelligent systems. 

RESULTS AND DISCUSSION 

The iterative measurement of trust at intervals throughout 

the duration of the coding task brought to light the different 

patterns in participants’ trust journeys that were exclusive 

to each of the condition groups. Participant attitudes 

gleaned from the think aloud help us to understand the 

reasons for these variations. Participants took between 

approximately 60 – 90 minutes to complete the task. 

We now consider the development of trust throughout the 

duration of the task. Two participants have been chosen 

from each condition group and their trust journeys 

discussed in detail, illuminated by the qualitative data. 

These participants’ trust journeys were representative of 

each condition group. Participants 102 and 106 from the 

with-explanation condition and participants 204 and 206 

from the without-explanation condition were selected as 

their think aloud qualitative data was the most illuminating, 

giving useful insight into their trust journeys. We would not 

be able to discuss the trust journeys of all participants in 

detail and without negating the value of the rich qualitative 

data in the scope of this paper. In examining the responses 

and attitudes of these participants in detail, we identify the 

factors of trust that most greatly influence their overall 

trust. 

With-Explanation Condition Group Pattern – “Hump” 

Figure 2 shows the similar trust journeys followed by 

participants 102 and 106 of the with-explanations condition 

group. The participants’ initial trust in the AutoCoder was 

low, before increasing to reach a peak in the middle of the 

task. Their trust then decreased, returning to its initial level. 

At TA1, the AutoCoder had not automatically coded any 

segments of the transcript, and so, this indicates 

participants’ propensity to trust in the intelligent system. 

Participant 102 was skeptical of its abilities without 

evidence to the contrary: “I wouldn’t trust it until I see 

results. Instinctively, I wouldn’t trust it.” Participant 106 

was somewhat less hesitant to trust the system, stating he 

had, “no reason to trust it but I’m quite confident for some 

reason. I wouldn’t have a reason to distrust it, as such, 

either.” 

While participant 102 perceived the system’s ability to have 

improved, her trust did not yet increase, as she believed 

more time was needed for the AutoCoder to learn from 

more training data: “[…] it is a learning system and it has 

learned better how to better answer […] I think it needs a 

bit more time to learn.” Participant 106 expressed similar 

sentiments regarding perceived system ability, although this 

was sufficient for his trust to increase: “It is getting better 

but […] I think it’s got to learn a little bit more.” 

At TA3, the trust levels of both participants 102 and 106 

reached their highest point. Participant 102 believed that the 

system had learned to produce a more accurate output based 

on her own input: “[…] it seems like it’s learned better,” 

and participant 106 deemed that the system’s ability had 

improved considerably and that it was, “really, really 

getting there.” 

However, both participants’ trust decreased at TA4. 

Participant 106 believed that his trust was misplaced and 

asserted the AutoCoder’s ability had deteriorated: “I think I 

got a bit optimistic for the AutoCoder […] it all started to 

go a little bit wrong […] so that’s knocked my confidence in 

it.” Similarly, participant 102’s trust was influenced by 

their perceived ability of the system: “I wouldn’t trust it 

because […] I’m looking at how it’s answered.” 

Without-Explanation Condition Group Pattern – 
“Downward” 

Figure 3 shows the similar trust journeys followed by 

participants 204 and 206 of the without-explanations 

Figure 3. Graph showing the trust journeys of participants 

204 and 206 of the without-explanation condition group. 

 

Figure 2. Graph showing the trust journeys of participants 

102 and 106 of the with-explanation condition group. 

 



condition group. The participants’ initial trust in the 

intelligent system is low but this is, in fact, their highest 

level of trust in the entire task. This decreases, with both 

following the same decline in trust until the task’s 

conclusion. 

The participants’ propensity to trust in the AutoCoder was 

captured at TA1, before it had automatically coded the 

transcript segments. Participant 204’s initial trust level was 

influenced by the belief that the perceived system ability 

would be low: “it will not have had the opportunity yet for 

enough learning.” Participant 206 was concerned that 

without having seen the AutoCoder in action, he would be 

unable to determine how it made its coding decisions: “I 

don’t know how it works […] I’m not sure what’s going on 

in the background, you know.” 

At TA2, both participants expressed frustration with their 

inability to understand the AutoCoder’s workings due to the 

poor perceived transparency of the system, with participant 

206 stating, “I just don’t understand why it’s making the 

decisions it’s making […] I think that’s my biggest problem 

with it.” Participant 204 declared, “I don’t know at the 

moment how it’s making its decisions.” 

The participants frustration at poor perceived transparency 

in the intelligent system continued at TA3. Participant 

206’s trust remained constant, although he was unable to 

determine the workings of the AutoCoder: “I don’t know 

how it’s doing it. Unless there’s something else I’m not 

seeing, something deeper.” Participant 204’s trust reduced 

when he, also, was still unable to determine how the system 

was making its decisions: “I think there is a pattern, 

probably, but I haven’t properly picked it up.” 

The trust levels of both participants followed the same 

downward direction at TA4. Participant 204 attributed this 

to continued poor perceived transparency of the AutoCoder: 

“I feel as though I ought to have picked up on more of a 

pattern […] about what I put in and what the machine does 

[…] I really don’t know.” Participant 206, also, was unable 

to determine the reasoning of the intelligent system, 

“‘cause recently it seems to have thrown a few random 

ones in there.” 

The iterative measurement of participants’ trust levels over 

time revealed different trust journeys that were exclusive to 

each of the condition groups. Through examination of the 

think aloud, the decrease in trust amongst participants in the 

with-explanation condition can be explained by a reduction 

in perceived system ability, that is, the perception that the 

AutoCoder’s output was inaccurate. Meanwhile, the 

reduction in trust of participants in the without-explanations 

condition is founded in poor perceived transparency, that is, 

that the rationale behind the decisions made by the 

AutoCoder could not be understood. 

While, in this instance, explanations did not result in a 

statistically significant difference in overall trust, we can 

observe differences in the factors of trust and their 

influence on overall trust. Indeed, emphasizing the 

contextual importance of perceived transparency over 

perceived system ability, participant 206 asserted, “I know 

it’s not going to be perfect and get everything right all the 

time but I don’t know how it’s doing it.” 

CONCLUSION 

The trust levels of participants in the with-explanation 

condition group were influenced strongly by the perceived 

ability of the AutoCoder. The presence of explanations 

assisted participants in the conception of an accurate mental 

model, increasing perceived transparency and the high-level 

understanding that the AutoCoder is a “learning system.” 

Participants’ trust in the AutoCoder in the without-

explanation condition group was affected by the perceived 

transparency of the system. Without the presence of 

explanations, participants found it more difficult to 

conceive a mental model as to how the AutoCoder worked 

and, as a result, their level of trust in it did not increase. The 

think aloud data allow us to understand the ‘why’s’ rather 

than just the ‘what’s’ of individual users with regards to 

their trust in an intelligent system. 

The findings of this case study exemplify the deeper, richer 

understanding of the development of users’ trust over time 

in intelligent systems that can be obtained through the 

application of this combined iterative quantitative and 

qualitative approach. Using the single PTQ quantitative 

measure of trust at the conclusion of the task, it would have 

been easy to conclude, erroneously, that explanations had 

no effect on user trust or the factors of trust. The approach 

employed in this paper reveals how and why users’ trust 

evolves over time, rather than simply what their level of 

trust is at a single point in time. 

The trust level patterns of participants found exclusively in 

the with-explanation and the without-explanation condition 

groups could not have been discovered had existing 

approaches, in which user trust is measured solely at the 

conclusion of a task, been employed. Furthermore, the 

reasons for variations in participants’ trust, and variations in 

the levels of the factors of trust, could not have been 

understood without capturing their attitudes through the use 

of the think aloud protocol. 

This approach also allows for a greater understanding of the 

individual factors of trust and the consideration, in the 

context of intelligent systems, that users may trust the 

system in terms of one factor (e.g. perceived transparency) 

but not another factor (e.g. perceived system ability). There 

is great value in developing and expanding this approach to 

measure user trust across multiple tasks carried out over a 

longer period of time, not limited to a single session. 

A greater comprehension of not only what engenders trust, 

but why users trust and how their trust evolves over time - 

their trust journeys - can lead to the design of more 

trustworthy intelligent systems. 
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