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We formulate and study the effective low-energy quantum theory of interacting long-wavelength acoustic phonons in carbon nanotubes within the framework of continuum elasticity theory. A general and analytical derivation of all three- and four-phonon processes is provided, and the relevant coupling constants are determined in terms of few elastic coefficients. Due to the low dimensionality and the parabolic dispersion, the finite-temperature density of noninteracting flexural phonons diverges, and a nonperturbative approach to their interactions is necessary. Within a mean-field description, we find that a dynamical gap opens. In practice, this gap is thermally smeared, but still has important consequences. Using our theory, we compute the decay rates of acoustic phonons due to phonon-phonon and electron-phonon interactions, implying upper bounds for their quality factor.
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I. INTRODUCTION

Even after more than a decade of very intense research efforts,¹ the unique electronic and mechanical properties of carbon nanotubes (CNTs) continue to attract considerable interest. A major driving force for this interest comes from the prominent role played by phonons in CNTs. Phonons are crucial when interpreting experimental data for resonant Raman or photoluminescence excitation spectra,²,³ and for the understanding of electrical,⁴ and thermal⁵ transport in CNTs. Moreover, phonons are responsible for interesting nonelectromechanical effects in suspended CNTs,⁶,⁷,⁸,⁹,¹⁰ and they lead to quantum size effects in the specific heat.¹¹ The real-time nonlinear dynamics of a CNT phonon mode has also been monitored experimentally by femtosecond pump-probe techniques (coherent phonon spectroscopy)¹²,¹³.

Recent experiments have shown that mechanical oscillations of suspended carbon nanotubes can be excited by a cantilever and detected by scanning force microscopy.¹⁴,¹⁵ Such experiments yield both the frequency ω and the quality factor Q = ω/Γ (with decay rate Γ) of the respective phonon mode. The so far observed values, Q ≲ 10⁴, imply significant decay rates even at rather low temperatures, and require to identify the relevant decay channels for phonons in individual CNTs. Our paper is primarily devoted to understanding the importance of phonon-phonon interactions in such decay processes. The quality factor can also be extracted from Raman spectroscopy,¹⁶ and from nonelectromechanical measurements, using phonon-assisted Coulomb blockade spectroscopy,²⁷ or capacitive detection of mechanical oscillations.⁸ In principle, coherent phonon spectroscopy also allows to access damping rates of phonon modes, and hence their quality factors. Very recently, the possibility of cooling a vibrating carbon nanotube to its phononic ground state has also been discussed.¹⁶

The recent experimental progress described above highlights the need for a reliable theory of phonon-phonon (ph-ph) interactions in CNTs. On the theoretical side, many authors have analyzed the noninteracting problem, i.e. the harmonic (or linear) theory, which allows to derive explicit theoretical results for the thermal conductance,¹⁷,¹⁸ and for the specific heat.¹⁹ Motivated by the observation that molecular dynamics calculations seem to be in good agreement with thin-shell model predictions,²⁰ several theoretical works,²¹,²²,²³,²⁴,²⁵ have adapted thin-shell hollow cylinder models,²⁶,²⁷ to the calculation of phonon spectra. However, the thin-shell approach leaves open the question of how to actually choose the width of the carbon sheet. A popular and more microscopic approach is to instead start from force-constant models,²⁸,²⁹,³⁰ taking into account up to fourth-nearest-neighbor couplings in the most advanced formulations.³¹,³² These calculations predict four acoustic phonon branches (with ω(k → 0) = 0), namely a longitudinal stretch mode, a twist mode, and two degenerate flexural modes (see Sec. II C for details). The resulting phonon spectra are in very good agreement with a much simpler calculation based on continuum elasticity theory,³³,³⁴ building on the known elastic isotropy of the honeycomb lattice.³⁵ The elastic approach will be employed in our study as well. Ref. ₃₆ provides a general discussion of the accuracy of elastic continuum theories for phonons in CNTs. For very small CNT radius Rhowever, hybridization effects involving carbon σ orbitals lead to qualitative changes, elastic continuum theories (at least in the form below) may break down, and first-principle calculations become necessary.²⁷,²⁸

In contrast, the problem of ph-ph interactions in CNTs is much more difficult and has been treated in only a few works, although phonon anharmonicities are important for several physical observables,³⁹,⁴₀,⁴₁ e.g. for thermal expansion (which is a controversial issue in CNT...
theory, to explain the stability of low-dimensional materials (which would be unstable in harmonic approximation due to the Mermin-Wagner theorem), in order to establish a finite thermal conductivity, or to provide a finite lifetime for phonons. The latter issue is particularly relevant in our context, but aside from a numerical high-temperature study which ignored the (lowest-lying) flexural phonons, to the best of our knowledge ph-ph interactions in CNTs have only been studied by Mingo and Brodits. Their work considered three-phonon processes and their effects within a Boltzmann transport equation. The main conclusion of Refs. 18, 44 was that anharmonic effects are generally weak but important in establishing upper bounds for the thermal conductance. In addition, they computed the lengthscale up to which phonons show ballistic motion. Where applicable, our results below are in accordance with theirs, but four-phonon processes (which govern the decay of flexural phonons) have not been studied so far.

We shall consider two important mechanisms for the decay of long-wavelength acoustic phonons in single-wall CNTs, namely electron-phonon (e-ph) and ph-ph scattering. We show that the dominant e-ph coupling terms (resulting from the deformation potential contribution) do not allow for phonon decay due to kinematic restrictions, and thus an intrinsic upper bound for the temperature-dependent quality factor of the various modes can be derived from ph-ph interactions alone. These upper bounds are given below. The problem of phonon decay has in fact a rather long history. Early work on the decay of an optical phonon into two acoustic phonons via anharmonicities proposed a scheme for nonlinear phonon generation. Phonon decay via ph-ph interaction is also important for the understanding of neutron scattering data and for the collective excitations in liquid helium. Such effects have even been considered in a proposal for a phonon-based detector of dark matter. General kinematic restrictions often prevent the decay of phonon modes. Lax et al. have shown that a given acoustic phonon cannot decay into other modes with higher velocity at any order in the anharmonicity. For the lowest-lying acoustic phonon mode, one then expects anomalously long lifetimes, while the higher acoustic modes typically decay — in three-dimensional (3D) isotropic media with rate $\Gamma \propto |p|^{15}$ for phonon momentum $p^{45,46}$. Such questions are particularly interesting in the CNT context, where a degenerate pair of flexural modes has the lowest energy, and the low dimensionality and the quadratic dispersion relation of the flexural mode may give rise to unconventional behavior.

Before describing the organization of the paper, we pause for some guidance for focused readers. Experimentally minded readers can find our central predictions for the decay rate (and hence the quality factor) of the low-energy phonon modes in Eqs. (29) and (35), which ignored the intermediate steps.

where the complete low-energy Hamiltonian for interacting acoustic phonons in single-wall CNTs is given, with the modified flexural dispersion relation. This modification takes into account the instability of a harmonic theory implied by the Mermin-Wagner theorem, and includes interaction effects in a nonperturbative manner. The calculation of the decay rates is then possible in a perturbative manner, and leads to the results quoted above.

Let us conclude this Introduction with the organization of the paper. In this work, based on the elastic continuum description, we formulate a complete and analytical theory of interacting long-wavelength acoustic phonons in single-wall CNTs. In Section II, we show that the simplicity of the elastic approach allows us to go beyond the harmonic approximation (which is briefly reviewed in Sec. III C), and thereby provides a complete theory of all possible three- and four-phonon scattering processes, described in detail in Sec. III. The theory is then applied in Sec. IV to the calculation of phonon decay rates. We thereby infer intrinsic upper bounds for the quality factor of the relevant acoustic modes. We comment on effects of e-ph interactions on the quality factor in Sec. V and end the paper with a discussion and an outlook in Sec. VI. Calculational details have been relegated to two appendices.

II. NONLINEAR STRAIN TENSOR AND ELASTIC THEORY

In this section we shall develop the low-energy theory of interacting long-wavelength acoustic phonons in CNTs. To be specific, we first discuss semiconducting single-wall CNTs, where e-ph scattering processes can safely be ignored.

A. Strain tensor in cylindrical geometry

We start from a continuum description, where long-wavelength phonons are encoded in the three-dimensional displacement field, $\mathbf{u}$, with local-frame components $u_n=x,y,z$ (see below). The surface of an undeformed cylinder, representing the CNT with radius $R$, is parametrized as

$$\mathbf{R}(\mathbf{r}) = R\mathbf{e}_z(x) + ye_y, \quad r = (x,y).$$

We use cylindrical coordinates with $x/R$ (where $0 \leq x < 2\pi R$) denoting the angular variable. The corresponding local-frame unit vector is $\mathbf{e}_x(x)$, while $\mathbf{e}_y$ points along the cylinder axis and $\mathbf{e}_z(x)$ is perpendicular to the cylinder surface, i.e. $z$ corresponds to the radial coordinate. Note that $R\partial_x \mathbf{e}_z = \mathbf{e}_x$ and $R\partial_z \mathbf{e}_z = -\mathbf{e}_z$, and $\mathbf{R}$ depends only
on the coordinates \( x = (x, y, z) \) parametrizing the cylinder surface. Our convention for the coordinates follows the notation of Ref. 33, which is convenient because it connects the problem on the cylinder (CNT) to the one on the plane (graphene).

The surface of the deformed cylinder is then parametrized in terms of the displacement field as

\[
x(r) = \mathbf{R}(r) + \mathbf{u}(r) = \mathbf{R}(r) + \sum_{n=x,y,z} u_n(r) \mathbf{e}_n(x).
\]

Equations (1) and (2) imply the relation

\[
dx = \left[ du_x + \left( 1 + \frac{u_z}{R} \right) dx \right] \mathbf{e}_x(x) + \left[ du_y + dy \right] \mathbf{e}_y + \left[ du_z - \frac{u_x}{R} dx \right] \mathbf{e}_z(x),
\]

where contributions come both from the variation of the displacement field and from the change in the local frame. Given the displacement field, the symmetric strain tensor \( u_{ij}(r) \), with \( i, j = x, y, z \), can be obtained from the defining relation

\[
u_{xx} dx^2 + u_{yy} dy^2 + 2 u_{xy} dxdy = \frac{1}{2} (dx^2 - dR^2).
\]

Employing Eq. (3), after some algebra, the strain tensor follows. It is composed of a linear and a nonlinear part in the displacement field, \( u = u^{\text{lin}} + u^{\text{nonlin}} \),

\[
2 u_{ij}^{\text{lin}} = D_i u_j + D_j u_i,
\]

\[
2 u_{ij}^{\text{nonlin}} = \sum_{n=x,y,z} (D_i u_n)(D_j u_n),
\]

where we use covariant derivatives,

\[
D_x u_x = \frac{\partial u_x}{\partial x} + \frac{u_z}{R}, \quad D_x u_z = \frac{\partial u_z}{\partial x} - \frac{u_x}{R},
\]

while \( D_y u_n = \frac{\partial}{\partial y} u_n \) and \( D_z u_n = \frac{\partial}{\partial z} u_n \).

One easily verifies that the strain tensor \( u_{ij} \) respects fundamental symmetries. In particular, \( u_{ij} = 0 \) for arbitrary rigid translations or rotations of the whole cylinder. For translations, both the linear and the nonlinear part of the strain tensor vanish separately, but this is not the case for rotations. While \( u_{ij}^{\text{lin}} = 0 \) under infinitesimal rotations, the full nonlinear strain tensor must be kept in order to correctly account for \( u_{ij} = 0 \) under finite rotations.

### B. Elastic energy density

The Hamiltonian density is given by the sum of the kinetic and the elastic energy density,

\[
\mathcal{H} = \frac{1}{2 \rho_M} \sum_n p_n^2 + \mathcal{U}[u],
\]

where \( \rho_M = 3.80 \times 10^{-7} \, \text{kg/m}^2 \) is the mass density of graphene, and \( p_n \) is the canonically conjugate momentum to \( u_n \). The theory is quantized via the standard commutation relations [with \( r = (x, y) \) and \( n, n' = x, y, z \)],

\[
[p_n(r), u_{n'}(r')] = -i \hbar \delta_{nn'} \delta(r - r').
\]

Armed with the nonlinear strain tensor, progress is now possible by invoking symmetry considerations and the usual assumption of a space-time local elastic energy density \( \mathcal{U} = \mathcal{U}[u(r, t)] \) depending only on the strain tensor. The elastic energy density is then expanded in the strain tensor up to fourth order, \( \mathcal{U}[u] = \mathcal{U}_2 + \mathcal{U}_3 + \mathcal{U}_4 \). This expansion will fully account for all elementary phonon scattering processes involving at most four phonons. In order to give explicit expressions, we will exclude the case of ultrathin CNTs, which is difficult to model with an elastic continuum approach. For extremely small radius, \( \sigma - \pi \) orbital hybridization effects due to the curvature of the cylinder can lead to dramatic effects and, in particular, may change the honeycomb lattice structure. In practice, this means that we require \( R \gtrsim 4 \text{Å} \). In that case, curvature effects generally scale as \( 1/R^2 \), and as outlined in Appendix A, their inclusion is possible on phenomenological grounds within our nonlinear elasticity theory. Ignoring curvature effects for the moment, a straightforward connection to the corresponding planar problem of graphene can be established. Since graphene’s honeycomb lattice is isotropic with respect to elastic properties, \( \mathcal{U}[u] \) can only depend on invariants of the strain tensor under the symmetry group \( O(2) \). Independent invariants can then be formed using the trace of the strain tensor, Tru, and its determinant, \( \det u = (\text{Tr} u)^2 - \text{Tr} u^2 \).

Starting with \( \mathcal{U}_2[u] \), quadratic in the strain tensor, one arrives at the familiar expression,

\[
\mathcal{U}_2[u] = \frac{\lambda}{2} (\text{Tr} u)^2 + \mu \text{Tr} u^2,
\]

where \( \lambda \) and \( \mu \) are Lamé coefficients. Their value in graphene is estimated to be (see, e.g., Refs. 33-54)

\[
\frac{K}{\rho_M} \simeq 2.90 \times 10^8 \text{ m}^2 / \text{s}^2, \quad \frac{\mu}{\rho_M} \simeq 1.51 \times 10^8 \text{ m}^2 / \text{s}^2,
\]

with the bulk modulus \( K = \mu + \lambda \). The 2D Poisson ratio then corresponds to

\[
\nu = \frac{K - \mu}{K + \mu} \simeq 0.31,
\]

in agreement with that computed using an empirical force-constant model. Note that \( \mathcal{U}_2[u] \) is already nonlinear in the displacement field due to the nonlinearity \( 10 \) of the strain tensor. We shall refer to such nonlinearities, resulting already from \( \mathcal{U}_2 \), as geometric. Geometric nonlinearities do not involve new material parameters beyond the Lamé coefficients.

Apart from geometric nonlinearities, there are also anharmonic contributions (\( \mathcal{U}_3 \) and \( \mathcal{U}_4 \)) due to higher-order terms in the expansion of the elastic energy density in the
strain tensor. In cubic order, one can build three invariants from the strain tensor, namely $\text{Tr}^3, \text{Tr}^2 \text{Tr}$, and $(\text{Tr} u)^3$. However, these invariants are not independent, since $2 \text{Tr}^3 = 3 \text{Tr} \text{Tr}^2 - (\text{Tr} u)^3$. Hence there are just two new anharmonic couplings in third order, denoted as $\xi_1$ and $\xi_2$, leading to

$$U_3[u] = \xi_1 (\text{Tr} u)^3 + \xi_2 \text{Tr}^2 \text{Tr} u. \quad (13)$$

Taking $u = u^{\text{lin}}$, this produces three-phonon interaction processes from anharmonic terms in the elastic energy density, on top of the geometric nonlinearities. Note that the nonlinear part $u^{\text{lin}}$ then causes four-phonon processes (or higher orders) from Eq. (13). Finally, in quartic order there are five invariants,

$$\text{Tr}^4, \text{Tr}^3 \text{Tr}, (\text{Tr}^2)^2, \text{Tr}^2 (\text{Tr} u)^2, (\text{Tr} u)^4.$$  

However, because of the identities

$$2\text{Tr}^4 = -(\text{Tr} u)^4 + (\text{Tr}^2)^2 + 2(\text{Tr} u)^2 \text{Tr}^2 u,$$

$$\text{Tr} \text{Tr}^3 = \text{Tr} u^4 - \frac{1}{2} ((\text{Tr}^2)^2 - (\text{Tr} u)^2 \text{Tr}^2 u),$$

only three out of the five invariants are independent. With fourth-order anharmonic couplings ($\kappa_1, \kappa_2, \kappa_3$), we can thus write

$$U_4[u] = \kappa_1 (\text{Tr} u)^4 + \kappa_2 (\text{Tr} u)^2 \text{Tr}^2 + \kappa_3 (\text{Tr} u)^2. \quad (14)$$

As we show below, cf. Eqs. ([53], [58]) and ([61]), the dominant decay processes for acoustic phonons are governed by the geometric nonlinearities alone, and no parameter estimates for the anharmonic couplings ($\kappa_1, \kappa_2, \kappa_3$) are necessary for the calculation of these decay rates. This remarkable result could not have been anticipated without explicit computation of all contributions.

The final step is to insert $u = u^{\text{lin}} + u^{\text{nonlin}}$ in $U[u]$, and thereby to separate the harmonic theory (noninteracting phonons, $H_0$) from interactions (three-phonon, $H^{(3)}$, and four-phonon, $H^{(4)}$, processes), where $H = H_0 + H^{(3)} + H^{(4)}$. We do not take into account higher-order ph-ph scattering processes beyond the fourth order. Collecting terms, the harmonic theory corresponds to the Hamiltonian density

$$H_0 = \frac{1}{2\rho M} \sum_n p_n^2 + \frac{\lambda}{2} (\text{Tr} u^{\text{lin}})^2 + \mu \text{Tr} [(u^{\text{lin}})^2]. \quad (15)$$

All possible three-phonon processes are encoded in

$$H^{(3)} = \lambda \text{Tr} u^{\text{lin}} \text{Tr} u^{\text{lin}} + 2 \mu \text{Tr} (u^{\text{lin}} u^{\text{lin}}) + \xi_1 (\text{Tr} u^{\text{lin}})^3 + \xi_2 \text{Tr} u^{\text{lin}} \text{Tr} [(u^{\text{lin}})^2], \quad (16)$$

while all four-phonon processes are contained in

$$H^{(4)} = \frac{\lambda}{2} (\text{Tr} u^{\text{lin}})^2 + \mu \text{Tr} [(u^{\text{lin}})^2] + 3 \xi_1 (\text{Tr} u^{\text{lin}})^2 + 2 \xi_2 \text{Tr} u^{\text{lin}} [(2 \text{Tr} u^{\text{lin}} + \text{Tr} u^{\text{lin}} + \text{Tr} u^{\text{lin}})$$

$$\quad + \kappa_1 (\text{Tr} u^{\text{lin}})^4 + \kappa_2 (\text{Tr} u^{\text{lin}})^2 \text{Tr} [(u^{\text{lin}})^2] + \kappa_3 (\text{Tr} [(u^{\text{lin}})^2])^2. \quad (17)$$

While this may seem like a rather complicated theory, we shall see below that the geometric nonlinearities (i.e. the terms corresponding to the Lamé coefficients $\lambda$ and $\mu$) already generate the most relevant structures.

### C. Harmonic theory

Let us first diagonalize the noninteracting Hamiltonian $H_0$, see Eq. (15), and thereby determine the phonon spectrum. Although the results of this subsection have essentially been obtained before ([33], [51]), we repeat the main steps in order to keep the paper self-contained. First, we perform a Fourier transformation of the displacement field $u_n(r)$, introducing the momentum $hk$ along the $y$-axis and the integer angular momentum quantum number $\ell$,

$$u_n(r) = \frac{1}{\sqrt{2\pi R}} \sum_{k, \ell} e^{ikx/R+i\ell y} u_n(k, \ell),$$

where $u_n^\dagger(k, \ell) = u_n(-k, -\ell)$ and $\sum_k \equiv \int_{-\infty}^\infty \frac{dk}{2\pi}$. An analogous transformation for $p_n$. The commutation relations then read

$$[p_n(k, \ell), u_{n'}(-k', -\ell')] = -2\pi i h \delta_{n'n} \delta_{\ell\ell'} \delta(k-k').$$

Some algebra yields $H_0$ in the form

$$H_0 = \int dx dy \mathcal{H}_0 = \frac{1}{2\rho M} \sum_{n k} p_n^\dagger(k, \ell) p_n(k, \ell) \quad (18)$$

$$+ \frac{1}{2} \sum_{n n', k \ell} u_n^\dagger(k, \ell) \Lambda_{nn'}(k, \ell) u_{n'}(k, \ell),$$

where the elastic matrix $\Lambda(k, \ell) = (\Lambda_{nn'})(k, \ell)$ is given by

$$\Lambda \equiv \begin{pmatrix} \frac{\ell^2 (K+\mu)}{R^2} + \mu k^2 & \frac{\ell^2 K}{R^2} + \frac{\mu}{iK} \frac{k}{K} + \frac{(K+\mu)k^2}{K^2} + \frac{i\ell(K+\mu)}{K} \frac{1}{R^2} \\ \frac{\ell^2 K}{R^2} + \frac{\mu}{iK} \frac{k}{K} + \frac{(K+\mu)k^2}{K^2} + \frac{i\ell(K+\mu)}{K} \frac{1}{R^2} & \frac{\ell^2 (K+\mu)}{R^2} + \mu k^2 \end{pmatrix}. \quad (19)$$
This $3 \times 3$ matrix is obviously Hermitian and obeys the time-reversal symmetry relation $\Lambda(-k, -\ell) = \Lambda^*(k, \ell)$, where the star denotes complex conjugation. Note that the chirality of the CNT does not affect the elastic matrix (and hence the dispersion relation) within the low-energy theory. However, the situation is different for high-energy optical phonons or when taking e-ph interactions into account.$^{22}$

The normal-mode frequencies $\omega_j(k, \ell)$ with corresponding polarization unit vectors $\mathbf{e}_j(k, \ell)$ (the index $J$ labels the normal modes) then follow from diagonalizing the elastic matrix,

$$
\Lambda(k, \ell) \mathbf{e}_j(k, \ell) = \rho_M \omega^2_j(k, \ell) \mathbf{e}_j(k, \ell).
$$

(20)

The above symmetries of the elastic matrix imply $\omega_j(-k, -\ell) = \omega_j(k, \ell)$ and $[\mathbf{e}_j(k, \ell)]^* = \mathbf{e}_j(-k, -\ell)$. Moreover, polarization vectors for given $k$ and $\ell$ are orthonormal, $\mathbf{e}_j^*(k, \ell) \cdot \mathbf{e}_{j'}(k, \ell) = \delta_{jj'}$, $\delta_{jj'}$. Expanding the displacement field in terms of the polarization vectors and introducing boson creation, $a^\dagger_j(k, \ell)$, and annihilation, $a_j(k, \ell)$, operators,

$$
[a_j(k, \ell), a_{j'}^\dagger(k', \ell')] = 2\pi \delta(k-k') \delta_{jj'} \delta_{\ell\ell'},
$$

(21)

we arrive at the quantized noninteracting phonon Hamiltonian,

$$
H_0 = \sum_{jk\ell} \hbar \omega_j(k, \ell) \left( a_{j}^\dagger(k, \ell) a_j(k, \ell) + \frac{1}{2} \right).
$$

(22)

The displacement field components are then

$$
u_n(r) = \frac{1}{\sqrt{2\pi R}} \sum_{jk\ell} e^{i\ell x/R + iky} [\mathbf{e}_j(k, \ell) \cdot \mathbf{e}_n] u_j(k, \ell),
$$

(23)

with the normal-mode components, expressed in terms of the boson operators,

$$
\nu_j(k, \ell) = \frac{\hbar}{2\rho_M \omega_j(k, \ell)} \left( a_j(k, \ell) + a_{j}^\dagger(-k, -\ell) \right).
$$

(24)

We next summarize the solutions of the eigenvalue problem (20). We are interested in the long-wavelength ($|k| R \ll 1$) phonon modes, in particular those with $\omega_j(k \rightarrow 0, \ell) = 0$.

In the $\ell = 0$ sector, there are three eigenmodes, namely $J = T$ (twist mode), $J = L$ (longitudinal stretch mode), and $J = B$ (breathing mode). For the twist mode, we find for arbitrary $k$ the result

$$
\omega_T(k) = v_T |k|, \quad v_T = \sqrt{\frac{\mu}{\rho_M}},
$$

(25)

$$
\mathbf{e}_T(k) = \mathbf{e}_x = \begin{pmatrix} 0 \\ 1 \\ 0 \end{pmatrix},
$$

where $v_T = 1.23 \times 10^4 \text{ m/s}$. Note that $\mathbf{e}_x$ points along the circumferential direction. For the longitudinal stretch mode, we obtain

$$
\omega_L(k) = v_L |k| + \mathcal{O}(k^2), \quad v_L = \sqrt{\frac{4K\mu}{\rho_M (K + \mu)}},
$$

(26)

$$
\mathbf{e}_L(k) = \begin{pmatrix} 0 \\ 1 \\ -ivkR \end{pmatrix} + \mathcal{O}(k^2),
$$

where $\nu$ is given in Eq. (22) and $v_L = 1.99 \times 10^4 \text{ m/s}$. To lowest order in $|k| R$, $\mathbf{e}_L(k)$ points along the CNT axis $\mathbf{e}_z$, as expected for a longitudinal mode. Finally, the radial breathing mode corresponds to

$$
\omega_B(k) = \sqrt{\frac{K + \mu}{\rho_M R^2}} + \mathcal{O}(k^2),
$$

(27)

$$
\mathbf{e}_B(k) = \begin{pmatrix} 0 \\ 1 \\ -ivkR \end{pmatrix} + \mathcal{O}(k^2).
$$

This mode has an energy gap, $\hbar \omega_B \approx 14 \text{ meV}$ for $R = 1 \text{ nm}$, scaling as $\omega_B \propto R^{-1}$. The quoted results for the velocities $v_{T,L}$ and the frequency $\omega_B$, first obtained in Ref. 33 follow from Eq. (11), and are in accordance with ab-initio calculations.54

For angular momentum $\ell = \pm 1$, we recover the correct dispersion relation of the important flexural ($J = F$) modes.22 They are degenerate and correspond to

$$
\omega_F(k) = \frac{\hbar k^2}{2m} + \mathcal{O}(k^4), \quad m = \frac{\hbar}{\sqrt{2} v_L R},
$$

(28)

$$
\mathbf{e}_{F,\ell = \pm}(k) = \frac{1}{\sqrt{2}} \begin{pmatrix} \mp k R \left( 1 - \frac{(2\nu-1)k^2 R^2}{4} \right) \\ 1 \left( 1 - \frac{(2\nu+1)k^2 R^2}{4} \right) \end{pmatrix} + \mathcal{O}(k^4).
$$

Note that for $|k| R \leq \sqrt{2} v_L / v_T$, and thus for all wavelengths of interest here, the flexural phonons are the lowest-lying modes available.

Next we observe that for $\ell \neq 0$, longitudinal modes acquire a gap, $\omega_L(k = 0, \ell) = v_T |\ell| / R$, and “breathing” modes have an even larger gap than Eq. (27), $\omega_B(0, \ell) = \sqrt{1 + \ell^2 \omega_B(0, 0)}$. Since we focus on low-energy acoustic modes, these gapped modes are irrelevant and will not be studied further. Moreover, the diagonalization of the elastic matrix shows that for any $\ell$ flexural modes remain gapless. However, for $|\ell| > 1$, curvature effects (see App. A of Ref. 33) will open gaps for these modes as well.25

For $R \leq 1 \text{ nm}$, such gaps are comparable in magnitude (or slightly smaller than) the frequency of the breathing mode. Since ph-ph interaction effects become more and more pronounced with decreasing radius $R$ (see below), the most interesting application range of our theory is $4 \AA \lesssim R \lesssim 1 \text{ nm}$, where most phonon modes have rather large gaps but a continuum elasticity approach is still reliable. Ignoring gapped modes is then a good approximation over a wide temperature regime and in
our low-energy approach we need to retain only gapless modes, i.e. the $T$ mode \([25]\), the $L$ mode \([24]\), and the two degenerate flexural $F$ modes \([23]\). The gaplessness of the $\ell = \pm 1$ flexural modes is robust against curvature effects and protected by rotational symmetry. Note that the resulting theory is only valid on energy scales below those gaps; for $R \approx 0.5$ nm, this is justified up to temperatures of order of 50 K.

From now on, the sums over \((J, \ell)\) will then only run over \((T, 0), (L, 0),\) and \((F, \pm)\). It is remarkable that for all these phonon modes, elastic continuum theory is able to yield accurate dispersion relations which are in good agreement with elaborate force-constant \([29,30,31,32]\) and ab-initio calculations. Since the breathing mode \([27]\) may be of interest for future thermal expansion calculations, we specify the corresponding three-phonon matrix elements in App. B but for the main part of the paper we will neglect this mode.

### III. PHONON-PHONON INTERACTION PROCESSES

In this section, we evaluate the three- and four-phonon scattering amplitudes following from Eqs. (10) and (17), respectively. They are obtained by inserting the normal-mode expansion \([23]\) for the displacement field into the definition of the strain tensor, see Eqs. (3) and (4). We will always keep the lowest nontrivial order in $|k|R \ll 1$, but also specify the next order when cancellation effects are anticipated for the leading order. It is then straightforward to obtain the full normal-mode representation of the nonlinear strain tensor. The result can be found in explicit form in Appendix B

#### A. Three-phonon processes

The normal-mode representation of the strain tensor in App. B allows us to write $H^{(3)}$ from Eq. (16) in the form of a standard three-phonon interaction Hamiltonian \([23,24]\), (note again that $\sum_{ k} = \int_{-\infty}^{\infty} \frac{dk}{2\pi}$).

$$H^{(3)} = \frac{1}{\sqrt{2\pi R}} \sum_{J_1, J_2, J_3} \sum_{k_1, k_2} A_{J_1, J_2, J_3}(k_1, k_2, k_3) \left( \nu \right) u_{J_1}(k_1)u_{J_2}(k_2)u_{J_3}(k_3),$$

where the $\ell$ summation is implicit when $J = F$, i.e. $J$ stands for both the phonon mode index and the angular momentum $\ell$. Due to momentum conservation $k_3 = -k_1 - k_2$, and $u_{J}(k, \ell)$ has been defined in Eq. (24). After some algebra, we obtain the following non-vanishing three-phonon amplitudes $A_{J_1, J_2, J_3}(k_1, k_2, k_3)$ to leading order in $|k_3/R| \ll 1$,

$$A_{L, LL,} = \frac{i}{2}(1 - \nu)k_1k_2k_3[2K + (1 - \nu)^2\xi_1 + (1 + \nu^2)\xi_2],$$

$$A_{LTT} = \frac{i}{2}(2\mu + \xi_2(1 - \nu))k_1k_2k_3,$$

$$A_{L,F \ell_2, F \ell_3} = -i\delta_{\ell_2, -\ell_3}(1 - \nu)k_1k_2k_3,$$

$$A_{T, F \ell_2, F \ell_3} = -\frac{i\delta_{\ell_2, -\ell_3}}{4}k_1k_2k_3(k_2 - k_3)R,$$

with $\nu$ in Eq. (12). The matrix elements related to the breathing mode can be found in App. B. Symmetry under phonon exchange is taken into account in the expressions \([30,31,32]\), and the $(J_1, J_2, J_3)$ summation in Eq. (24) runs only over $(LLL), (LTT), (LFF)$ and $(TFF)$, while all other matrix elements vanish identically. In particular, there is no amplitude for $FFF$ processes nor for the scattering of three twist modes, $TTF$. Moreover, all amplitudes involving an odd number of flexural phonons vanish by angular momentum conservation. We also observe that the anharmonic third-order couplings $\xi_1$ and $\xi_2$ do not introduce new physics, but only renormalize parameter values of coupling terms generated already by geometric nonlinearities. In fact, the leading contributions to phonon decay rates turn out to be completely independent of such anharmonic couplings, as we will show in Sec. IV, see Eqs. (54), (58) and (67) below.

#### B. Four-phonon processes and flexural phonon interaction

Next we turn to four-phonon interactions. A similar result as for three-phonon interactions, see Eq. (24), can be derived using the strain tensor given in App. B. Since $FFF$ matrix elements vanish, quartic terms are crucial in the case of flexural modes, and we shall only discuss these four-phonon matrix elements in what follows. It is nevertheless straightforward (if tedious) to study also other four-phonon matrix elements based on the expressions given in App. B.

Since the flexural mode is the lowest-lying phonon branch, $FFF$ processes provide the only possibility for its decay at $T = 0$. It turns out that the relevant coupling strength for such processes is parametrized by

$$g = K + \frac{3}{2}\left(\frac{K}{\rho_M}\right)\left(\frac{m}{\rho_M}\right)^2,$$

where $K = \mu + \lambda$ and $m$ is given in Eq. (28). Note that $g \propto 1/R^2$, and thus flexural phonon interactions become stronger for thinner CNTs.
After some algebra we find
\[
H^{(4)} = \frac{1}{2\pi R} \sum_{k_1 k_2 k_3 k_4} A_{F_{\ell_1}, F_{\ell_2}, F_{\ell_3}, F_{\ell_4}}(k_1, k_2, k_3, k_4) \\
\times u_F(k_1, \ell_1) u_F(k_2, \ell_2) u_F(k_3, \ell_3) u_F(k_4, \ell_4),
\]
where \( k_4 = -(k_1 + k_2 + k_3) \), angular momentum conservation implies the condition \( \ell_1 + \ell_2 + \ell_3 + \ell_4 = 0 \), and
\[
A_{F_{\ell_1}, F_{\ell_2}, F_{\ell_3}, F_{\ell_4}} = \frac{k_1 k_2 k_3 k_4}{8} \\
\times \left( K - \frac{K}{6} \sum_{i<j} \ell_i \ell_j + \frac{K + \mu}{4} \prod_{i=1}^4 \ell_i \right).
\]
Now for all \( \{\ell_i\} \) combinations with \( \sum_{i=1}^4 \ell_i = 0 \) and \( \ell_i = \pm 1 \), one finds \( \sum_i \ell_i \ell_j = -2 \) and \( \prod \ell_i = 1 \). This allows us to carry out the \( \ell \) summation, and gives
\[
H^{(4)} = g(\rho_M/m)^2 \sum_{k_1 k_2 k_3 k_4} k_1 k_2 k_3 k_4
\times u_F(k_1,+) u_F(k_2,+) u_F(k_3,-) u_F(k_4,-).\tag{35}
\]
Note that Eq. (35) is determined by geometric nonlinearities alone, i.e. by the contribution of the nonlinear part of the strain tensor in \( H_2[u] \). The anharmonic third- and fourth-order couplings \( (\xi_{1,2} \text{ and } k_{1,2,3,}) \) also give rise to \( A_{F_{\ell_1}, F_{\ell_2}, F_{\ell_3}, F_{\ell_4}} \) contributions, which however contain higher powers in \( |k|/R \ll 1 \). Such anharmonic four-phonon processes are therefore parametrically smaller than the geometric nonlinearity (35), and can be neglected in a low-energy approach.

In coordinate space, Eq. (35) corresponds to a local four-phonon interaction. To see this, we represent the momentum conservation constraint in Eq. (35) as
\[
\delta(k_1 + k_2 + k_3 + k_4) = \int \frac{dy}{2\pi} e^{-i(k_1+k_2+k_3+k_4) y},
\]
and then arrive at
\[
H = \int \frac{dy}{2\pi} \left[ \frac{\rho_M}{\rho_M} \frac{\hbar^2 \rho_M}{4m^2} \frac{\partial^2 u(y)}{\partial y^2} \frac{\partial^2 u(y)}{\partial y^2} + g(\rho_M/m)^2 \left( \frac{\partial u(y)}{\partial y} \frac{\partial u(y)}{\partial y} \right)^2 \right],\tag{36}
\]
where \( \rho_M = 2\pi R \rho_M \) is the effective linear mass density, and the (non-Hermitian) coordinate-space flexural displacement operator is defined as
\[
u(y) = \frac{1}{\sqrt{2\pi R}} \sum_k e^{iky} u_F(k,+) \tag{37}
\]
\[
= \sum_k \sqrt{\frac{\hbar}{2(\rho_M \omega_F(k))}} e^{iky} \left( a_F(k,+) + a^\dagger_F(-k,-) \right),
\]
with the canonically conjugate momentum field operator
\[
\frac{p(y) = \sqrt{2\pi R} \sum_k e^{iky} p_F(k,-) = -i \sum_k \sqrt{\frac{\hbar \rho_M \omega_F(k)}{2}} e^{iky} \left( a_F(k,-) - a^\dagger_F(-k,+)) \right)}{2
\]
Since \( g > 0 \), the interaction among flexural phonons is repulsive. Therefore phonon localization and two-phonon bound states are not expected to occur.

Remarkably, as we show in detail below, it turns out that the finite-temperature decay rate \( \Gamma_F(k) \) for a flexural phonon \textit{diverges} when the interaction \( (35) \) is treated perturbatively. A related breakdown of perturbation theory for phonon decay rates has also been reported by Perrin [56] in a study of optical phonons in molecular crystals. In that case, the singularity could be traced to the flatness of the dispersion relation. A similar situation occurs for the magnon decay problem in 1D spin chains, where the analogous perturbation theory also predicts a finite and momentum-independent \( T = 0 \) decay rate above a certain threshold, while the correct (nonperturbative) result vanishes at the thresholds. In our case, the divergence arises due to the conspiracy of the almost flat dispersion relation, \( \omega_F(k) = \hbar k^2/2m \), with the low dimensionality (1D). This implies a \textit{macroscopic} phonon generation in the noninteracting case for finite \( T \). For a system of length \( L \), the total number of \( \ell = \pm \) flexural phonons follows with the Bose-Einstein distribution function \( (\beta = 1/k_B T) \),
\[
n(\omega) = \frac{1}{e^{\beta \omega} - 1}.	ag{38}
\]
as \( N = 2L \sum_k n(\omega_F(k)) \). As a result, the 1D phonon density \( \rho = N/L \approx 2mk_B T L / \pi \hbar^2 \) diverges in the thermodynamic limit \( L \rightarrow \infty \) at any finite temperature \( T \). This situation therefore calls from the outset for a nonperturbative treatment of the interaction \( (35) \). In view of the divergent noninteracting phonon density \( \rho \), we expect that mean-field theory is able to properly handle the regularizing effect of the interaction despite the low dimensionality, at least in a semi-quantitative fashion. We thus employ mean-field theory to compute the 1D flexural phonon density \( \rho(T) \), and then use this result in Sec. IV for the decay rate calculations.

Taking \( \bar{n}_{k\ell} \) \( \leftrightarrow \langle a_F(k,\ell) a^\dagger_F(k,\ell) \rangle \) as the only nonvanishing mean-field parameters in Eq. (35), the mean-field Hamiltonian for the flexural modes is given (up to irrelevant constants) by
\[
H_{MF} = \sum_{k, \ell = \pm} \left[ \hbar \omega_F(k) + 4g \bar{n} \right] a^\dagger_F(k,\ell) a_F(k,\ell), \tag{39}
\]
where \( \rho = \sum_{k\ell} \bar{n}_{k\ell} \). In order to derive Eq. (39), we disregard all terms involving an unequal number of creation \( (a) \) and annihilation \( (a^\dagger) \) operators, see also Ref. [57]. Moreover, for all nonvanishing contributions to the mean-field approximation of Eq. (35) one finds \( \text{sgn}(k_1 k_2 k_3 k_4) = 1 \). The resulting self-consistency equation is then \( \rho = 2 \sum_k n(\omega_F(k) + 4g \bar{n}) \). The momentum integral can be carried out and yields
\[
\rho = \frac{k_B T^*}{4g} \left( T/T^* \right)^2 \left( T/T^* \right), \tag{40}
\]
The temperature dependence of \( \rho \) shows universal scaling with \( x = T/T^* \), where we introduce the temperature
The dimensionless scaling function \( Y(x) \) is determined by the self-consistency condition
\[
\sqrt{\pi x} Y = \text{Li}_{1/2}(e^{-Y}).
\]
(42)
with the polylogarithm \( \text{Li}_s(z) = \sum_{j=1}^{\infty} j^{-s} z^j \). Equation (42) can be analytically solved in the limits \( x \ll 1 \) and \( x \gg 1 \), and allows for numerical evaluation in between those limits. In particular, we find \( Y(x \ll 1) \approx -\frac{1}{2} \ln(\pi x) \) and \( Y(x \gg 1) \approx x^{-1/3} \), where we exploit the relation \( \lim_{y \to 0} \text{Li}_{1/2}(e^{-y}) = \sqrt{\pi Y} \). In accordance with our above discussion, we therefore find that in the noninteracting \( (T^* = 0) \) case, \( \rho \) diverges for any finite \( T \). However, once interactions are present, a finite flexural phonon density \( \rho \) emerges, which for \( T \gg T^* \) can be written as
\[
\rho(T \gg T^*) = \frac{k_B T^*}{4g} (T/T^*)^{2/3}.
\]
(43)
Using the parameters in Eq. (11), the scale \( T^* \) in Eq. (41) is estimated as
\[
T^* \simeq 3.7 \times 10^{-9} \text{ K} \left( R^{[\text{mm}]} \right)^2.
\]
(44)
Even for the thinnest possible CNTs (where \( R \approx 0.3 \text{ nm} \)), this puts \( T^* \) deep into the sub-milli-Kelvin regime. Assuming \( T \gg T^* \) from now on, we take \( \rho \) as given in Eq. (43). Within mean-field theory, see Eq. (35), non-perturbative effects of the interaction (35) thus lead to the appearance of a dynamical gap \( \omega_\rho = 4g \rho \) for flexural phonons. We effectively arrive at a modified flexural dispersion relation,
\[
\omega_F(k) = \omega_\rho + \frac{\hbar k^2}{2m}.
\]
(45)
characterized by the temperature-dependent gap
\[
\hbar \omega_\rho(T) = (T/T^*)^{2/3} k_B T^*.
\]
(46)
From now on, we take Eq. (45) for the dispersion relation of flexural phonons. Since \( T \gg T^* \), we also observe that the gap is always thermally smeared, \( k_B T \gg \hbar \omega_\rho \). Nevertheless, it is crucial when discussing the decay rate for a flexural phonon.

IV. DECAY RATE AND QUALITY FACTOR OF ACOUSTIC PHONON MODES

In this section, we study the decay rate of a phonon excitation with longitudinal momentum \( p = \hbar k > 0 \) and mode index \( J = L, T \) or \( F \). We compute the finite-temperature decay rate \( \Gamma_J(k, \ell) \) from lowest-order perturbation theory in the relevant nonlinearity. At \( T = 0 \), this corresponds to the standard Fermi’s golden rule result.

A. Self-energy calculation

To access the finite-\( T \) case, we will first write down the respective imaginary-time self-energy \( \Sigma_J(\tau, k, \ell) \), where \( 0 \leq \tau < \hbar \beta \) denotes imaginary time. The Matsubara Green’s function is defined via
\[
\langle u_J(\Omega_n, k, \ell) u_J(-\Omega_n', -k', -\ell') \rangle = -2\pi \hbar \delta_{\Omega_n, \Omega_n'} \delta(k - k') G_J(\Omega_n, k, \ell),
\]
where the \( \Omega_n = 2\pi n/\hbar \beta \) (integer \( n \)) are bosonic Matsubara frequencies and \( u_J(\tau, k, \ell) \) is defined in Eq. (35). Employing Eqs. (32) and (33), the noninteracting Green’s function is
\[
\tilde{G}_J(0)(\Omega_n, k, \ell) = \frac{-\hbar / \rho_M}{\Omega_n^2 + \omega_J^2(k, \ell)} = \frac{\hbar}{\rho_M} G(\Omega_n, \omega_J(k, \ell)).
\]
(47)
The function \( G(\Omega_n, \omega_1) \) has the time-representation
\[
G(\tau, \omega_1) = \frac{1}{\hbar^2} \sum_{\Omega_n} \frac{e^{-i \Omega_n \tau}}{\Omega_n^2 + \omega_1^2} = \frac{1}{2\omega_1} \sum_{\xi=\pm} \xi n(\xi \omega_1) e^{\xi \omega_1 \tau},
\]
(48)
with the Bose function (38). The full retarded Green’s function \( G_J(\omega, k, \ell) \) follows after analytic continuation, \( i\Omega_n \to \omega + i0^+ \), with the Dyson equation,
\[
G_J^{-1}(\omega, k, \ell) = (G_J^{(0)})^{-1}(\omega, k, \ell) - \Sigma_J(\omega, k, \ell),
\]
(49)
leading to the on-shell \( [\omega = \omega_J(k, \ell)] \) rate
\[
\Gamma_J(k, \ell) = \frac{\hbar}{\rho_M \omega} \text{Im} \Sigma_J(\omega, k, \ell).
\]
(50)
The relevant quantity needed to estimate the decay rate is therefore the self-energy \( \Sigma_J(\omega, k, \ell) \), whose imaginary-time version is \( \Sigma_J(\Omega_n, k, \ell) \).

In the self-energy calculation for the various modes shown below, we will encounter integrals of the type (integer \( r \geq 1 \))
\[
I_1(\Omega_n; \omega_1, \ldots, \omega_r) = \int_0^\beta d\tau e^{i \Omega_n \tau} \prod_{j=1}^r G(\tau, \omega_j).
\]
(51)
Employing Eqs. (45) and (48), we find for \( r = 2 \) (see also Refs. [40, 41])
\[
I_2(\Omega_n, \omega_1, \omega_2) = \sum_{\xi_1, \xi_2 = \pm} \frac{\xi_1 \xi_2}{4\omega_1 \omega_2} \frac{1 + n(\xi_1 \omega_1) + n(\xi_2 \omega_2)}{i\Omega_n + \xi_1 \omega_1 + \xi_2 \omega_2}.
\]
(52)
Let us then proceed with the discussion of the different phonon modes, starting with $J = L$.

### B. Longitudinal stretch mode

The dominant contributions to the decay rate for a longitudinal phonon come from the relevant non-vanishing three-phonon matrix elements, namely $L → L + L$ in Eq. (30), $L → T + T$ in Eq. (31), and $L → F + F$ in Eq. (32). The amplitude for the $L → L + T$ process vanishes, and such decay channel could only be possible via higher-order processes involving the virtual excitation of flexural modes. While one could compute the corresponding contribution, we expect that it is negligible against the rate found below. We also anticipate that the contribution of the process $L → T + T$ is subleading with respect to that of $L → F + F$, as dimensional arguments at $T = 0$ suggest and the explicit finite-$T$ calculation shows. Therefore, we also neglect this decay channel. Finally, while the process $L → L + L$ is in principle kinematically allowed for a strictly linear dispersion relation, energy conservation cannot be satisfied as soon as one takes into account the $O(k^2)$ corrections to $\omega_L(k)$. Thus, this decay channel can also be safely omitted.

The only remaining possibility is then the process $L → F + F$, where the two flexural phonons carry opposite angular momentum. Energy conservation then poses no problem as long as $\omega_p \ll v_L k$, see Eq. (40). For clarity, we now focus on this case, where the channel $L → F + F$ provides the dominant decay mechanism for a $L$ phonon. The lowest order in perturbation theory generating a finite decay rate comes from the “bubble” diagram (i.e. the second order),

$$\Sigma_L(\tau, k) = \frac{4\hbar^2}{2\pi R^3 \rho_M} \int \frac{dq}{2\pi} |A_{LFF}(k, q_1, q_2)|^2 \mathcal{G}(\tau, \omega_1) \mathcal{G}(\tau, \omega_2),$$

where $q_{1,2} = \mp q + k/2$ and $\omega_{1,2} \simeq \hbar q_{1,2}^2/2m$, and the amplitude $A_{LFF}$ in Eq. (32) is evaluated, say, for $\ell_2 = -\ell_3 = 1$. The two Green’s functions correspond to flexural phonons. Using $\mu(1+i) = \rho_M v_L^2/2$, we then find

$$\Sigma_L(\Omega_n, k) = \frac{\hbar v_L k^2}{2\pi^2 R^3} \int dq \omega_1 \omega_2 I_2(\Omega_n; \omega_1, \omega_2),$$

where $I_2$ is given in Eq. (52). For $kR \ll 1$, after analytically continuing, we obtain the rate from Eq. (50). Identifying $\omega = v_L k$ yields with Eq. (58) the result

$$\Gamma_L(k) = \frac{\hbar}{4\pi R^3 \rho_M} \int_{-\infty}^{\infty} dq \left\{ \text{coth}(\hbar \beta v_L k/4) \right\} + \sqrt{2} e^{-\frac{\hbar \beta v_L k}{2R}} \text{coth}(\hbar \beta v_L k/4) \right\}.$$

Since this rate does not depend on the anharmonic couplings $(\xi_{1,2}$ and $\kappa_{1,2,3})$, we find the remarkable result that the dominant decay rate for the longitudinal phonon is solely determined by the Lamé coefficients (or, equivalently, by the sound velocities). For $T = 0$ and $k \to 0$, the rate becomes universal, i.e. completely independent of material parameters. This is due to the fact that in our elastic model the curvature of the flexural branch $\sim 1/m$ is proportional to the longitudinal sound velocity $v_L$. Moreover, the $T = 0$ rate is $\propto \sqrt{R}$, i.e. the nonlinear damping effects become important at long wavelengths.

For an estimate of the quality factor for longitudinal modes, we now put $k = \pi/\mathcal{L}$ in $Q_L = \omega_L(k)/\Gamma_L(k)$, with CNT length $\mathcal{L}$. This yields

$$Q_L(T, \mathcal{L}) = \frac{Q_L(0, \mathcal{L})}{\coth \left( \frac{\pi h v_L}{4 \mathcal{L} k_B T} \right) + 2^{7/4} \left( \frac{\hbar v_L}{2 \pi \mathcal{L}} \right)^{1/2} \text{coth} \left( \frac{\pi h v_L}{4 \mathcal{L} k_B T} \right) \text{coth} \left( \frac{\pi h v_L}{2 \mathcal{L} k_B T} \right)}.$$
with the $T=0$ result
\[ Q_L(0, \mathcal{L}) = (3.80 \times 10^6) \times (R[\text{nm}])^3 \sqrt{R/\mathcal{L}}, \tag{56} \]
where we used Eq. (11). For typical parameters, say, $R = 0.5 \text{ nm}$ and $\mathcal{L} = 500 \text{ nm}$, this gives $Q_L(T = 0) \approx 1.5 \times 10^4$.

This number for the quality factor implies a surprisingly strong damping effect due to phonon-phonon interactions, and is similar to what is observed experimentally.\textsuperscript{15} Note that this value yet has to be understood as upper bound since there might be other decay mechanisms. Since $\omega_p(T = 0) = 0$, inclusion of the mean-field gap $\omega_p$ in the above derivation does not affect the estimate (56). Furthermore, with $Q_L(0, \mathcal{L}) \propto \mathcal{L}^{-1/2}$, we observe that for sufficiently long CNTs and low $T$, the anharmonic decay is always important, in agreement with the conclusions of Ref. 18, see our discussion in Sec. I.

The temperature dependence of $Q_L$ is controlled by the ratio of the longitudinal confinement energy scale, $\hbar v_L/\mathcal{L}$, and the thermal energy, $k_B T$. For $k_B T \gg \hbar v_L/\mathcal{L}$, we find
\[ Q_L(T, \mathcal{L}) \approx \frac{\pi \hbar v_L}{4 k_B T L^4} Q_L(0, \mathcal{L}) \propto \frac{R^{7/2}}{\mathcal{L}^{3/2} T}. \tag{57} \]
We observe that the damping effects get stronger for thinner CNTs.

C. Twist mode

Next we turn to the twist ($J = T$) mode, where the vanishing of the $T \to T + T$ amplitude and the absence of the (kinematically forbidden) $T \to T + L$ channel imply that the $T \to F + F$ decay will dominate. The calculation proceeds in the same way as for the $L$ phonon, and in the low-energy limit, $k_B T \ll \hbar v_T/R$ and $\omega_p \ll v_T k$, we find in Figure I. Note that we have already taken into account the self-consistent tadpole (first-order) diagram by using mean field theory, leading to the dispersion relation\textsuperscript{19}. The imaginary-time self-energy corresponding to the fishbone diagram involves three Green’s functions, with momenta $q_i$ and frequencies $\omega_i = \omega_p + \hbar q_i^2/(2m)$, where $i = 1, 2, 3$. Employing Eq. (53) and the interaction strength $g$ in Eq. (34), we then obtain

\[ \Gamma_T(k) = \frac{\hbar}{2 \rho M} \frac{v_T}{v_L} \frac{2^{1/4} (kR)^{3/2}}{8 \pi R^4} \left( \coth \left( \frac{\hbar v_T k}{4 k_B T} \right) \right. \]
\[ \left. + 2^{5/4} [v_L/v_T] (kR - 3/2) e^{-\frac{k^2}{2 (v_L/v_T) R k_B T}} \sinh \left( \frac{\hbar v_T k}{2 k_B T} \right) \right). \tag{58} \]

We note that the $T = 0$ rate is $\propto k^{3/2}$.

Putting $k = \pi/\mathcal{L}$, the quality factor is then
\[ Q_T(T, \mathcal{L}) = \frac{\pi v_T/\mathcal{L}}{\Gamma_T(T, \mathcal{L})}. \tag{59} \]
This gives for $T = 0$ the estimate
\[ Q_T(T = 0, \mathcal{L}) \simeq (5.74 \times 10^6) \times (R[\text{nm}])^3 \sqrt{R/\mathcal{L}}, \tag{60} \]
showing that damping of the twist mode, which is energetically below the $L$ mode, $v_L/v_T \simeq 0.62$, is much weaker, in accordance with Ref. 14. In the high-temperature limit, we find $Q_T \propto R^{5/2}/(T \mathcal{L}^{1/2})$.

D. Flexural mode

Next we discuss the decay rate $\Gamma_F(k)$ for the flexural mode. We put $\ell = +1$ (the rate for $\ell = -1$ is identical), and describe the perturbative calculation of $\Gamma_F(k)$. The leading term involves the decay of the phonon into three flexural phonons, $F \to F + F + F$, see Eq. (35), corresponding to the “fishbone" diagram for the self-energy

FIG. 1: Self-energy diagram contributing to the decay rate $\Gamma_F(k)$ in leading order (“fishbone diagram”). Solid lines denote a flexural phonon propagator, taken from mean-field theory.

\[ F \]
\[ F \]
\[ F \]
\[ F \]
\[ F \]
with the correlation function

\[ \delta_u \]

Here noninteracting average reads which decouples the \( q \)-functions as

\[ \xi \]

\( \delta \)-functions as

\[ D \]

After analytic continuation, using the relation \( 2n(\pm \omega) = \pm \coth(\hbar \beta \omega / 2) - 1 \), this yields the rate

\[ \Gamma_F(k) = \frac{\hbar^2 g^2 k^2}{2\pi^2 \omega m^4[1 + n(\omega)]} \sum_{\xi_1, \xi_2, \xi_3} \int dq_1 dq_2 dq_3 \delta(q_1 + q_2 + q_3 - k) \]

with the correlation function

\[ G(t, y) = \frac{\beta M}{m} \int_{-\infty}^{\infty} dq \frac{\hbar q}{2\pi} \cos(qy) \]

\( H_{MF} \), see Eq. (39). The product of three Green’s functions in Eq. (63) reflects the structure of the fishbone diagram in Fig. 1. Using the dispersion relation (45) and \( \omega_p \) in Eq. (10), we observe that the \( q \)-integral for \( G(t, y) \) is regular.

The rate \( \Gamma_F \) for the decay of the mode with wavevector \( k = \pi / L \) then depends only on the two dimensionless quantities

\[ X_L = \frac{L}{L^*}, \quad X_T = \frac{T}{T^*}, \]

where we define the lengthscale

\[ L^* = \frac{\pi \hbar}{2m k_B T^*} = \frac{\pi \hbar^2}{8m g} \]

Using Eq. (14), we obtain the estimate

\[ L^* |\mu m| \approx 534 \ (R |nm|)^4, \]

which gives \( L^* = 33.4 \ \mu m \) for \( R = 0.5 \ \text{nm} \). By rescaling all lengths in units of \( L^* \) and all frequencies (or inverse times) in units of \( k_B T^*/\hbar \), Eqs. (63) and (64) imply a universal result, where the dependence on material parameters only enters via \( T^* \) and \( L^* \). Using Eqs. (15) and (16), after some algebra, we obtain

\[ \frac{\hbar \Gamma_F(X_L, X_T)}{k_B T^*} = \frac{1}{2} \left[ 1 - \frac{1}{X_T^2} - \frac{1}{X_T X_L^2} \right] \int dy dt \left[ -i \left[ \frac{y}{X_L} - \left( X_T^2 X_L^2 + 1 \right) \frac{t}{X_L^2} \right] \right] \]

For \( T = 0 \), Eq. (67) can be solved in closed form and gives

\[ \Gamma_F(X_L, X_T = 0) = \frac{k_B T^*}{4\sqrt{3}\hbar}. \] (68)
the CNT, i.e., it is independent of phonon momentum \( k \).

Despite the smallness of \( T^* \), see the estimate in Eq. (64), this predicts a surprisingly large damping effect due to phonon interactions. Estimating the zero-temperature quality factor as above, we find

\[
Q_F(T = 0, \mathcal{L}) \approx (1.98 \times 10^{12}) \times (R [\text{nm}])^6 (R/\mathcal{L})^2.
\]

Taking \( \mathcal{L} = 500 \text{ nm} \) and \( R = 0.5 \text{ nm} \), this gives \( Q_F \approx 3 \times 10^4 \).

The \( R \)-dependence of the zero-temperature quality factors for the various modes is summarized in Fig. 2. In the range of radii considered, it is much stronger for the flexural mode than for the longitudinal and twist modes, which have an approximately similar dependence. Note however that \( Q_T \) is in fact three orders of magnitude larger than \( Q_L \).

However, as discussed in Sec. III A, due to the smallness of \( T^* \), the zero-temperature limit is actually not accessible experimentally, and one is always in the regime \( T \gg T^* \). It is then interesting to evaluate the rate in the limit \( X_T \gg 1 \) but with \( X_T^{1/3} X_\mathcal{L} \ll 1 \), which corresponds to a regime in which the kinetic energy is much larger than the gap. For sufficiently short CNTs (or if one evaluates the rate at a larger wavevector than \( \pi/\mathcal{L} \)) the two inequalities can be satisfied simultaneously. In that case, we find from Eq. (59) that \( h\Gamma_F/k_B T^* \propto X_\mathcal{L}^2 X_T^2 \).

The resulting \( T^2 \) power-law behavior for the temperature dependence of the flexural phonon decay rate is a prediction that should be observable with state-of-the-art experiments.

\[ V_{e-\text{ph}}(r) = V_0 \text{Tr} \left[ u^{\text{lin}}(r) + u^{\text{lin}}(r) \right], \]

where \( V_0 \approx 20 \text{ eV} \) (see Ref. 33). We will consider spinless electrons at a single Fermi point and eventually multiply by a factor 4 the final result for the rate, to take into account the electron spin and \( Kk' \) degeneracies. Moreover, we only take into account electrons in the lowest transverse subband, with zero angular momentum. This is justified since the higher angular momentum states are separated by a large energy gap. Then, from the normal-mode representation in Appendix A we observe that only the \( L \) mode couples via the first term (\( u^{\text{lin}} \)) in Eq. (70) (the coupling to the \( F \) mode requires at least one electron in a higher angular momentum state), while the \( F \) and \( T \) phonons couple only via the second (\( u^{\text{lin}} \)) term, where two phonons are involved. The electronic contribution to the decay rate of the \( T \) phonon is then expected to be weak, and we will focus on the decay of the \( L \) and \( F \) modes.

Let us start with the \( L \) phonon with momentum \( \hbar k \), where the relevant lowest-order self-energy diagram due to the first term in \( V_{e-\text{ph}} \) corresponds to the electron-hole bubble. Its imaginary part, responsible for the phonon decay rate, is \( \propto \delta (\omega - \nu_F k) - \delta (\omega + \nu_F k) \), where \( \omega = \nu_F k \). (Note that we use a linearized dispersion for electrons.) Since the Fermi velocity is \( \nu_F \approx 10^6 \text{ m/sec} \gg v_L \), this condition can never be met, and only higher-order contributions can possibly lead to a phonon decay. This suggests that the decay rate of the \( L \) phonon due to Eq. (70) is very small, and probably negligible against the ph-ph mechanism.

For the case of a \( F \) phonon, the lowest-order contribution comes from the second term in Eq. (70), leading to a “fishbone” diagram with two electron lines and a phonon line. The corresponding imaginary-time self-energy is given by

\[
\Sigma_F(\tau, k) = -\frac{1}{\hbar \rho_M} \left( \frac{3V_0}{2\pi R} \right)^2 k^2 \sum_q (k-q)^2 \tilde{G}(\tau, \omega_0) \Pi_e(\tau, q),
\]

with \( \omega_0 = \omega_p + \hbar(k-q)^2/2m \) and the 1D electron polarization function

\[
\Pi_e(\tau, q) = \frac{\omega_e}{2\pi v_F} \sum_{\xi = \pm} n(\xi \omega_e)e^{i\xi \omega_e \tau},
\]

V. ELECTRON-PHONON COUPLING

In this section, we consider the effects of e-ph couplings in metallic single-wall CNTs. In contrast to the semiconducting case studied before, the coupling of phonons to electrons may contribute another decay channel beyond ph-ph interactions. Within lowest order perturbation theory, the two mechanisms are additive for the decay rates, and hence also for the inverse quality factors. Here, we only take into account the deformation potential as a source for e-ph coupling, as this coupling has a very significant strength 33,34. The phonons, described by the strain tensor \( u_{ij} \), create the deformation potential

\[
V_{e-\text{ph}}(r) = V_0 \text{Tr} \left[ u^{\text{lin}}(r) + u^{\text{lin}}(r) \right],
\]
where $\omega_c = v_F|q|$. Following the same steps as in Sec. [IV] we then find for the $T = 0$ decay rate

$$\Gamma_F(k) \propto \sum_q \omega_c \delta(\omega_F(k) - \omega_0 - \omega_c),$$

which yields the energy conservation condition

$$q^2 - 2qk + \sqrt{2} v_F|q| v_L R = 0.$$

For $q \neq 0$, this condition can only be met if $kR > v_F/\sqrt{2} v_L$, i.e., only for short-wavelength phonons. Thus, for the long-wavelength phonons of interest here, the energy mismatch between electron-hole pair excitations and the phonon modes implies that again only higher-order terms can possibly generate a finite decay rate.

The above discussion therefore suggests that e-ph couplings via the deformation potential do not lead to significant decay rates of the gapless $L$ and $F$ modes. Their decay should then be dominated by the ph-ph interaction processes as described in Sec. [IV].

VI. CONCLUSIONS

In this paper, we have formulated and studied a general analytical theory of phonon-phonon interactions for low-energy long-wavelength acoustic phonons in carbon nanotubes. The continuum elasticity approach employed here reproduces the known dispersion relations of all gapless modes, including the flexural mode, $\omega_F(k) = \hbar k^2 / 2m$ with “effective mass” $m$. We have then included the most general cubic and quartic elastic nonlinearities allowed by symmetry. Remarkably, the relevant phonon-phonon scattering processes giving the dominant contributions to the decay rates are already found from the geometric nonlinearities (i.e., using the nonlinear strain tensor in a lowest-order expansion of the elastic energy density), and for a quantitative discussion of the decay rates, only the knowledge of the well-known Lamé coefficients (or equivalently of the sound velocities) is necessary.

We have provided a complete classification of all possible three-phonon processes involving gapless modes, along with the respective coupling constants. At the level of four-phonon processes we have focussed on the flexural modes, where a peculiarity is encountered, since the four-phonon processes lead to a singular behavior of the finite-temperature decay rate. The physical reason for this singularity is the proliferation of phonons at finite temperature, implying a divergent 1D density of flexural modes. Interactions effectively regularize this divergence and lead to a finite density. We have employed mean-field theory to quantitatively describe this mechanism, and found a dynamical temperature-dependent gap $\hbar \omega_{\omega}$ for flexural phonons. While this gap is in practice always below the thermal scale $k_B T$, it nevertheless leads to important consequences and allows to compute a well-defined decay rate for flexural phonons in low-order perturbation theory.

Using this approach, we have determined the decay rate and the quality factor for all long-wavelength gapless phonons in carbon nanotubes. We have also shown that electron-phonon interactions are ineffective in relaxing those modes due to a mismatch in energy scales. The reported quality factors ($Q$) are remarkably small, especially for thin CNTs, pointing to important phonon damping effects. Phonon-phonon interactions in CNTs are therefore significant and quite strong. Moreover, the values we have found are rather close to the typical $Q$ reported in recent experiments. Our predictions represent intrinsic upper bounds for $Q$. Such upper bounds can be valuable in assessing the predictions of approximate theories, or when interpreting experimental data in terms of phonon damping. We hope that our work will motivate further experimental and theoretical studies along this line.
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APPENDIX A: CURVATURE EFFECTS

In this appendix, we briefly discuss how to include curvature effects in the nonlinear elastic energy. To that end, we consider the metric tensor for the cylindrical surface, whose components $(i,j=x,y,z)$,

$$g_{ij} = \sum_{n=x,y,z} t_{n,i} t_{n,j},$$

are expressed in terms of the ordinary scalar product of tangent vectors

$$t_i = \sum_n t_{n,i}(r) e_n(x) = \frac{\partial x(r)}{\partial x_i},$$

with $x$ given in Eq. (2). The nonlinear strain tensor then follows equivalently from $2u_{ij} = g_{ij} - g_{ij}^{(0)}$, with the metric tensor $g_{ij}^{(0)} = \delta_{ij}$ of the undeformed cylinder. The local unit normal vector is $N = (t_x \times t_y) / |t_x \times t_y|$, and the mean local curvature $\Omega$ of the cylinder is defined as

$$\Omega(r) = \frac{1}{2} \sum_{ij} b_{ij} g^{ij},$$

where $g^{ij}$ is the inverse of $g_{ij}$, and the second fundamental form of the surface is

$$b_{ij} = \sum_{n=x,y,z} N_n \partial_j t_{n,i}.$$
To lowest order in the displacement fields $u_n$, the mean curvature is then given by

$$\Omega = \Omega_0 + \frac{u_z}{2R^2} + \frac{1}{2} \left( \frac{\partial^2 u_z}{\partial x^2} + \frac{\partial^2 u_z}{\partial y^2} \right),$$

where $\Omega_0 = -1/2R$ is the curvature of the undeformed cylinder.

Curvature leads to an additional energy cost due to hybridization effects. One can model this in a phenomenological way by adding an additional term

$$\mathcal{U}_{\text{curv}}[u] = \kappa(\Omega - \Omega_0)^2$$

to the elastic energy density, where $\kappa$ is a proportionality constant. Such effects turn out to be small unless one deals with ultrathin CNTs, but they provide gaps to flexural modes with angular momentum $|\ell| > 1$. For $R \lesssim 1$ nm, these gaps are typically comparable in magnitude to the breathing mode energy in Eq. 24.

**APPENDIX B: NORMAL MODE REPRESENTATION OF THE STRAIN TENSOR**

In this appendix, we provide the explicit form of the strain tensor expressed in terms of the normal mode displacement field operators $u_j(k, \ell)$, see Eq. 24. We keep all $\ell = 0$ modes $(L, T, B)$, and the gapless flexural $(F)$ modes with $\ell = \pm 1$. For the linear part of the strain tensor, see Eq. 15, we obtain from Eq. 24 the result

$$u^{\text{lin}}(r) = \frac{1}{\sqrt{2\pi R}} \sum_k e^{iky} \left\{ \begin{array}{l}
(-\frac{1}{2}k_1 k_2) u_L(k) + \left( 0 \begin{array}{c} 0 \end{array} \right) u_T(k) + \left( \frac{1}{R} \begin{array}{c} \nu k^2 R \end{array} \right) u_B(k) \\
\frac{i k^2 R}{\sqrt{2}} \sum_{\ell = \pm} e^{i\ell z/R} \left( \begin{array}{c}
\ell \nu \left(1 + \nu k R\right) - \ell \end{array} \right) u_F(k, \ell) \end{array} \right\},$$

while the nonlinear part reads

$$u^{\text{nlin}}(r) = \frac{1}{\sqrt{2\pi R}} \sum_{k_1, k_2} e^{i(k_1 + k_2)y} \left\{ \begin{array}{l}
\left( \begin{array}{c} -\frac{1}{2} k_1 k_2 \end{array} \right) u_L(k_1) u_L(k_2) \\
+ \left( \begin{array}{c} 0 \end{array} \right) u_T(k_1) u_T(k_2) \\
+ \left( \begin{array}{c} \frac{1}{2} \end{array} \right) u_F(k_1) u_B(k_2) \\
+ \frac{1}{2} \left\{ \begin{array}{c}
\frac{1}{2} \ell_2 k_1 k_2 R (1 + \nu k_1 k_2 / 2) + \ell_2 (k_2 + \nu k_1) k_1 R u_L(k_1) u_F(k_2, \ell_2) \\
\ell_2 k_2 / 2 R u_F(k_1) u_F(k_2, \ell_2) + \left( \begin{array}{c} \nu k^2 / 2 R \end{array} \right) u_B(k_1) u_F(k_2, \ell_2) \\
- \frac{k_1 k_2}{4} \sum_{\ell_1, \ell_2} e^{i(\ell_1 + \ell_2)/R} \left( \begin{array}{c} 1 \end{array} \right) \left( \frac{1}{2} \right) \left( \begin{array}{c} \ell_1 + \ell_2 + \nu (\ell_1 + \ell_2)(k_1 + k_2) R \end{array} \right) \left( \begin{array}{c} \ell_1 + \ell_2 \end{array} \right) \right) \end{array} \right\},$$

For completeness, we also list the long-wavelength form of the three-phonon amplitudes involving the breathing mode:

$$A_{BBB} = \frac{K + \mu + 2\xi_1 + 2\xi_2}{2R^3},$$
$$A_{BTT} = \frac{K + \mu}{2R^3},$$
$$A_{LBB} = \frac{ik_1}{R^2} \left( -K + \mu + 3(1 - \nu)\xi_1 + (1 - 3\nu)\xi_2 \right),$$
$$A_{LBB} = -\frac{k_1 k_2}{R} \left[ \nu K + 3(1 - \nu^2)\xi_1 + (2\nu - 1 - 3\nu^2)\xi_2 \right],$$
$$A_{BEF} = \delta_{\ell_z, -\ell_z} (3K - \mu) k_2 k_3.$$