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Abstract
In thispaperwe uncovem network of Twitterbots comprising 13,493 accounts that tweeted the
U.K. E.U. membership referendum, only to disappear ffovitter shortlyafter the ballatWe
compare active users tiois set ofpolitical bots with respect to temporal twegtibehavior, the
size and speed of retweet cascades thecompositionof their retweet cascades (usetbot vs.
bot-to-bot) to evidencstrategies for bot deployment. Our resuatisve forward the analysis of
political bots by showinghat Twitterbos can beeffective atrapidly generating small to
mediumsized cascadethat the retweeted content comprisesrgeneratedhypeipartisan news,
which is not strictly fake newsutwhose shelf life isemarkablyshort and, finally thata
botnetmay beorganized in specialized tiers or clusters dedicated to replicating either active

users or content generated by other bots.
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Introduction

A sockpuppeticcount is a falsenlineidentity used to voice opinions anthnipulate public
opinionwhile pretending to be another persdhe termdraws fromthe manipulation of hand
puppets using a soand refers tdhe remote management of online identiteespread
misinformation promote the work of one individuandorse a given opiniotgarget individuad,
andchallenge @ommunity of useréZheng, Lai, Chow, Hui, & Yiu, 201150ckpuppet
accounts are often automatic posting protocols (i.e., bots) opeuatileg a fictitious identitand
as such thepreach the Terms of Servioésocial networking sitebke Facebook and Twitter
The alministration and deployment of bots and sockpuppet accounts are largely centralized and
rely on trivial computing routines that allow users and organizations to control substantial
subcommunities aoss any given social media platfo(dumar, Cheng, Leskovec, &
Subrahmanian, 2017)

Concerrs aboutthe activity of bots and sockpuppets in the context of the U.K. E.U.
Referendunwerearticulated irthe presgSilva, 2016)and acadmia(Shorey & Howard, 2016)
with researchrs cautioning against tla@itomation opolitical communication anthe possible
distortion of vital processes at the heart of contemporary liberal democ¢refsamong which
arecompetitiveelectiong(Woolley & Howard, 2016)Thescale of bot deployment aiitd effect
oninformation diffusionare topical concern®essi & Ferrara, 2016yvith previousresearch
reporting thabotsareoften deployed in contexts of polarized political discusgkerrara,

Varol, Davis, Menczer, & Flammini, 2018)Ve seek to contributi® thisgrowing body of
scholarship bcrutinizinga large network of bots that operated during the Brexit debate. We
explored the tactics employed bgt masters deciding which tweets are retweeted and by which

subgroup of accounts linked to the botnet
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fruit of more than four decades of efforts to extricate the codimny theE.U. bypolitical
actors perennially suspicious of thgpranational organizatio(Becker, Fetzer, & Novy, 2016)
The votewas portrayed as a milestone in the political life of the coyAtsthana, Quinn, &
Mason, 2016jhatopened upault lineslargely at odds witlthe traditional alignment dritish
political partiegBecker, et al., 2016 heobservedolitical realignment foregroundssocio
cultural cleavage betwesgtooung and weteducated sections of the populatieho embrace
progressive poshaterialist valuesf equality, human rights, environmental protection, and a
greater tolerance of immigranandonthe other handanolder, less educated demographito
witnessed both a decline its material conditions and a gradual erosion of traditional values
associated with industrial societi@gaglehart & Norris, 2017)

Thepolitical realignment and dealignmemtvealedby the U.K. EU. Membership
Referendunthrows deeply engrained ideological leanings into que¢koesi & Frey, 2008) It
also feeds inta context ofpolarization alternative media, and hyperpartisanstopsistent with
emergingpatterns ohews consumptio(Bastos, 2016; Starbird, 201 ¥Vhile theyoung and
well-educated are significantly more likely to access news via social If@fdiam, 2017)an
olderandless educated readership is traditionally associated with tabhditchaccount for a
substantive portion of the British prg&oykoff, 2008)andaremaking inroads osocial media
platforms(Newman Richard Fletcher, Levy, & Nielsen, 2018he partisarrealignment
observed in Britain, anthe context of a highlpolarized political climateindepinning the
Referendum campaigofferedfertile ground forpolitical actors interested iheveloping and

deployingbots.



Canvassexrhave strategically explordatese cleavage$he successful Vote Leave
campaign wasepeatedly and intensely chastissdpolicymakers and media pundits &toking
anxiety about immigration by making misleadingmpouncements about X U N tdtufeE.U.
membershipEqually, it wascriticized for itsdisingenuous pledge tmostthe NationalHealth
Service (NHS)a weakened pillar of the industrial welfare state in thé Wy redirectingGreat
Britain § .U. membershigontribution into the servic@oherty, 2016; Swinford, 2016)
Despite these embattled clainvgte Leavecanvassers effectively relied on datalytics
(Cummings, 2016ko capitalize orthis ostensibléension between the smalled circles of hard
working families angrogressiveelites with alater analysis findingocial mediaactivity to be a
positive predictor ofhe outcome of the vo{€elli, Stepanov, Poesio, & Riccardi, 2016)

In what follows, we first ground thsgtudyin the literature on political bogsi.e., bots
deployed in a context of polarized political deb&t&e subsequently show thaetgroupof
Twitter accountsscrutinizedn this papepoften tweeted in a concertealshion and could well be
described as botnetor asupervisedetwork of zombiegent® be they internetonnected
devicegPaulson, 20069r social media accountdbokhodair, Yoo, & McDonald2015) As
witnessed in other casdhis pool of accounts was used to automatically replicate posts on
Twitter (Woolley, 2016) In contrast to previous research, we identified how the botnet is
subdivided intssubnetworksledicated t@etweeting content generated either by bots or humans
therebyengineeringlifferentretweet cascadessAve show belowthe sophistication of the
operation deviates considerably from traditional Twitterbotsn@on tomost accounts this
botnetwas the curated replication of content thats both usegenerated and reproduction of
tabloid journalism Another important marker of this grous the overwhelming prominence

of contentassociated witlor authored byiseraccounts affiliated witlthe Vote Leave campaign



Theoveralltone of the messag®egs much in line with the contexif disaffection with
immigration and theultural backlaslspearheadebly older, traditional, and less educated
readership ofabloids(Boykoff, 2008) This cultural backlash was strategicdéyeraged and
maximized by populist parties and leadersrder WR SURPRWH SWUDGLWLRQDO FX(
emphasize nationalistic and xenophobia appeals, rejecting outsiders and uphotdsiolted
JH Q G H U(Inglrami&/Norris, 2016, p. 30Pur analysisnakes no clainas tothe veracity
(or lack thereofpf the facts reported by the large network of users tweeting the Vote Leave
campaigninstead, it seeks to shed light orsthinusual user base tweeting the referendum by
sourcinghyperpartisan contemthichis unlikely tofit a normative definitiorof fake newsbut
that is likely tohaveplayeda role in the emerging and loosely defined fake news ecosystem

(Benkler, Faris, Roberts, & Zuckerman, 2017)

Twit terbots in Political Campaigns

The lterature investigating baictivity is concerned wittheimitation of human activity on

social medidy computer script¢Bessi & Ferrara, 2016 hesealgorithms also referred to as

3V R F L D' ©akR&En/shown to approximééoolley & Howard, 2016andupscaléehuman
conduct(Bessi & Ferrara, 2016pfteninfluencingcommunication exchanges polarizing
topics(Howard & Kollanyi, 2016)Social botscan be deployed in a wide variety of contexts and
constitutea growing subfield of communication and political scieresearch, which cautions
against theidetrimentaimpact onelectoral politics, policy discussions, and deliberatibn o
contentious issues. Indeedpminent mlitical eventssuch as the referendum on th&UY V

Membership of the European Union or thAQW.S. PresidentialElectionswereshown tohave



beensusceptible to such automated interference especially on T(fd#ssi & Ferrara2016;
Howard & Kollanyi, 2016)

Significantefforts have been made to detpatterns ofctivity that pertain to
automation Evidence to this effect points tloee generation and republication of high volumes of
partisan contenwith retweetg thepractice of republishing a message already in circulation

(Murthy & Dawsonera, 2013) to boost the visibility of said contefMurthy et al., 2016)or

alternatively to corruptcommunicationWoolley, 2016) SDUWLFXODUO\ VR DV WR FU

VHQVH RI JURXS FRQVHQYV XWRaiiEviRcX, \CoimbvErDMeMEL Goxg@led, LGHD”
Flammini, et al., 2011, p. 299 nothermarker of accountautomatioris thelack of deailed

information about the user and the absenaggeofocational metadatBessi & Ferrara, 2016)

that could allowdetectionby users osocial networkng sites (Hwang, Pearce, & Nanis, 2012)

Yet, bots can occupy an influential position in communication netwoften appearingt the

centerof highly connected network sgktaphs(Bessi & Ferrara, 2016h whichinformation

diffusionis centralizedRatkiewicz, Conover, Meiss, Goncalves, Flamimet al., 2011)

Howard and Kollanyi (2016pproximatedthe use opolitical bots during th8rexit
referendunby considering users that were extraordinarily active in the Twitter feed associated
with theplebiscite The authorseporedthat suchusersaccounted for 32% of all Twitter traffic
about Brexit While acknowledging that there is no definitive way of telling which accoamgs
actual bots, they inferred that the top ten accounts producing the highest volume of messages
(north of 350 tweets) were likely automatétteed, other research has ddsedi bot activity

OHYHOV DV LQFHVVDQW ZKLFK RQ 7ZLWWHU VSHFLILFDOO\
(Bessi & Ferrara, 2016INonethelessuser activityalonehas been shown to be an unreliable

metric b determine the presenceludts, asprolific Twitter postersan tweetabundanthby

v



takingturns managing@witter accounts and pushing several hundred tweets a day with little to
no automatior{Bastos & Mercea, 2016; Mercea & Bastos, 2016)

Secondlyprevious research badentified political bots tdetweeing at a rate of seven
tweets per minute @29 tweets in 138 minutédetaxas & Mustafaraj, 2010 that reported
instancea small botnetomprising nine Twitterbotwasset upin thirteen minuteso target
accounts of interedty virtue of theimpreviously expressed concestith the2009 U.S.
Massachusettsenatgace Thosebots succeeddat startingcascadsretweeted byosters whose
political alignment resonated with the content of the mes@dgxas & Mustafaraj, 2010)

Other studies looking into the same senatorial elections have shown that botmaisecan
retweetedJRLsto the top of Google search resyRatkiewicz, Conover, Meiss, Gongalves,
Patil, et al., 2011)

However theinvestigationby Bessi and Ferrara (201iito the 2016 UB. Presidential
Electionsfound thatoverallhumangpostedmore tweets than bots within the period under study.
JXUWKHUPRUH ERWV VHHPHG LQHSW DW LQWHUDFWLQJ ZLWK
Twitter handle preceded by the @acacter)primarily to other bots.nl their turn humans were
replyingto humans more than to bpenother marker that humans and bots operate in largely
disconnected syaphs These results asomewhatt odds withhe political botnet studied by
Metaxas and Mustafaraj (201@)hichdirected replies at ofpients purposefully selected for
their partisan interest in the Massachusetts elections, a quarter of whom went on to retweet the
automatednessage they receivé@lustafaraj & Metaxas, 2017Jhe variability of @
mentioning and retweeting practices indicate that batens are likely implementing a range of

different strategies depending on the political objective s¢hé&votnet.



Notwithstandingthe botsrecorded in the 2016.8. PresidentiaElectionswere effective
information disseminators. They were just as apt as humans at retweeting, republishing a similar
volume of content to humanSimilarly, in the case of the.H. referendum, the most prolific
DFFRXQWYV G L GhewXBritentbutGimplspiweetedFRQWHQW TUR fHoREWK HU XV H
& Koll anyi, 2016) While the latterscholarsconceded that human agents could achieve similar
levels of activity if they confined themselves exclusively to retweeBegsi and Ferrara (2016)
cautioned that bots coulthve a debilitating effect on human communication because of their
noted capability to disseminatentent among human users.

Finally, Howard and Kollanyi (2016&jlaim that in the E.U. referendum bots were
GHVLIQHG WR WDNH VLGHV LQ WKH GHEDWH DERXW WKH 8 . 1
Similarly, Bessi and Ferrara (2018¢termined that bots produce sys#tically more positive
content in support of a candidate, a fact they submitted can distort perceptions of support for that
candidate. SimilarlyWoolley (2016)posited that accounts exhibiting bot activity featur
SURPLQHQWO\ LQ 7YWWWBRV:ERRME2AHHWY WKDW IORRG LQWR K
ard are retweeted by bots so as to disrupt the communication and organization of the opposite
side. In summary, the literature on political bots offers a growing catalogue of metrics for
pinpointing political botgAbokhodair, et al., 2015; Ferraret al., 2016; Ratkiewicz, Conover,
Meiss, Goncalves, Patil, et al., 2011; Ratkiewicz, Conover, Meiss, Goncalves, Flammini, et al.,
2011) butlittle is known about the actors controlling these bots, the decisions on which tweets
are to be retweeted, and the type of contenyeeldy such accoun(dlied, Stewart, Spiro, &

Starbird, 2017)



ResearchObjectives
With this study we seek to identifylarge network of bots that tweeth@ Brexit debate and the
type of content relayed by these accounts.eifdorebot activity with insights into the
prevalence of hyperpartisamdpolarizing conten{Benkler, et al., 2017Wwhich constitutes our
first Research Objective (RQT)o this end, we began with an inspection of the webpages
attached to tweet® tidentify the domain name of websites sourcing information to Nets.we
hypothesized that bot activity would be marked by a{viglame posting signature followed by
a drop in activity levelsharactestic ofthe lifecycle of botsRO2). To this endwe conducted a
time series analysis and modelled the mean cascade time of bots and active users in the Twitter
referendum data, thus distinguishing seasonal patternh@pdsting behavior of political bots.

ResearclObjectivesRO3 andRO4 probe the imact of bot communication on the Brexit
debateWe inspectedur dataseto determinavhetherbotscouldgenerate greater message
cascadethanactive usersRO3). In close connection, we calculated the maximum, minimum,
and mean cascade time to ascertain if bots trigfastercascadethan active useris the
network(RO4). We thus scrutinized the impact of bots as an upshot of the intensity, aedch
speed of their activityin addition to examiningheir network influence and the information
dissemination patterns that characterized their actions during the last month of the E.U.
referendum campaigiVe relied on such metrics to contrast the dtgtipatterns of bots with
regular usersas well as oflifferent types of bots operating within the same botnet.

We subsequentlynquiredwhether the accounts that were swept ughéretweet
cascadewverealso bots themselve#/e envisioned that the imapt of a botnet madependn
whether it is embedded in a larger network of active users or, alternatively, restricted to a cluster

of bots(RO5). Our hypothesisvasthat he more engagement Wwihuman agents thmtnet



generates, the more likely it iswoden cascaddseyond the botnetn other words, we would
expect botnets to exhibit levels of human curafldoward & Kollanyi, 2016}hat testify to their
differentiatedoptimizationandtheir fundamentally cyborg nature. We adopt the latter term to
reflect on the close coupling of human agency@ndputer scriptsharacterizindotsthat
disruptivelyamplifieshuman communicatiofAsenbaum, 2016)

Lastly, wehypothesized that the botnet is subdivided into various subgroups dedicated to
retweeting specific accounts, thereby triggering difietgpes of retweet cascades. To this end,
we examinedetweet activityto distinguish patterns of human and hotivity as well as
interactions between them that could evistrategie®f bot deploymen{RO6). This last
ResearclObjectiveseeks to establish whether bots are deployed and operate in a concerted
fashion or, alternatively, Wether competing strategies are employed to overcome the enduring
risk that the botnet will be trappedsoc FDOOHG *HFKR FKDPEBdtgsél L H JURXS

referentially communicatingith each other.

Methods and Data

We queriedthe Twitter Streaming API tononitor 39 Twitter hashtagdearlyassociated witthe
referendum campaiginom April to August 201&e.g. #voteleave, #voteremain, #votein,
#voteout, #leaveeu, #bremain, #strongerin, #brexit, #euref, Etr.}he purposes of this study,
we focus on the twaveek period before and after the referendum vote Juee 10 to July 10
2016 In this intervalwe collectecapproximately 10M tweetgssociated witthe referendum

We subsequentlyetrieved the profile of over 800#nhiqueusers that appeared in our dataset and
relied on thresholding and filtering approaches to disentangle real usersdi®(Table 2)The

combination of methods reged in the literaturéSubrahmanian et al., 2016; Varol, Ferrara,

10



Davis, Menczer, & Flammini, 2013&jlowed us to identifya large group obotswhose accounts
had been deactivated by thet mastepr blocked/removed by Twitter in the aftermath of the
referamdum.We relied orthe implementation of extended regular expressidt (2014)to
identify the campaign associated witteetsand the libcurl implementatiofTemple Lang,
2016)to retrieve the webpage title of URLs embeddetweets (when available).

Previous researdiound thefrequentist approach to user activity aldadean unreliable
metric to determine the presence of bots, as prolific Twitter posters can tweet abundantly by
taking turns and pushing several hundrgeets a day with little to no automati(Bastos &

Mercea, 2016; Mercea & Bastos, 2016pnsequently, in the attempt to differentiate between

bots and higtvolume posters, we analyzed several metrics of user activity in addition to the

temporal posting patterns pbtentialbots. This composite analysis allowed us to ascertain if

their activity endured over time; or conversely, if there was a notable drop in activity levels that

might typify whatP D\ EH GHVFULEHQFODWHD tEDRWKGILEHDNH RI WKH ( 8 L

Themetricsused in this study to identify bot accounts are informed byetfleeant
literatureandincludedetailedprofile information,presence oabsence of geographical metadata
(or propensity to post using web clients), retweaweetsratio, @-mentionto tweet atio,
activity level,followersto followeesratio, account creation datand absence &hown words in
the usernamérable 2) Positive predictors of bot activity are shown in Table 2 and include
tweets to user (tw2user), mean tweet to rett@gtrtMean), common words in the username
(commonWords), use of web interface to relay content (webClient), ratio of outbound to inbound
@-mentions (mentionOut2)nratio of inbound to outboun@tweets (retweetin20ut), account
creation date (newAccountgtweet reciprocity (rtReciprocity), amdtweetcascade mean time

(ccdMeanTime)For the purposes of this study, s@ntrastretweeting behavior observed in this

11



group against the larger set of accounts we refer to as active users (as opposed ttedeactiva
recycledusersdefined underneajhRetweet and @nention behavior are defined A#B when
B retweetsA andA AB whenA mentionsB (thus following the directionality of the information
flow). While previousstudieshave explord Twitter cascades hlyacking the diffusion oJRLs
(Bakshy, Hofman, Mason, & Watts, 20ldr)dhashtaggGonzalezBailon, BorgeHolthoefer,
Rivero, & Moreno, 2011)we rely on retwesatto inspect useto-bot and boto-bot cascade
composition

Unfortunately,it is notcurrenty possible to rebuild every step of the retweet cascade, as
each retweet includenly a reference to the originmessage, so that if uséretweets use
who has previouslyretweeted usek, we can only establish that ugewas retweeted by use,
with the intermediary steps of the cascade remainitkmown As such, we cannot account for
independent entry points that might have influenced the cagCadag, Adamic, Dow,
Kleinberg, & Leskovec, 2014However, givenhat eactretweetincludesa unique identifier
arranged chronologally from the original tweet to the most recestweet we canrebuild
cascadefrom theseed messade theretweets that have cascaded from that originatent
Similarly, we rely on the timestamp attached to each twesttimatethevariable timeto-
retweet,calculated as the time elapsed between the oriweadtand thath retweet for cascade

of sizeS

Ethical Considerations
The research data examined in this study was collected via the publicly accessible Twitter
Streaming and REST APIs. Although the information collected foistbidyis public, there are

important ethical issues associated with harvesting public Twitteuats(Zimmer, 2010)

12



Twitter profiles set to private were removed from our pool of users and no private information

was examined in the analyswhile ZH KDYH ORRNHG WightSdndihieigdisyvel XVHUYV |
ultimately decided to disclose the Twitter handles examined in this study whenever there was a
reasonabléevel of certaintythatwe were dealing with Twitterbots, to which ethical

considerations of privacy are immaterlle also considereithe potential sensitivity of some of

the tweets examined in this study, but anonymizing the seeding accounts would impinge on our
ability to understand thecopeof the botnet and the strategies adopted by bot makssty, we

have considered the ethiabligation not to display deleted Tweets, but we belteeecontent

analyzed in this study is of public and scholarly interest, and that ethical considerations regarding
XVHUVYT ULJKWV WR @Ratmmad®piblicdieKntiatérigne idonekt Gf large

botnetsparticipatingin politically contentiouslebats.

Results

From a total of 79449 Twitter profiles that tweeted tMote Leave and Vote Remain
campaignswe managed tmentify the location of 60% dhem (482193) by triangulating
information from geocoordinatesnbeddedhn tweets {.e. reverse geocoding), geographic
informationtweeted by the userand information that appearaudtheir profiles. Fronthis
cohort ofusers, only 3022 users werédentified asbased in the K., asmallerpopulationthan
theset 0f40,031 accountthathavebeendeactivatd, removed, blocked, set to private whose
username was alter@dker the referendunThis lattergroupof accountsepresents 5% of all
users that tweeted the referendand is divided as follows: 66% or 26,5&8reuserswho have

changed their username since the referendum but remained active on Degigndted

13



hereafter asepurposear recycledaccounts)34% a 13,493 accounts weseiddenly blocked or
removedhemselvesrom Twitter (deleted accounts).

Althoughrepurposeftecycled accountsonspicuously interactealith deletedTwitterbot
accountsthe focus of this studjes withthe latter cohortNotwithstanding, ommon to thee
two sulgroupsis the predominance of retweeted content that disappeared from the internet
shortlyafter the referendunnother commonalt is thenotablesupport for the Leave
campaign measured by the relative frequenékeywords and hashtags associated with each of
the campaigns/hile the ratioof messagessing hashtags that supported tleave andRemain
campaigns was 31% and 1X86 the entire network, recycled and remoaedounts combined
tweeted thdReferendunhashtagdo a ratio of 37% and 17% (or 2,434,077 and 840,726 versus
30,947 and 14,390 tweets for each of the campaigns, respectivelfjatrfiollows,we

disentangle these groumsfinally concentrate oa set 0f13,493accountsdentifiedas bots

Hyperpartisan andPerishableNews

By annotating tweets using textual markers sudmaahttags and keywords associated with the
Leave and Remain campaigmege found that the proportion of tweets supporting the Vote Leave
campaign in the pool of removadcounts waget higher, att1% compared witB1% for active
users with the proportion of neutral tweets also being higher in the latter. Slogans associated
with the Vote Leave campaign were also significantly more likehatee beetweeted bythis

pool of accountsn a ratio of8:1. Thissubset ofemovedaccountavasconsiderablynore active

in the period leading up to the referendum, with an averadelohessages comparedh 3.9

for the rest of the populatiqi{€4.44 1 and [€3.99 1 respectively, andalsoless

14



activein the wake of the vote with an averageaftweets comparedith 2.6 for the global
population( [E2.42 1 and [€2.61 1 respectively.

Upon attempting toetrieve the webpagd€RO1) tweeted byecycled and removed
accountswe found thatmosttweeted URLs (55%) no longer exist, cannot be resolved, or link to
eithera Twitter accounbr awebpagehat no longer exists. Nearbnethird (29%) ofthe URLs
link to Twitter statuses, pictures, or other multimedia coriteitisno longer availabland
whose original posting account has also been deleted or blocked, a ofdheeperishable
nature of digital content at the center of political isgialker, 2015) From thistotal, 1% of all
links wasdirectedto user @brndstr, one of the few accounts appearing in the communication
network ofrecycledaccounts that remains activader the same usernanidis account is
managed by DubaEDVHG 3% RW 6WXGLR |Rgeéaliz&d® @avidingboEsRoP SD Q \
social media campaigns.

A closer inspection of the accounts sourcing content to the pool of recycled and removed
accountgeveals the markedishort shelf life of user generated content. These are Twitter
accounts investkin spreading dubious news stories sourced fraircait of selfreferencing
blews (Gamon et al.2008) a combination of faright weblog such as WorldTribune.com and
traditional tabloid media such as express.co.uk. However, the few webpages we managed to
retrieve indicate that the content tweeted by this large pool of recycled and removed accounts
does notonform with the notion of fake newdgsignatinghews storieshat are intentional,
misleading haltruths and/or outright lieBenkler, et al., 2017)nstead, the content is in line
with a form of storytelling that blurs the liletween traditional tabloid journalism and user
generated content, which is often anonymous;ffaet, andwvith a strongemphasis on

simplification and spectacularizatigRowe, 2011)Usergeneratedontent takes the liofishare

15



of hyperlinks tweetethy recycled and removed accouritbe content is often presented as a
professionallylooking newspaper by resorting to content curation services such as paper.li and is
likely to includeTwitter multimeda (e.g., Twitter§ nativemultimedia sharing service
twimg.com).

Similarly, thefew links that remained accessilsi& months after the referendum can
hardly be described as fake newhke hyperlinkednaterial is rich irumors unconfirmed
events, and humainterest stories with an emotional and populist appeatréisamblesabloid
journalism except for theadded complexity thatudiences play pivotal role in curating and
distributingthe content.The sources we managedrspect, though not representative of the
much largeuniverse of content tweeted by this population of yserd thatunfortunately has
mostlyvanished fronTwitter, is much akin to hyperpartisaabloid journalism, with a topical
emphais onhighly-clickable,shareableandhumaninterest driven storieBastos, 2016)Table
1 summarizes the URLs tweeted bistbohort of users

TABLE 1 ABOUT HERE

Although 17% ofwelinks pointto Twitter accounts that are still active, a random sample shows
that the originamessagés frequentlyno longer available, thus preventing atgtermination of
thenature of the contemtriginally tweeted A good example is the tweet ID
74013887009275@8 which generated a cascade of several hundred retweets and whose posting
useris still active.Although the useaccountseeding the cascademains active, the original
tweet has been removed (together with the relensneet cascade)Vith Internet Achive
having no recoraf this specific tweet, it is no longer possible to know what the origimade

conveyed. Thecale of deleted content applies bothvelinks tweeted by this populaticas
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well as to user accountaworrying development given theportance and contentious nature of

thereferendumWalker, 2015)

Brexit Botnet
Turning to the removed user accounts, nelied on metrics discussed in the relevant literature
(Bessi &Ferrara, 2016; Ratkiewicz, Conover, Meiss, Goncalves, Patil, et al., @0ddjermine
whether the pool adeletedaccounts compriska large network of Twitterbots. Upon inspecting
the account creation date, we found that 83% of accounts in the bathbeercreated in the
previous2 yearscompared with#3% forthe subset of active accounts and 48% for accounts that
ended up being recycleWe interpreted the result as important indication of bot activitfhe
highest rate of tweet to retweet wiasnd inthe campaign accounts @iVoteStay and
@iVoteLeave, with a retweet to tweet ratio of 90% and a total number of retweets of nearly 60K
messages. These accounts did author original content though, and we do not feel confident they
can be classifiedsabots despite the extraordinary high levels of activity and the high likelihood
that some form of automation was used to relay content.

When analyzing retweet rate across groups, we found that the baseline for accounts that
remained active after the reéexdum was of one retweteteach 3 tweets&0.33and [€0.45),
while the ratio for accounts that changed their usernames is twhighgs&0.61 and[€0.%4).
The group that significantly deviates from this baseline is the set of accounts removitkafter
referendunti.e., the botnet)For such accounts, the retweet rate is of 1 retweet for every tweet,
with 54% of accounts never having authored any tweet related tefénendum (i.e., only
retweetsvereregistered for these accountapthermarker @ bot activity). For this group of

accountsthe median tweet to retweet rate is[€.6302).Table 2shows themetrics used to

17



classifythis sulset of accountsasbots ina network ofL3,493Twitterbots that tweeted a total of
63,797 messageshe variables in the tabledicatetweets per useretweet to tweet ratjo
incidence of known words in usernames, propensity to post using web cliemten@n
indegree to outdegremetweetindegree to outdegreaccount creation date, outdegree and
indegree transitivity, retweet reciprocity, modularity score, mean and maximum cascade size,
number of cascades triggered, share of triggeasdadesand cascade mean time.
TABLE 2 ABOUT HERE
Botnet Lifecycle
After establishing that this subnet consists primarily of automatic posting protocols, we
approachedRO2 by contrastingactivity levelsin active accounts and the botnet. While the
activity of active users presents the usual seasonal patterns assodiafBditter activity,
including the ebb and flow of messagesultingfrom daily patterns associated with wakd
leisure(Puschmann & Bastos, 201%5eets posted by botsllow no such variationThe
absence o$easonal patterns provides an indication that the time signature obsahedatnet
deviates considerably from the remainder of the user base tweeting the referdiadeaver,
botnet activity is marked by a higher level of activity compavél active users in the period
leading up to the referendum, and a sharp decreasediatelg afterwards, an indication that
this pool of accounts was either reti@dexpelled from the platfornfrigurel shows the tweet
activity for the period of June 10 to July 10 (two weeks before and after thenefen ofJune
23), with botnet actity markedly higher in the period before the referendoiiowed by a
sharp declin¢hereafter

FIGURE 1 ABOUT HERE
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The histogranin Figure lpresentsasharp declinén bot activity immediatelafterthe
referendum, much in line with the assumptisagroundingRrO2. In addition to the short
timespan the botnataskept alive, the structural network of retwedisseminatedby
Twitterbotsshowsgreater integratiowhencomparedvith the network of active users, with
significantly lower measures of trsitivity (i.e., measure of clustering) and higher modularity
(i.e., tendency for a network to be organized into subnetwaskshown ifrable 3 due toan
abundance of huto-spoke formations found across the bot subhes. botneappearorganized
in specialzed tiers dedicated to replicatibgeets origindahg eitherfrom activeuses or bos.
Such formations arabundanbut restricted tdotretweetbot and botretweetuser formatios,
with little crossover between such formations.

Beyond hashtagshe content tweeted by bots presents a clear slant towards the Leave
FDPSDLJQ ZLWK WKH WKUHH PRVW IUHTXHQW ZRUGV EHLQJ 3
which together account for 9% of all terms tweeted by the botnet. In comparative terms, 31% of
WZHHWYV SRVWHG E\ ERWV LQFOXGHG WKH WHUP SOHDYH™ DV
Remarkably RI WZHHWY SRVWHG E\ WKH ERWQHW DQOMR LQFOXC
only 11% for the group of active users, an indication that altintiug botnet tweeted
predominantly prd_eave messages, it also tweeted moreRemain campaign messagébe
result alludes tohe patent partisanship espoubgduch accounts compaisonwith the larger
community of users tweeting the referendum.

We addressedRO3 by analyzing the twedb-retweet ratio and the cascade mean time
across groups, which provides an indicator of whether bots were successful at generating large
retweet cascade®/e found that despite the imbalance in the ratio of retweeted me$sages

theseaccountgTable 2) botactivity waslargelysuccessfulo the extent that it attained a
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retweet ratio of 2:1 between active users and totsther wordsthe much larger pa of active
users retweetedn average every second messageed by botsThis estimate appears
unusuallyhigh and we detail the cawsder this surprisingly highratio whenaddressingRO5 and

RO6.

Retweet Cascades
The largest retweet casca@13,417) was authored muser making a direct reference to
@brndstr the Dubaibased startup specialized in social media.bidie message reati#Voteln
for the #Brexit #EURef vote with @Brndstr & unlocked my own Flag Profile pic! What will you
vote? #voted https://t.co/iFIZyhrzLd (the link directs to@brndstr Twitter account). Another
tweet with the same content but starting watl¥VoteOut for the #Brexit #EURéfs the thid
largest cascade in the dabka short, @brndstmessagewere directed abothLeave andRemain
campaignsvith thepurpose of placing the company within theger conversatigrautomated or
otherwise Despite these large cascadesri@stris connected to eelativelysmall number of
cascades, particularly in view of the magde of the botnet whicimcludesover 10K accounts
devoted to supporting one or the other side of the referendum campaign

FIGURE 2 ABOUT HERE
We could not reject the assumption underlyR@3 that bots would be less effective at
triggering retweet cascades. In fact, the botnebisiderablynore effective at joining
successful cascades, with a mean cascade participati@ ®{compared witHEb6 for active
users). The botnet is also jast effective at generating large retweet cascades compared with
active, regular Twitter users and/or accounts that have been repurposed during the period of this

study. While such regular users started 36% of cascades, the botnet claimed a total of 30% of

20



cascades (34% were generated by accounts repurposed at the end of the referendum period).
Interestingly, the same lortgiled distribution of hyperactive accounts among regular users is
observed in the botnet, where a small share of bots was found ttriggeeed most retweets,
with the remainder of the bots being strategically although peripherally positioned to retweet the
initial cascade (Figure 2). While the group of active users tweeted 97% of the messages and
initiated 7.5% of all cascades, the et tweeted under 1% of the total messages in the dataset,
but accounted for a comparable share of 6% of all cascades.

We approacheBO4 by comparing the distribution of user activity and cascade mean
time between active users and bots. As is often treewdls Twitter data, user activity, hashtag
use, and cascade time (calculated as the averagé fona cascade of siZ) follow a long
tailed distribution. User activity and cascade time are particularly skewed in the botnet subgraph,
whose powetaw dstribution comprises a single user responsible for 4% of all tweets
(@trendingpls) followed by a set of four accounts which together account for an additional 5%
of the activity (namely, @EuFear, @steveemmensUKIP, @uk5am, and @no_eusssr_thx). These
few acounts have been removed or deleted after the referemdtinoighthe accounts
@trendingpls and @uk5am have been recraat@ttober 2016 and now operate under a new
user ID. Beyond these highbctive accounts, the botnet presents a mean of 5 twedistper
(compared with 1.2 per human user).

Despite the different distributionthe average cascade time is comparbhbtereen the
two groups, with botnets starting and completing cascades of size 5, 10, and 20 retweets just one
minute faster than active useThe mean cascade time providagndication that botsimic
the average timespan of retweet cascades, or more likatythey retweatealworld accountso

maximize exposure to threessage aio theuserposting theoriginal content(RO4). In fact,
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takentogetherbotnet and the active user groups have not just similar cascade size and time, but
also similar averagefor cascadenean time at 69h for active users and 65h for the botnet. For
mediumsized cascade$£40, S=80, andS=160),the botnetompletes the cascade 20 minutes
faster, but it is with large cascade$>320 andS<6402 that large temporaldifferencesare
observedwith the botnetompletingsuchlarge cascadel.52 hours faster than the active user
base. Figur@ unpacks this relatiwshipg while cascade time linearly grovi@r the active user
basethe fitted linear regression forsmdesseeded byots, and theébulk of the observations,
falls close to the baseline of just a few minutes or hours.

FIGURE 3 ABOUT HERE
We approacheB0O5 by examining thealifference between the average bascadand the
outliers in the botnet. These differences shed light on the existence of at least tatodiesters
of fundamentally different bots.hE firstgroup is dedicated teeplicating automizd content
hence achieving much fastecascade turnaround compaseith active useigenerated
cascadesThe secondjroup isdeeply embedded in humaniven activity. These two types of
bot activity are depicted in Figudewhich foregrounds the substetly different groups obots.
While the formation on the left geared towards replicating content exclusively fiative
usersthe formation on the right @edicated to replicatg contentseededy other automatic
posting protocols. Both accour#scceeddat generating mediuns$50) and large cascades
(5>100), buttheir typical retweeting patterns indicdbeywere created and deploydd meet
fundamentally diffeent objectives.

FIGURE 4 ABOUT HERE
This findingsheds light orRO6, which seeks tdistinguish patterns of human and bot activity

along with interactions that might cut across the two subgraphs. While the first subset of bots
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was associated with accounts that levedaggweet behavior to amplify the reach of a small set
of users and rarely if ever stadtany cascade themselydise other subset of botscdhanarrower
scope of operatioanly retweeing other bots in the botnand therebyroducing many medium
sized cacades that spread significantly fagkemthe remainder of the cascades. As shown in
Figure 4 bothbots deployed to retweet active usansibots developed to retweetherbots
exhibit differentretweeting pattes Although both @trendingpls and @oere bots, the first
only retweets active users whereas the retweet activity of the latter is restricted to other bots,
likely deployed in conjunction with the head node. Each of the bot subnets play a specialized
role in the network, anbothfeed into he larger pool ofegularaccountsrokering information
to @vote_leave, the official Twitter account of the Vote Leave Campargharguablyhe most
prominent point of information diffusion assated with the Leave Campaign.

As to its time distributionthe etweet activitywasmostly concentrated in the period
leading up to the referendum vdtggure 1) Most of it consisted abrganic retweets from and
to accounts in the active user base. Bots opnatihe same period both by retweeting active
usersand retweeting other botshiefly in the week preceding the vote (June2Bj and in the
eve of the referendum (Je@1), when we obserdea peak in retweet activity between bots.
Therewasa sharp decline in retweet activity after the referendumgipally amongactive
userswho ceasd to trigger or join retweet cascadé&3n the other hand, bots remath
operational and activity peaks are observed on J151first retweeting active users, then
replicating bot content, only tail off in the fdlowing weeks when the botnet is retired,
deactivated, or removed entirely from the Twitter platform. In fact, head nodes of ttoeldmt
subnet such as @NoThanksEU, @wnwmy, @Foresightlst, @nero, @horrorscreens00, and

@Dugher101 disappear after the efthe referendum (only @NoThanksEU was reactivated in
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November 2016)This is the critical period (June 20Mien content tweeted by such batsl
the webpages linked to their twedisappeagdfrom the internet andwitter public and
enterprise APIs (s&ch APl and GNIP, respectively).

FIGURE 5 ABOUT HERE
The timewise evolution of large cascades in Figure 5 sheds ligh©6iiby showing the peak of
retweet activity between active users, between bots, and the hybrid variant of bots retweeting
active users which account for a considerable portion of retweet cascades in the botnet.
Notwithstanding th@pparensuccess achieved lilye botnet, we caution against extrapolating
the analysis ofascadériggering to the effects these bots might have had on the referendum
debate. Although the botnet can trigger small and mediaed cascadexffortlessly and even
participate in largenes, bots arparticularly ill-suited to startingarge cascades due to the
unique constraints associated with growing and maintaining a botnet. In fact, the botnet failed to
generate any large cascade of 1K retajeéhile the active user base succedgfgenerated
nearly one hundred such cascades. Similarly, while the botnet generated only 5 cascades of
S>500, the active user base generated as many as #8hofThus, we advise caution in
diagnosing the potential impact of a botapthe larger conusation on Twitter. Although these
accountgan impinge ornthe broader conversation and boost the reach of a subset of users, we

have yet to find evidence that they can manipulate the Twittersphere.

Conclusion
In this paperwe uncovered aetwork of Twitterbot€omprising 13,493 accounts that tweeted
the U.K. E.U. membership referenduvhich were deactivatedr removed by Twitteshortly

after polling stations closetlVe have shown that the botnet tweeted mainly messages supporting
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the Leae campaign andrguedhatsuch botsnay likely berepurposed fronmnecampaign to

the nextby the social media analyticsitfits. The botnetanthusbe operated as an army of
sockpuppeticcountgleployed to amplify a definegtoupof userby aggregatingndretweeting
contenttweeted by seed users, whitlay conceivablype bots themselvea process that
FRUSRUDWH OLWHUDWXUH UHIHUV WR DV 3IDOVH DPSOLILFDW
(Weedon, Nuland, & Stamos, 2017)

Nonetheless,ur analysis hasot found evidence afidespread fake news diffusiovith
political bots Instead, we found @ombination of what appears to b&\waitter botnetfeeding
and echoingisercuraed and hyperpartisan informatiorh@material that remagdavailable
after the referendumpoints to a significantmilestone in tabloid journalism, which is
incorporatingaudience feedback while undergoing a transition fileenstrong editorial identity
of tabloid newsprinto content curation that is both uggnerated and created by paid staff
membergBastos, 2016)The typerpartisarcontent pushed by the botregiitomizes anongoing
trendto pushviral content thais mostly short, shareable, acabkswith mobile devices, and
thataccentuaspolarizedidentitiesandbalkanizsreadership intolike-minded groups
(Sunstein, 2001)

The botneexhibitedclear patterns of specialization with sets of accounts dedicated to
retweeting active users and another set of postioned to echoampaign slogans arfidllow
communication tacticdirectedby other botsThe likely overhead involved in setting goich a
specializedotnet pays off during the automation of retweets, which allow the botnet to trigger
smallto mediumsized cascades in a fraction of the time required by active tossest
cascades of comparable sizéHVSLWH WKH ERWQHW Y VsikcbcaddoddedMeWR UDSL

have not found evidence supporting the notion that bots can substantigetaalpaign
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communicationas the activity of the botnetat least of thisdefunctbotnet in particula? was
relatively minor with respect to the larger conversatibout the referendum that topkace on

Twitter.
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Tablel: Weblinks tweeted by deleted accounts

1
2
3
4
5
6
7
8
9
1

Dead link (external) 54.30%
Valid link (Twitter) 17.20%
Dead link(Twitter) 8.60%
express.co.uk 1.70%
theguardian.com 1.60%
youtube.com 1.40%
bbc.co.uk 1.10%
@brndstr 1.00%
telegraph.co.uk 0.60%
0 bloomberg.com 0.50%

11
12
13
14
15
16
17
18
19
20

facebook.com
dailymail.co.uk
twimg.com
Suspended account
cnn.com
petition.parliament.uk
virgin.com

paper.li

thesun.co.uk
reuters.com

0.50%
0.50%
0.50%
0.30%
0.20%
0.20%
0.20%
0.20%
0.20%
0.20%
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Table2: Metrics of automated activity for active users, recycled accounts, andPbedgctors of
bot activity shown in bold

Active Recycled Botnet
users 1,641,472 26,538 13,493
tweets 6,546,998 103,606 63,797
tw2user 3.988492 3.904062 4.72815
tw2rtMean 0.451069 0.539010 0.63021
commonWords 0.138760 0.137341 0.12963
webClient 0.233227 0.241327 0.34726
mentionOut2In 1.204246 1.984704 2.92922
retweetln20ut 1.035133 1.669028 1.82125
newAccount 0.428071 0.476256 0.82619
rtTransOut 0.005570 0.000876 0.00097
rtTransin 0.005553 0.001292 0.00140
rtReciprocity 0.064109 0.001830 0.00076
modularScore 0.574058 0.666160 0.602234
cascadeMean 7.370980 8.005936 8.087834
cascadeMax 13417 1344 860
patZero 7.4% 7.2% 6.2%
patZeroShare 36% 34% 30%
ccdMeanTime 69h 102h 65h
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Figurel: Twitter activity before and after theferendumThe vertical black line marks the date

of the referendum (23 June 2016), with blue and red horizontal lines showing the density curves
for active users and bots, respectively. The dark purple area in the histogram sheleditiee
proportionof user activitythat overlaps with bot activity
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Figure2: CDF of tweets, hashtags, and retweet casdadestive users and Twitterbots
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Figure3: Timeto-cascade and mean cascade time for aosees and Twitterbots
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Figure4: Two-tiered botnetwith bots specialized in retweeting active users and bots dedicated
to retweeting other bots. Vertice and edge color identify source of information
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Figure5: Large cascade$$506) from user to user, bot to bot, and user to bot
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