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Abstract

This thesisre-examinesa common assumption enteritigeoreticalmodels of
endogenous switching cost3hrough a discrete choice experimené west the
hypothesis that consumers are heterogeniedue way theyespondvhenfirms offer
repeat purchase discounts through loyalty scheltesassumption itself is important
because in practice, heterogeneity in conswusnéiching costs holds implications for
firms’ strategies and theiresultant market shares. This thesis presenfiexible
methodologyor a discrete choice experant inspired by the UK groceries sector using
novel techniques in {&fficient experimental survey designhéh fitting the data to the
mixed logit model, we find thatomsumers’ taste varies significantly more for loyalty
schemes than for any of the other variables entering the modete3iésof our
discrete choice experimeshow that consumers differ significantly in how they
respond to repeat purchase discount strategies. On this basis, it is likely that theoretical
models of loyalty schemes overemphasise the effects of loyalty schemes on price
competition. We argue instead, that a repeat purchase discount strategy will not result
in a unilateral increase in artificial switching costs for all consumers in the market. We
propose that forward looking firms are likely to recognise the limitations to scheme
effectiveness due to heterogeneity in switching costs and will be more likely to invest
in their customer base through future lower prices. Therefore from a competition policy
perspectiveye argue thtin a fast paced retail market for nrdarable goods, loyalty
schemes are more likely to intensify competition for the benefit of consumers rather
than act as an exclusionary device.



Thesis Introduction

Traditionally, models of endogenous switahpi costs have assumed that
consumers are homogeneous in the way they perceive artificial costs of switching when
firms offer repeat purchase discounts. This thesexaenines this assumption and
showsempirically that consumers’ responses to repeat psecdiscount strategies are
likely to vary significantly in realvorld marketsThis result is driven by the fact that
consumers ar&eterogeneousn their costs of switchingvhen retailers offer loyalty
schemes It follows that some&onsumers do ngierceive any switching costs when
choosing between retailamhen loyalty schemes are introduced in the markettead,
these consumers base their choice of retailer on their ggmefatences and this
independent of the availability of a repeat purehdscount. In factywe find that a
loyalty scheme may actually redugglity for some individuals who may for example,
prefer not to allow retailers to collect, stamedanalyse their personal data. Therefore,
on the basis of our empirical findingse argue that the theoigannot simply ssume
that repeat purchase discounts unilaterally increase switching costs for all consumers
In turn, we note the limitations of scheme effectiveness will likely affect the strategies
adopted by forward looking firms competing for consumers in aduoable goods
market.

From a competition policy perspective, switching costs are generally viewed as
welfare reducing because as consumers become “lankélarough perceived and/ or
actual costs of switching they are les#ling to switch away in future periods of
competition. This demand side effect has a tendency to soften price competition. In
this context, forward looking firms may choose to create switching costs by
implementing loyalty schemes strategies. Considering the industrial organisation
literature, it is welldocumentedthat @nsumers incur costs of switching between
brands and providers in many mark@fseemperer 1995, Farrell & Klemperer 2007)

For example, individualspsychological attachments to brands are associated with
switching costs and may redudbeir willingness to try alternative products.
Transaction costsncurred by customersvhen switching between provideedso
represent a type of switching cost

Both of the abovexamples represeakogenousswitching costs and prevail in
markets regardless of consumers’ behaviour or firms’ strategies. On the other hand,

endogenouswitching costs arise when firms make strategic decisidnsh create



artificial switching costs. Bmely by entering into contractual arrangements with
customers, introducing product incompatibility or offering customspeat purchase
discountdn the form of loyalty schemekxogenous and endogenous switching costs
are generally associated with less competitive marketstamd to soften price
competition (Klemperer 1995, Farrell & Klemperer 200lowever, they may also
lead firms to compete more fiercely for market share through lower gRtexies
2014) There are a number of drivers underlying these outcomes and we briefly
consider these belaw

It has been shown that in markets with exogenous switching costs firms compete
vigorouslyex anteto gain and establish a large market share to achieve greater market
power in future periods over locka&a consumers (Farred Klemperer 2007). With
the knowledge that consumers are partially loeketh a market with exogenous
switching costsfirms tend to face the tradeff betweenharvestingor investingin
market share (Klemperer 1995, Anderson & Kumar 2007, Rhodes.289me cases
this leads to a bargato-rip-off game where firms offer low prices to grow market
share and then charge higher prices in future periods (Farrell & Klemperer 2007).
other words, anticipating that consumers will not switch away, aviitha degree of
market power can harvest customers by charging higher prices. Alternadiviehy,
may insteadinvest in growing its market share and reduce prieading to more
intense price competition Therefore the asimptions entering a thea model,
namely the number of stages of competitiovill have a direct impact on the
competitive effects of switching costs and market outcomes (Rhodes 2014).

Equally, loyalty scheme strategiean lead to either mom lesscompetitive
markets dependg on consumers’ responses, the market structwrdigm symmetry.
For instance, dyalty schemes are generally considered to be anticompeiitive
duopoly, whileunder monopolistic competition, loyalty schemes are associated with
largely procompetitive féects that enhance welfare for consum@@aminal & Claici
2007). The assumptions on consumer preferesr@adso important in such models as
loyalty scheme effectiveness driveensumer responses and the firm’s own strategy
going forward.However, theretical models of repeat purchase discounts, by definition
assume that firms themselves determine the size of artificial switching costs (Klemperer
1995, Farrell & Klemperer). #other important assumptidoundin theoretical models
of switching costsis that consumers incur switching costs homogenaasiyhrough

a unilateral increase in transport costs in a Hotelling framewasrfar as we are aware,
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there exists only one recent publication which considetsrogeneous switching costs
(Biglaiseret al. 2016). The authors provide an important contribution in thai “
heterogeneity of switching costs has complex strategic consequences which have
largely been ignored in the literature. It will influence the strategies of firms, the
equilibrium distrilution of clients, and the value of incumbehty

This thesis is structured as follows. Section 1.2 of the first chagterouthe
features of UK groceries sectahich represents a mature market for loyalty scheme
strategies Wethen set out in detaihe main aspects of theoretical literature on
switching costs and loyalty schemes in nondurable goods mark&sction 1.3.
Section 1.4 thempresers empirical evidencen the effects of loyalty schemesn
reviewing the literature, we find thégw papers study the demasidle effects of the
strategy irfast movingretail markets and attention has instead been typically placed on
frequent flier programsThe effects of the strategy are also influenced by the principal
agent problem which is nabmmon acrosmarkets In the context of the review, we
identify a gap in the literature in the context of heterogeneity in endogenous switching
costs when firms implement repeat purchase discounts in fast moving consumer
markets.

Section 1.5 sets ouhé relevantcompetitionpolicy considerationgor markets
with endogenous and exogenous switching ctistdoing so we apply the lessons from
the theoryandalso assess the relevant practical consideratmnatervention. This
section looks athe reent market investigations into UK retail banking and the retail
energy where low switching by consumers was deemed as Ipartigularly
problematic for rivalry between firms and outcomes for consumers. Towards the end
of the first chapter, we introducéea concept of discrete choice experiments. This
approachenablesthe researcher to address very specific questions on drivers of
consumer choice by mimiokg reatworld markets through some form of instrument.
Either through aeries of survey questionscontrolled lab experiments. The approach
alsoovercomes some of the limitations of theoretical models which moagapture
the wider aspects o retail offer andinstead assume a relatively unsophisticated
consumer preferencedVe do acknowledgéhat theoretical modelling is essential in

explaining broader dynamics of market$iédp us understand the underlying rationale

! Biglaiser, G.Crémer J.Dobos G., ‘Heterogeneous switching costs’, International Journal of
Industrial Organization, Vol. 47, p. 63, 2016.
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and incentives for the pricing and discounting strategies adopted by fitovgever,a
typical modefocuses on the firmand rivaty with competitorsiotthe consumer This
is the case even though consumers’ preferences and reactions to strategies can have
significant effects on the competitiveness of a markée recognize thabCEs are
usefulhowevetthese aref course experimés As such, they will always beperfect
due to the complex nature of real wontarkets(Waterson 2014) Nonethelesswe
argue that when analysing the effectivenesdusiness strategies which rely heavily
on reactions of consumescombination of theoretical and experimental evidence may
be optimal. In combining both approaches, we note that empirical evidence can help
determine realistic assumptions to enter a theoreticalIndtie model itself can then
be applied for a broader assessment of welfare effects and consumer outcomes more
accurately reflecting the demand and supply sides of the market

The experiment we design in this thesis relies on novel techniques in stated
choice methodsThe theoretical underpinningagnd applicationsof statedchoice
methods are presented within the beginning of the second chapter of thisirthesis
Section 2.2. Section 2derivesthe functional form of the logistic regression models
used to analyse micilevel choice data including the conditional logit moded the
more advanced mixed logit. The mixed logit model accommodates preference
heterogeneityand allows us to later show that consumers differ in their taste for repeat
purchase discountt the second chapter we note that there ekigisnain methos
for the design of the unique survey: a traditional orthogonal design or an efficient
design Section 2.4 sets out the traolés inherent to these methods noting that our
choserefficient experimental desi@pproachiequires a smaller sample size to achieve
robust parameter estimates. This methodology incorporates the discrete choice model
into the survey design itself and themeks taeduce the resulting standard errors of
parameter estimates. Furthermore, unlike orthogonal designs which are based on the
statistical properties of linear models, the data obtained using an efficient survey design
can be easily accommodated by dimear discrete choice modefection 2.5ek out
additional considerations for the design of a survey in termeraéxtal realism, the
sample size requirements, how to select the optimal number of questions to present to
respondents and othetaeant factors of survey design.

Ahead ofpresenting oudetailedmethodology Section 2.6evaluatesvaysin
which researcherperform surveys of human populations, noting the possible biases

tied to onlinesurveys and convenience sampling approachekhen, we outlinea
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methodology for the design of a discrete choice experiment to measure consumer
preferences for loyalty schemesthe UK groceries market Section 2.7.We explain

how we design the survey questions to maximise elicitation of truthful response, in
particular on sensitive issues such as incomeaMéperform a qualitative assesent

of this market to ensure the experiment accurately refleatares of the sectowe
undertake amall pilot studyand evaluate the results in Section 2\& rely onthe
estimaté coefficients to set the parameter priors to ethiefinal design of our survey.

This is a requirement in &fficient designs The final survey design is outlingal
Section 2.9 where we explain how to confasluncertaintyon parameter prior values
throughBayesian estimatiomethods

Proceeding to ththird chapterwe present the empirical results of the discrete
choice experiment. We begin in Section 3.2ohbilining how we cleaned the data by
removing certain responses. We gisoform a number afata quality checks to ensure
that the results we estimate are in fact reasonable. We then compare the
sociodemographic characteristics of survey respondents to the general population
figuresin section 3.3We find that he sampled respondents are wealthier, younger and
onaverage more likely to be fronoGthern regions where household incomes areeabov
the national average. This source of bias is addressed within the empirical analysis
section througtthe application ofwveightsin Section 3.4. Section 3fireserd the
results offurther model specifications where weerform individuallevel parameter
estimation as well as presenting estimates of willingrmsgay. We then apply our
empirical results to the literature we reviewed as part of the first chegppert of the
discussion in Section 3.6.

The coefficient estimates we obtain suggest that consumers have heterogeneous
preferences for most grocery retailer attributes. However, we observe the most
variation in taste for the repeat purchase discount attribute. Our results suggest that
around a third of consumers and/ or households prefeo met¢ive a repeat purchase
discount.When looking at the distribution in tastes (i.e. unobservable variation in
preferences) among grocery shoppers, the discount variable displays the most variation
with 68% of grocery shoppers favouring a loyalty scheme when choosing between
grocery retailers. While the remaining 32% of shoppers prefer not to participate in any
loyalty schemeat all On the basis of our empirical results, we argue that some
consumer segments are more likely to incur artificial switcbogjsthan othersFor

example, individuals who participate in féayalty schemes tend to be more affected
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by the presence of a loyalty schentie terms of behaviour, they will be more likely to
choose to participate in a loyalty scheme and make tleiref retailer choices on that
basis. In addition hee results show that while the loyalty scheme coefficient is positive
for most individuals, this is not the cafee everyone. On the basis of our estimates,
respondents who indicated that they do notigipate in any loyalty schemes at all,
mayactually receive a disutiliffom this attribute. This suggests that some consumers
may even be deterred by the scheme perhaps due to data privacy concerns. As such,
these shoppersill instead choose the reti@r correspondig to their current
preferenceseven if it is the retailer who offers the loyalty schemia reality the
availability of a loyalty schemdoes not necessarily imply the consunseforcedto

sign up to the scheme and redeem a coupon.

Our results strongly suggest that it is unrealistic to assume that when a firm
implements a loyalty rewarding scheme this will unilaterally increase artificial
switching costs for all consumers active in the marAstloyalty schemes do noteate
artificial switching costs for all consumers, the effects of the strategy are likely to be
weakerand thus lead to a less significant impact on price competition than suggested
in the literature. Inpplying these aspects of otesults to the theoretical assumpso
on consumer behaviour, vaeguethatvariation in endogenous switching coséetween
consumersnay have ambiguous welfare effedepending on the model design. In
particular, whetherival firms can actuallyobserve his aspect of differentiation in
behaviour and how theyouldreact in response. For example, by price discriminating
between groups of consumers.

As such, in a nondurable goods market, absent significant exogenous costs of
switching loyalty schemes will have weaker lenk effects than suggested by theory
andwill be more likely to be procompetitive in nature. We argue that due to limitations
to scheme effectivenessitlined abovefirms likely face weaker incentives to engage
in harvestingof consumers and insteaake more likely to choose a strategy which
seeks to invesh market share. Furtherssumingrival firms camot discriminate in
their pricing between different groups of consumen® vary in their sensitivities to
loyalty schemegheywill be incentivised to implememither strategieso compete for

different typesof consumers, namely through higher quality or lower average prices.
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1.1  Introduction

In some retail marketdirms have theprofit incentive toimplement loyalty
scheme strategigbat offer consumersepeat purchase discountslékperer 1987,
1995, Caminal & Claici 2007 The strategy createstificial switching costs and as a
result, consumers are lesdling to switch away to an alternative product or provider
(Klemperer 199). It has beerestablished in the literaturthat switching costsallow
firms to enjoy adegree of market powever the segment of “lockeéd” consumers
giving them a profit incentive to maintain this positidhfollows that théock-in effect
creakd by switching costs, explaiine an extentfirms’ willingness to invest in
increasing and/ or maintaining high current market shares as this will lead to greater
profits in future Following Klemperer (1995), from the perspective of the firm, it
choosesto offer repeat purchase discounts if it anticipates that the current cost of
implementing the scheme will be outweighed by the profits it can achieve as a result.
Considering the aboyérms prefer larger switching costs and not having to commit to
future priceswhere they can recoup the discounts offered to customers

It can be shown thaivalry between firms attempting to secure higher market

sharein the presence of switching costan either softenor intensify competition
(Klemperer 1987, Camai & Matutes 190, Caminal & Claici 200/ The type of
competitive effectiepends on a number of factorsluaiing the number of firms, firm
symmetry, number of periods entering a theoretical model, presence of different types
of switching costs among other factorg/e note however, that the models used to
assesshe effects of switching costs typically ignore the fact tostsumersre likely
to be heterogeneous their switching costs (Biglaexr et al. 2016).This is the case
even if switching costs have significant effects on firms’ strategic decisions and
distribution of market shares (Biglaiser et al. 2016). Further, theoretical models in
industrial organisation typically focus on the behaviour of firms, ignoring important
aspects of consumer behaviqWaterson 2003).This is the case even if in some
markets consumers behaviour affects the functioning of markets and incentives of
competing firms. In such cases, the effects @nsumeitbehaviouy namely costs of
switching,should be reflected in competition policy (Waterson 2003).

This thesis beginsi Section 1.2 by looking at features of the UK groceries
sector,wheretwo of the largest retailers by market shdaresco and Sainsbury, offer

loyalty schemes that enable consumers to earn andl smEumulategointsin a
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variety of ways’ The evidence, albeit limited, on the UK grocery retailer Tesco’s
Clubcard indicatesthat loyalty schemes can be a tool to gain and retain consumers
(Rowley 2007, Turner & Wilson 2006)For example, research by The Institute of
Grocery Distributiorpublished in May 2013, reports that 43% of shoppers stated that
the ability to use a loyalty scheme in store determines their choice of grocery Petailer.
More recently, higkend groceryretailer Waitrosgalso introdeed its own loyalty
scheme offeng a free coffee and newspaper to scheme menapeasdaily basis. The
trend is set to continue withusinesses showing an appetiteiforovations in mobile
payment systemand corresponding mobile apist accommodat@ore sophisticated
loyalty program®ffering additional customer insights

After outlining the main features of the groceries sector, we present the
economic theory of switching cost which explains thgonale for the use loyalty
schemes in retail marketd presenting the literatureje note that despitbegrowing
popularity of loyalty rewarding schemisa number ofnarketsthere exist only a few
publications which focus specifically on the competitive effects of the strategy,
particularly from a empirical perspective. Thus tiapact of loyalty programs on
competition and outcomes is not completebtablished in neither marketihgor
industrial organization research (Caminal & Claici 2007, Caminal 20120tiDo
Bijmolt & Verhoef 2012). Mosmodels used to analyse loyalty scheme strategees
derivedfrom the theory of endogenous switching cdstis this settingfirms create
switching costs through strategic decisions which may include the adoption of repeat
purchase discountsThe resulint market shares of firms depend on rivals’ actions
particularly their ability to respond with a lower price or similar discodius it can
be shown that even when firms are largely identical ex dnéeyepeat purchase
discount carhelp the firm diferentiate itself from rivalsact as a business stealing
device and facilitate exclusion of rivatsfuture periods (Caminal & Claici 20Q7)

On the other hand, loyalty schemes can also be shown to intensify competition
between firms attempting to atttaconsumers through lower prices. Thus loyalty

schemes are largely pommpetitive when there are a number of competing firms in the

2 See Figure 1.1 below for the market shares ofrtaim grocery retailers in the UK groceries sector.
%IGD, ‘What impact do loyayt schemes have on store choicgs" July 2013

4 Mobile payments groups set sights on winning over UK wallégts Financial TimesJune 2, 2014

5> We note that this thesisdoses on the insights offered by the economic models in industrial
organisation and we place little weight on the marketing literature.

6 We note that the Lal & Bell (2003) model of loyalty rewarding programs applies an alternative model
framework to theiobserved in models of endogenous switching costs.
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market (Caminal & Claici 2007). However, as noted above, the fact that consumers
may not react in the same way to theiladity of a repeat purchase discount has
largely been ignored in the literature. In addition, the models of loyalty schemes we
present further below in Section 1.3, do not account for the rich set of features of
retailers in real world markets who cong@ot only on price but across a number of
nonyprice factors. Section 1.4 considers the existing empirical evidence on loyalty
schemes and loyalty inducing discounts. We note that the majority of literature is
concerned with frequent flier programs whiepresents a distinctive market with its
own idiosyncrasies, namely the principal agent problem in driving prices paid by
customers.

After reviewing the main sources of evidence on different types of switching
costs which prevail in markets, Wk at ikely implicationsfor competitionpolicy in
Section 1.5. We look at tliecent market investigations into the retail energy and retail
banking markets in the UK where switching costs were found to be particularly
problematic and leading to poorer outc@rfer some customersin doing so we
explain how policy should look d@he wider features of a market when assessing the
effects of switching costs, namely markets shares of firms over time and price trajectory
over time. We also note that while there iarerent tradeffs in the approach, discrete
choice methods can help test the assumptions entering theoretical models and
accommodate modelling esbnsumers’ variation in taste.

1.2 Case Study: UK Groceries Market

In this section we discuss the role of loyalty schemes in the UK groceries sector
and compare the features of Te&@nd Sainsbury’doyalty schemes. These two
retailers were the first to implement loyalty schemes and have also enjoyed the highest
market shares in the groceries sector. Figure 1.1 bdikplays the market shares and
loyalty schemdaunch dates of the main players in the marReturvey of 60 Clubcard
holder respondents revealed that the majority were satisfied with the returns received
and card ownership was correlated with consumertpyaurner & Wilson 2006).
Rowley (2007) argues that the success of this particular loyalty scheme has been in part
a result of its multdimensional reward design and customer focused approach. Overall
the Clubcard is highly integrated into the structure of the company and is a key driver
of its brand strategy (Rowley 2007). Further, in a groceries maket small shifts in

buying habits, multiplied by very large numbers of customers, can provide a welcome
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boost to profits” Hence, a welimplemented loyalty scheme can be an important
mechanism for differentiation in a competitive mark&te note thatlte UK’s then
Competition Commission (“CC”) investigated the grocesestorin 2008. However,
the investigation did not consider loyatghemess part of its competitive assessment
of the markef

We note that in addition to loyalty schemes, over the yetagersn the market
have adopted a number of competing busimesdelsto attract consumers to their
stores Over the years, ratlers implementegbrice-match promisesiepeat purchase
coupons andotablyLidl andAldi have emerged as strong competitors in the discount
price segment-or example, at one stage, retailers offered customers a bynediet
discountfor exceeding a certain basket price, in the form of a 5p per litre petrol
discount? Further,Sainsbury’s and Tesasoimplemented a scheme that guaranteed
customers a coupon at check out when their shopping basket was more expensive than
a comparable rivals’ baskdt.

Figure 1.1 —UK Grocery Retailer Market Shares& Loyalty Schemes

Source:Market share data sourced frokantar Worldpanebther information taken from
The Economist, The Guardian and retailer websites.
Priceguaranteemore generally, are intendeddignd low prices to customers.

However all retailersadopting similar price guarantesignalthe same message

" Loyalty Rewards and Insurance: Every little Helffee Economist, November 2011

8 The main concerns identified in the report related to supply chain practices (Competition Commission
2008)

® Tesco hadeveral promotions over the years for example If you spend over £50 you receive 5p off
per litre of petrol

0 The Guardian,Tesco to accept Sainsbury's Brand Match mesféyouchers 11 April 2016,
http://www.theguardian.com/money/2016/apr/11/teecacceptsainsburydorandmatchmoneyoff-

vouchers
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customers in the mark@tviid 2011) In turn consumers perceive prices to be more or
less equivalent across retailers who offer such price npaitrhises.In this context,
consumers are likely to choose their preferred grooetailer by considering other
aspects of the retail offer other than price, for instance locaBoren the homogenous
nature of produstin grocery retail loyalty schemegan bean important tool for
grocery retailers wishing to diffentiate themselves from rivalsAs outlined in the
above figureTesco and Sainsbury’s were the firsoféer loyalty reward schemes to

their customersFollowing the introduction of the IGbcardin 1995, Sainsbury’'s
introduced the Nectar Card in 2082Tesco therefore hadfast mover advantage in

this respect. We note that #0911, the Tesco Clubcard had 15 million subscribers
compared to the 18 million subscribed to the Nectar &aithis difference in
subscriber numbers can be explained by the fact that the Nectar Card is available at
other participating retailers, while customers of Tesco can only use the Tesco Clubcard
at Tesco outletsln the past, Asda experimented with loyaltydsahowever ultimately

has stuck to theslogan No Clubcard. No gimmicks. Just lower prices every .day’
Interestingly, high end retailer Waitrose, was known for criticizing loyatg<in the

press for arinvasion of privacyNonetheles®n October 28 2011 they introduced
‘MyWaitrose’.*® The MyWaitrose loyalty card follows a different model and offers
participants a daily free newspaper and coffee.

Tesco offers its consumers a fixed ratio loyalty program, wiherenonetary
value of the loyalty discau depends on a customer’s total purchases over a given time
period. For every pound spenthe customer receivels Clubcardpoint.* Once 100
Clubcardpointshave been earned, the customansthe equivalat of a £1 voucher
Thus he more products that a customer purchases at Tiegcigher the rewarihey
receive. Tesce customerseceive a voucher based on the value of accumulated points
on a quarterly basigitherelectronically or physicallypy receiving paper vouchers in
the post These voucher can be savedver the year or evepearsto be spent by
customers on bigger value rewards, like a holiday, for exarSptalarly to the Tesco

11 Retailing: Spies in your Wallet, The Economist Printed Isslosember 5 2011
12bid.

13 1bid.

¥ This promotion of £1 = 2 pts was running since 2009 but is no longer in place.
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Clubcard Sainsburys offer 2 points per £1 spent, but consumers are rewarded with a
£1 coupon for every 200 points accumulated.

Participantof both the Tesco Clubcard and Sainsbury’s Nectar Cargpend
their accumulatedioyalty pointsin the form of coupons oreupons. Rewards can be
spent on an extensive list of leisure activities including an airline discount or hotel
voucher!® Retailers often engage in furth@momotional activities such as ‘double your
points’ or ‘quadruple your points’ for select activities and/or prodddiese vouchers
canthenbe spent in store or on products and servyacesidedby other companieis
different markets namely, entertainment and traSeth promotionsffer consumers
an added incentive to spernte loyalty pointson a rewardIn turn,the cost of the
coupon to the retailer I&kely to be atleastpartially, internalized by another company
who accepts the coupons through an agreement.

An important distinction between the tvieading retailerss that Tesco is a
highly integrated firm andikely relieson fewer agreements to enable consumers to
collect points acres different product$-or exampleTesco operatass own bank and
insurance services and therefergoys a greater flexibility in the offers it can make to
customers. This advantage is not available to Sainsbury, instead is bagrddyents
with insuers. Further, Sainsbury’s credit card it is operated by American Express. In
the past, Sainsbury allowed customers to collect Nectar points when purchasing
insurance through a specific price comparison website. On the other hand, Clubcard
points can be allected by purchasing products sold by Tesco (including insurance
products) and/ or alternatively, points can be collected by using the Tesco credit card
on purchases of any item.

Loyalty programssuch as the Tesco Clubcatdnfer benefits to consumerat
arealsoa mechanisnused by retailerto gather information on consumer behaviour
and tohelptailor their offers Tescois active across aariety of different grocery retail
formats and ipresent in other markets. Tesco Home stores fanpkeaare aimed at
nonfood items.The Direct catalogue and Extra stores supply anything from toys and

electronics to furniture. The vast scope of Tesco’s operations has meant that the retailer

15 sainsbury recently cut the v of its loyalty scheme by half during the spring of 2015. See for
example an article by The Guardian, ‘Sainsbury’s Nectar points cut angers custonfedgrill2015.

16 Tesco offers its consumers the possibility to double the value of their vouctespear them on
various different leisure activities namely, discounted meals, holidays and adventure parks among
many others.
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has compiled a rich set of consumer data. The Economist offers sogtesnsto the
data advantages @lubcardto Tesco'’ The Clubcardbffers the retailelmccess to
essentiatustomerinformation andenablesTesco to channel personalizefiers For
example,insurance companiesme likely torely on general demographstaistics to
determinerisk rates to set insuranpeoductprices On the other handhe Clubcard
allows Tescoto enjoyadditional insights into consumeharacteristics, consumption
patternsandbehaviourovertime. Thus the retailecandiscriminate betwenconsumers
and target low risk individualwith theirinsurance products

Students at the London School of Econompmsiformed an experiment to
demonstrate how Tesco usekibcardinformationwhen settingnsurancgremiums
The studentdirstly applied for carinsurance with a blank Clubcard atieénapplied
using their own personal ClubcartfsThey receivedifferent insurance rate offers
varying by as much as 18fbprice, if compared to the benchmark ditge Clubcard
For example those who had neverghased alcohol using their Clubcardgeived
significantly lower quotefor car insurance. Th&mple experiment evidences Tesco’s
ability to leverage itself into other markets using customers’ data obtained through a
loyalty scheme. This aspect lofyalty schemes is beyond the scope of this paper and
rather a direction for future research. Instead, we focus on the competitive aspects of
the loyalty scheme itself and thus the next seatmmsides the rationale for loyalty
scheme strategies in the contextha# lockin effect andartificial switching costs.
1.3 Economic Theory of Loyalty Schemes

Throughout this section we ggentthe main literatur@n switching costs and
also look at the effects of loyalty scheme strategialfferent types omarkets We
focus onpublicationsthat look at competitiom nondurablegoodsmarketsas this is
consistent with the products sold to consumers in the grosegés. In durablgoods
markets, for example for washing machines, retailers typicallggagith customers
on an infrequent basis. On the other hand, when selling perishable items such as fresh
groceries, retailers engage in regelahteractions with consumers and therefore face
different incentives to a durable goods sellée alsobriefly touch ornthe effect of such

strategies in intermediate markets to highlight the oflevider market features in

17‘_oyalty Rewards and Insurance: Every Little Helps’, The Economist, Novenit2®Bl, (available
online http://www.economist@m/node/21536605)

18 ‘Retailing: Spies in your Wallet', The Economist, November 5th 2011 (available online
http://www.economist.com/node/215366§04
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assessing the impact tdyalty discounts The literaturewe present in this section
indicates that when firms implement loyalty scheme stratega&etoutcomesand
welfare effectsdepend orthe number ofactors. For example, the number of time
periods entering the model, extent of product differentiation, number and symmetry of
firms andultimately, the design of the loyalgchemadtself (Caminal & Claici 2007,

Fong & Liu 2011, Caminal 2012). On thimsis byalty reward schemes can either
softenor intensifycompetition

In presenting the literaturi@a this sectionwe examinefirms’ strategies in the
presence of switching costs more generally, and explain why firms have the profit
incentive tocreate endogenous switching costs in some markéesconclude by
outlining a simple two period model a la Hotelling by Lal and Bell (2003) where
grocery retailercompetethroughfrequent shopper program$his modeldoes not
explicitly modelswitching costs. risteadthe authors rely on the Hotelling linear city
frameworkto restrict behaviour of consumers depending on their position on the unit
line. Due to the setip ofthis model consumersreassumed to differ in the way their
behaviour changes in response to a repeat purchase disduisris the exact type of
assumption we propose to test empirically in the context of our empirical \Wo=K,
let usconsider the fundamentals of switchicwgt theory.

Klemperer (1987) explains that consumers face significant costs of switching
between brands in a variety of different marketait@ing costs whiclarisewithout
the intervention of sellers are known as exogenous switching colts sizeof such
switching costsrise independeny to the firms’ pricing and other strategic decisions
(Caminal & Matutes 190). For example, transaction costs are incurred by consumers
when switching between providers evidooth brands are entirely identiq&llemperer
1987) Typical examples include the transaction costs associated with switching bank
accounts, mobile network providers or energy providdfgms may also have the
incentive to create switching costs through their own strategic behdiimmperer
1995).For example, providersan affect switching behaviour of customers by entering
into contracts (Fudderg & Tirole 2000).

Alternatively, retailers canintroduce strategies such as repeat purchase
discounts and loyalty schemes to creatdi@gl switching costs (Klemperer 1987).
This type of strategy is the focus of this thesis and we note that loyalty scheme related
switching costs are assumed to be endogeastisey arisas a result of firms’ direct

actions(Klemperer 1995). Thus, edels of endogenous switching cosysdefinition
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assumehat firms determine the size of switching costs themséKiesnperer 1995,
Farrell & Klempere). Firms have the incentive to create these switching costs as they
canlock-in consumersllowing the frm to enjoy market power over this segment of
its customergKlemperer1995). In this context, it has been argued that firms compete
vigorously ex ante to gain and establish a large market share and are thus able to enjoy
an ex postmonopoly over lockeda consumers who face high costs of switching
(Farrell & Klemperer 2007). We note thigncentiveapplies to both exogenous and
endogenous switching costs.

In light of the above, itan be shown that firms have a profitentive to focus
on growing and maintainingarket sharén the presence of switching castsurther,
considering multiple periods of competition, these incentimay also increase the
intensity of competition between rival firms leading to lower avemges(Rhodes
2014). Thuswhen considered in a muipieriod dynamic setting, the effects of
switching costs on consumefsgm strategies and equilibrium outcomegpend on a
number of factors. Belowe consider a few scenarios which offer general insights on
switching costs and asciated firms’ incentives. We then outlimeodels of
endogenous switching costadof course those specific to loyalty schenfasint (v)
below). Klemperer’s (1995) provides a comprehensive literature review setiirtge
different ways switching c¢s can arise and their effects on market outcomes and
welfare.Following Klemperer (1995)Yhe main switching cost typase caused by the
below factors:

i.  Compatibilityor interoperability of equipment create switching costs if
the products are not interaigeable between different brands (e.g. pen
and cartridge or computer hardware);

ii.  Transaction costs lead to lower switching by consumers (e.g. cost of
switching bank accounts or electricity provider);

iii.  Costs of learning to use new brands (e.g. switching computer operating
systems);

iv.  Uncertainty about quality of untested brands create a perceived risk of
switching (e.g. changing medicine);

v. Discount coupons and loyalty rewards linked to repeat purchasgs
and

vi.  Psychological costs of switching related to nonecondoraad loyalty

effects which alter consumers’ preferences for known brands.
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Firstly, let's consider the scenario where switching costs arise due to the
learning involved in consumingnaintestegbroduct(point iiit above) This is somewhat
similar, but distinct to search costs incurred wiremsumers seardbr a producto
buy. Learning related switchingpsts arise where tliensumer investsubstantial time
to lean how to use a product and fasagitching costswith respect to switching to
other products in the mark@tlemperer 1987) This increases differentiation in the
market and in this context, firms canhieveadditional profitthrough greater market
share.These types of switching costs arise evieex ante the two products are
otherwise i@ntical(Klemperer 1987).In other words, in this example, switching costs
increase differentiation due to psychological attachment consumers have with respect
to well-known brandsor products they have tried and tested in the past (Klemperer
1995). As switching costs increase perceived differentiation between brands and
productsthere is a strong relationship between a firm’s current market share and its
future profitability (Klemperer 1995)In fact, it canalsobe shown that markets with
switching c®ts are more attractive to entrants than markets without consumer
switching costs and camsult in higher firm profits and prices (Beggs & Klemperer
1992).

With the knowledge that consumers are partially loekedue to switching
costs firms tend to &ce the tradeff between harvesg consumers by charging higher
pricesor investingin market share through lower average prid€lerGperer 1995,
Anderson & Kumar 2007, Rhodes 2014). some cases this leads to a bardeirip-
off game where firms offelow prices to grow market share and then charge higher
prices in future periods (Farrell & Klemperer 200T). other words, anticipating that
consumers will not switch awaw, firm with a degree of market powean harvest
customers who face switching costs by charging higher prices. Alternatively, it may
seek to invest in growing its market share #reteforechooseto reduce prices and
avoid losing market shard his tradeoff in the context of a dynamic model of multiple
periods of competition can lead to ambiguous welfare outcomesouitmmean terms
of prices and welfargenerally depends on the assumptions entering a model, namely
the number of stages of competition (Rhodes 2014} us consider a few examples
where exogenous switching cosad to either loweor higherprices.

Villas-Boas (2006) considers a dynamic infinite period model of overlapping
generations of consumers. Consumers and firms anafdrooking and thesdéirms

sell experience type goadshus inthe model, consumgrare uncertain about their
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future preferences and learn about a product aftgr consuming it. This scenario
assumes switching costs of the type number (iii) above. \Bltes model shows that
prices decrease to the extent that firms value the future. ifloestain periods firms
compete more aggressively and cut pricehiasallows them to achieve higher market
share in the future periodin the model, onca large enough number of consumers
experience the good they are less likely to switchyawkhenthe firm exploits these
customers and charges higher prices. Inthe model consumers only live for two periods.
As a result, the price oscillates from low to high. The price is set lower when the firm
seeks to incentivise consumers to try a product and then set high once a sufficient
number of customers have experienced the product. If the model is extended to so that
consumers live for more than two periods, higher prices may arise at equilibrium
(Villas-Boas 2006). This is because the firmynteve lower market share among
“younger” customers, however, it will have a large market share of “older” customers
who are locked in by learning related switching costs associated with experience goods.
Anderson and Kumar (2007) applyweo-periodduopolymodelwhere firms are
asymmetric in their ability to attract loyal repeat buyerkis model is also extended
to a model of multiperiodcompetitionand the resultalsohold under this extension.
The scenarioconsidered by the authors is based on engbirevidence of the
relationship betweewell-known brandsgreatercustomer loyalty and lower average
prices. The assumption that a firm’s pricing strategy increases loyalty of customers
endogenizeshe size of the firm’s loyal base of customers. In doing so, the model
creates a tradeff for the firmsbetweerharvestingold customers and investingnew
ones. The authorshow that as firms gain market shatkey engage in more
promotional activitie@ndat equilibriumthey offer lower average prices compared to
rivals.In fact, Anderson and Kumar show that it is the “stron§jer with the strongest
brand and highest market share offers lowest average prices compared to the smaller
rivals.
This resultis contrary to whatompetingmodels of swithing costs predict:
firms raise priceasthey gain market share due to the relative market power they enjoy
over their customers who face either actual or perceived costs of swiikkengperer
1995, Rhodes 2014)Rhodes (2014) also shows that switching costs can reduce prices
paid by customers. The author applies a Hotelling model of infinite number of periods
to show how switching costs redistribute overall welfare over time. His model assumes

that firms are more patient than consumers which leads to lower prices. In this context,
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a firm’s incentive to lockn a given consumer is outweighed by that consumer’s
incentive to nobe lockedin. Rhodes finds evidence of significant price heterogeneity
in the short run in a dynamic setting. In additioyp assuming multiple generations of
consumers, Rhodes is able to show that switching costs transfer welfare between
different generations of consumer€onsistent with other models of switching costs,
the firms find themselves in a prisoners’ dilemm@aother words, it may bieeneficial
for themto make it more difficult for customers to switch due to the additioraaket
share they can achieve. Howewudis behaviour also intensifies price competition and
reduces the profits earned by competing fi{Rsodes 2014).

The above examples illustrateemanyincentives and tradeffs faced by firms
when consumers are lockedthrough exogenouswitching costsvhich arise without
the intervention of firms In particular we noted the effects on firm intees
associated with a “harvest” versus an “invest” strategy respectively. We note that a
recent trend in the literature aneodels of switching costs incorporating a greater
number of periods of competition (Rhodes 2014). Tigpresents an important
improvementbecause imeality, firms are generally forward looking and competition
takes places over a long time horiZ&hodes 2014)A multi-period model allows the
researcher to better understand firm and consumer strategies in a dynamic setting
Preferences of consumers can change over time and firms may also change their
strategies in response. Again, thgges of effects can only be captured by considering
multiple stages of competitionWe note that this likely explains why more recent
literatureon switching costs incorporates multiple periods of competition revealing the
diverse set of market outcomes in the presence of different types or a combination of
switching costs. We now consider the maifeatures of models oéndogenous
switching costs

Point (i) above references the switching costs which arise as a result of
incompatibility or interoperability of productsSetting the level of compatibility of
products can also be an ex asteategic decision by a firm and would therefore
representin endogenous switching cost. For example, tyingratalled software to
hardware can increase costs of switching for consumers to other types of software.
Additionally, printersandink cartridgesor razors and razor bladase generally only
compatibk within the same brand. This incompatibility creates costs of switching for
consumers. Knowing this, firms can make strategic decisions to make products

compatible, or not. Matutes & Regibeau’s (1992) relatively static duopoly model
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considers such a gsuario and looks at the incentives of firms to standardize
components. The authors assume that two firms produce differentiated products that
are compatible components that can be combined into a system of products (e.g.
computer and keyboard). Consumers obtain no utility from purchasing a single
component, therefore firms have the incentive to produce compatible components.

The firm operating in a duopoly markeklls either a system of their own
components or offers components compatible with the firml The Matutes and
Regibeawaper considers these distinct scenarios and assumes that individuals value
variety but have no brand preferences. Thus the degree of compatibility of components
shifts demand in turn affecting the firms’ strategies. Thth@s consider several
pricing andproduct compatibilityscenarioscaptured through bundling strategies and
find that in most cases mixed bundling is at a least a weakly dominant strategy. By
selling the components as part of a mixed bundle, consumenddorahe system of
components increases due to the fact thaviddals value variety. However, the firms
would prefer not to offer a bundled discount as it would make them better off.

As pointed out by Klemperer (1995), in theenaricconsidered batutes and
Regibeau,differentiation mitigates the anticompetitive effects of switching costs
because due to their preferences for variety, consumers have the incentive to use more
than one supplier. On the other hawe,alsonote thatas in Andersonrad Kumar’s
model with brand related switching codisns canrely onrepeat purchase discount
strategies to artificially increase the degree of perceived differentiation in the market
and increase market powarfirms (Klemperer 1995Farrell & Klempere 2007). In
the case of endogenous switching costs, Farrell and Klemperer (2007, p. 2001) explain
that there are alsa number ofother different incentives to consider namely that
“[m] arket participants may seek to either raise or to lower switchints ¢gorder to
reduce inefficiencies (including the switching cost itself), to enhance market power, to
deter new entry, or to extract returns from a new entrant.”

According to Klemperer (1995)[t]he simplest way to endogenize switching
costs is to adtb existing models [which consider switching coats]nitial (“zeroth")
period, in which firms make compatibility or other choices that determine whether or
not switching costs subsequently arise; we expect switching costs to be chosen where
they raise future profits more than any current costs to firms of creating”thEnus

the general framework assumes it firm itself setsthe size of switching cosex
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ante and then competes against rivals. Wawv consider the seminahodel of
endogenous swihing costs set out Byaminal and Matutes (1990).

The authorgpply a tweperiod Hotelling model of endogenous switching costs
and consider a differentiated product duopoly where firms can discriminate between
new and repeat buyers. The authors compare outcomes under different price
commitments and show the typé commitment in place matters for the market
outcomes and prices paid by consumers. The authors find that under both coupons and
price commitments, consumers pay decreasing pricese éobmmimentsthemselves
are shown to enhance competition aocoupons on the other andend to decrase
competitiveness of market€aminal and Matutes explain that this outcome arises
because price commitment does not have an impact on the profits earned from loyal
consumers in the second peramttl as a result, firms compete more aggressively in the
second period. fle implementation of a coupevhich does not require a commitment
on future prices is not costly to the firm as it can raise pricegrypensatéor the cost
of the coupon. This reduces welfare of consumers paying higher prices.

We next consider an example of how a discount strategy creates an endogenous
interdependence between demands for two unrelapeldigts. In presenting this model
we notethat the same interdependence is created betweepdinoels as a result of a
repeat purchase discount. Gans and King (2006) evaluate the efejcimbpurchase
discount for groceries and petrol an oligopoly setting The authors’ model
demonstates how the strategyhange®utcomesn the market compared touaiform
pricing strategy The model assumes that the discount is determined ex ante (i.e. the
model endogenizes the discourghdrivals respond in the next period. When rivals
react, the count softens price competition due to the pgommitment tooffer
bundled discountverall industry profits are reduced if all firms resort to the same
strategyrepresentingnother form of th@risoners’ dilemma previously encountered.
The resultsalso indicate that the discount induces consumers to consume a brand mix
that does not reflect their preferences. Thes gtrategys an effective tool used to
increaseloyalty of customerdy increasing relative switching cosfBhe discount
creates atgtegic interdependence between otherwise independent purchases (Gans &
King 2006).

Like in theaboveexample of bundled discounts for petrol and groceries, multi-
period models of competition allow the researcheary assumptions on the nature of

pricecommitmentsn place. This applies to both models of exogenous@mdogenous
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switching costs It can be shown that price commitments may or may not be necessary
in sustaining a competitive outcome in a dynamic setting (Farrell & Klemperer 2007).
For example, there may be sufficient incentives in place for a forward looking firm to
continue to compete vigorously against rivals without any price commitment being in
place. In practice, irms cancommitto future prices in different ways with varying
effects as captured by the Caminal & Matu{®890) model of endogenous switching
costs We next consider an extension of the above model which considers a dynamic
model of competition in the presence of loyalty schemes.

Caminal & Claici (2007)nodel the corpetitive effects of linear and lungum
discountsattributed to loyalty schersandconsideitheeffects on firmsmarket shares
and social welfare. The modadoptsa multiperiod dynamic framework and is based
on a groceries markeharacterised by mopolistic competition with free entryrhe
result shows that a loyalty schembas pro-competitiveeffectsif there are a large
number of firms in the market and these firansalsoable to commit to future prices.
In the model ifms initially face idential demand. However, when ex amtge firm
decides it will offer a loyalty discount for repeat purchases this affects other firms’
strategic decisiongn the model, a loyalty scheme strategy is the dominant strategy for
all firms. Asmoreconsumers sign up the scheme, the firm offering a loyalty scheme
differentiatesitself from rivals and increase it1arket share This creates two
competing effects, as discussed in the literature on exogenous switching costs.

On the one hand, firms compete more vigorously because they anticipate lower
future equilibrium pricesind fight for market shar&/e note that this setp assumes
that the firm is able to discriminate between groups of consumers. In other words, as
consumers are lockead by the strategy andithout commitmentso future prices, the
firm canraise prices to pasbnsumersvhile offering lower prices to newcomerghis
result canbe shown byextending the analysis to an overlapping generations model
whichshowsthat firms have the incentive to discriminate betw new and old (repeat)
buyers when they can differentiate between th&imus with few competing firms the
strategy can be shown to have amimpetitive effects. However, in most cases,
Caminal and Claici argue that loyalty rewardingesules produce proompetitive
effects so long as a commitment mechanism is in place. Thus, althwudgyalty
scheme is shown to influence demand and act as a business stealinglaeaathors
note that loyalty schemes typically increase social welfare and lead to lower average

prices
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In Caminal and Claici’s model it is assedthat firms can observe each other’s
pricing and future commitments to prices. This incredsmssparency in pricing
behaviour in the market and increases the risk of colugtorg and Liu (2011) apply
a dynamic overlapping generations model with an unlimited number of firmghamd
the conditions and loyalty scheme structure that tenfhdihitate sustainable tacit
collusion.Themodelspecificationmpliesthatacross time periodsfirms canrecognize
their own repeatustomers but do ndifferentiate between new customers and rivals’
customers The results the authomsbtain build on thestandard twgeriod model
outcome.Compared to uniform pricing equilibria and tyweriod models of loyalty
discounts, the authors demonstrate that loyalty rewards enable tacit collusion under
both commitment and nocemmitment to rewards and prices. Regardless of product
and consumer heterogeneity, different loyalty rewargingng structuresare shown
to facilitate tacit collusiomegardless of the market structufée collusive outcome is
sustainable for a wide range of discount factehen firms compete using different
loyalty scheres Here, without a commitment to future prices, the loyalty reward
structurenonethelessesults in a collusion sustaining discount faetodlower payoffs
for deviating firms

Basso et al. (2009) consider tm@ral hazard associated with loyalty progsam
and use a Hotelling duopoly model show that the introduction of Frequent Flier
Program(“FFPs”) loyalty schemegan alter competition in the market. The authors
find softening of price competdn when firms implement the strateghhe authors
show that FFPs softesompetitionrather than intensify it becaupeices and profits
move in opposite directionsVith a FFP in place, the airline can charge higher prices,
while the more expensive the FFP is to operate, the higher the profits for the airline.
This finding is also consistent with the fundanagsbf switching cost theory outlined
by Klemperer (1987, 1995). In other words, firms have the profit incentive to invest in
creating endogenous switching costs in some markets as this allows the firms to enjoy
greater market power over the segment okéal in consumers and to charge higher
prices.

In the model firms choose prices and FFPs simultaneously and find themselves
in a prisoner's dilemma. Both airlines hope that the other airline will choost® not
operate an FF order to achieve maximum profit by being thdy airline to offeran
FFP in the market. Profits are lower if both airlines offer an FFP, and higher if neither

of them do,even though equilibrium prices are low&ithough these equilibrium
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resultsare insightful the authors’ primarfocus throughout the paper is to addiess
Frequent Flier Plans create a problem of moral hazard. The workers’ demand becomes
less elastic as their employer pays for the cost of the ticket, creating the moral hazard
problem. The results show that tHeFPs exacerbate this existing istigeause they
enable the airlines to charge higher prices by coercing business travellers to purchase
more expensive tickets with sigg@ymentwia the FFP The authors note also that their
model “[...] contrasts with theswitchingcost approach in which the FFPs can,
depending on the model, raise or lower prices and airline prgfitsey] also showed

that more costly FFPs may lead to higher profits than less costly plans, as they provide
less efficient ways for firms tompete’.®

Caminal’'s (2012) more recepiper addresses the alternative implication of
loyalty programs, unrelated to endogenous switching costs.appi®ach considers
the different design efficiencies of the reward schemes including first periodslump-
discounts and future price commitment designs. Caminal recognizes that private and
social incentives may not align in real world markets where[thecount] policies are
always less efficient than price commitment, and may imply even lower surplus than in
the absence of behaviour based price discrimination (Caminal 2012, 'b.T2&
makes it particularly important to understand whether the type of loyalty program
structure will reduce or improve efficiency. Although the model considers a monopolist
firm, the reader is able to make inferences on the implications of the results under
alternative market structures. For example, loyalty rewards can generate efficiency
gains by encouraging consumer participation becacsestimers are willing to pay
up-ront for the promise of future low price (Caminal 2012, p. 5).”

However, when considering a competitive setting across multiple time periods,
Caminal (2012) argues that the design efficiency of a loyalty scheme will be difficult
to measure because firms antatgrivals’ actions and multiple equilibria are likely to
arise. Caminal (2012) assumes that the monopolist offers a ‘contract’ which bundles
together the first and second period consumption, including the respective discount.
Consumers are differentiated as being either first time or second time buyers. The firm
is thus able to price discriminate between new and repeat buyers. If the monopolist is

able to commit to future prices, there is an improvement in efficiency and total welfare

9 Basso, L.J., Clements M.T., Ross, T.W., ‘Moral Hazard and Customer Loyalty Programs’, American
Economic Joural: Microeconomics, Vol. 1, Nr. 1, 2009, p. 116
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because consumer paipation increases. More generally, Caminal argues that for the
set of loyalty rewarding designs that encompass credible price commitments for future
periods will improve the efficiency of the market equilibrium. However, if firms offer
a discount without a price commitment in place, total welfare may not increase. While
it may be difficult to quantify in practice, the loyalty reward scheme design has an
important impact on the efficiency of the market equilibrium.

Many (albeit not all) of the models disssed thus far have applied some version
of the Hotelling model. The Hotelling framework exposes consumers’ relative
preferences to shocks to account for differentiation and consumer heterogeneity.
Caminal (2012) explains howilh this set up [loyalty reards] allow firms to retain
previous customers, even when rival firms offer goods or services that better match
their current preferences. As a result, [loyalty rewards] are welfare reducing because
they cause a mismatch in the allocation of consumers.ekewin this view it is
unclear whether [loyalty rewards] tend to relax or exacerbate price competition.”
Therefore the insights offered by such models are subject to assumptions on consumer
preferences and differentiation. Particularly as competitiorrgdig takes place along
a far greater number of parameters than suggested by the Hotelling framework. This
motivates us to focus our empirical work on the analysis of consumer preferences for
loyalty schemes by considering the interaction of multiple dswas of retailer
characteristics.

Although our main focus is on loyalty schemes in the @mbsumer market,
there are valuable insights to be gaifredn analysis of loyalty discounts in upstream
markets in terms of howhe differences between theseotwnvironmentsdrives
outcomes.In upstream markets, mulbroduct suppliers can reward loyalty on both
product combinations and quantities of goods purchased, much like in retail markets.
In intermediate marketsirins can offer either bundled loyalty dmints which are
achieved by customers through purchases of mroduct bundles, or loyalty rebates
that are defined as quantity based discounts (Greenlee et al. 2008). Considering the
features of intermediate markets, the scope for exclusion as la oksontractual
arrangements, which include discounts, can have a significant impact on prices in the
long run ifrivals exit the marketln upstream markets, the buysgller relationship is
characterised by lumpy contracts and few interactions betlvegaers and sellers.

Contractual arrangements between sellers and buyers can lead to artificially induced
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switching costs in consumers. Therefore in bhagbstream and endharkets, loyalty
discounts can locka consumers.

In upstream markets, effects llyalty discounts are associated wibvere
foreclosure effects akin to tying and bundled discoantialsopro-competitive effects in
terms of lower prices and greater intensity of competition (Faella 2008, Elhauge 2009,
Whish 2009, Economides 2010,degico 2011, Zenger 2012). Loyalty rebates in general
distort the competitive process by inducing loyalty via increased switching costs (Elhauge
2009, Faella 2008Economide$2010)arguesustomers in these marketayperceive
non-participation in a lgalty scheme as the equivalent to receiving a disloyalty penalty
Compared to the ndiscount benchmark, loyalty rewarding schemes leave customer
surplus unchanged because the firm benefits from locking in consumers and increases
prices in future periodé€Economides 2010). Thus the customers find themselves in a
form of prisoners’ dilemma. e customer could have been better offpasticipating
in the loyalty scheme altogether if other customersesigp to the scheme. In addition,
the commitment to fute discount rates increases transparency which may facilitate
collusion and lead to higher prices (Economides 2010).

The above models analyse firm strategies in the presence of one specific type
of switching cost. However, iis possible that in some maitk, consumers face
endogenous and exogenous costs of switching between sellers or products (Shi 2012).
Shi (2012) considers a twmeriodmodel of both exogenous and endogenous switching
costs. The model is an extension of the above Caminal and Matutes (1990) model of
endogenous switching costs. Shi (2012) extend$ititelling model to consider the
effects of exogenous and endogenous switching costs on market outcomes, which
respectively, affect competition in very distinct waysn the model, product
differentiation is captured through transportation castd firms set the size of
endogenous switching costs through a loyalty scheax@genous switching costs and
the transportation costs entering the model have different effects on the size of
endogenous switching costs chosen by the competing firms. As firms compete for
market share through loyalty scheme strategies, endogenous switching costs are shown
to increase in the presence of higher transportation costs. As part of this result, Shi
finds that when transportation costs are high, consumers place more weight on the brand
and are less responsive to loyalty schemes.

Thusthere are two opposing effects to consider here. The brand effect arising
from transportation costs on the one hand, and onother hand, the cost and
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effectiveness of the loyalty scheme in attracting consumers. Shin showsh#rat w
exogenous switching costs increase due to the brand,dffgat consumers are
unaffected by a loyalty schem®ue to the brand related exogenasustching costs,
consumers do not switch and loyalty discount redemption rates are high. As such, the
loyalty scheme becomes a costly consumer retention tool and on that basis, the level of
endogenous switching costs set by the firm decreases at eqmilitihin demonstrates
that both of these switching costs help retain customers and reduce brand switching in
the market. In additiorghi(2012) finds thaa prisoner’s dilemma arises at equilibrium
because when both firms dagher endogenous switching costs they also lose more
profits under this strategyShis model underlines the complex nature of real world
markets where consumers are likely to face opposing incentives when deciding whether
or not to switch between retailers or products. We consider this important aspect of
switching costs when looking at the competition policy framework for the assessment
of markets with switching costs.

In light of the literature reviewed and presented abtheresultant effects of
loyalty schemes on the marketquestionwill typically depend on the market structure
and the nature of consumer preferencésr exampleit has been shown that a
duopoly, loyalty schemes are generallgnsidered to be anticompetitiwehile under
monopolistic competition, loyy schemes are associated with largely procompetitive
effects (Caminal & Claici 2007). The role of consurpeferences is also important
becausehte loyalty scheme has to increase switching costs farge number of
consumers thave an impact on corgiition through a lockin effect Thelock-in effect
itself then creates an artificial monopoly over consumers wdaolexclude rivals who
are unable to compete with an equally attractive offer, either in terms of price, quality
or other product charactstics.

On the basis of the above literatunes notea common assumption in models
of both endogenous and exogenous switching ckstsping all else constant, these
modelsassume thatonsumers incur switching costs in the same Wayar as we are
aware, there exists only one recent publication which explicitly assumes that consumers
have heterogeneous switching coftgylaiser et al. 2016). Biglaiser et al. (2016)
consider a twegperiod model of exogenous switching costs under a duopoly. Unlike
preMous models, consumers are forward looking, have heterogeneous switching costs,
make their choice of sellen the basis of price and the tygdfecustomer basthe seller

actually has Thus, in this specific scenario, low switching cost consumers’ behaviour
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is observed and followed by high switching cost consumers. The main result is that
pricing decisions of firms are affected by the assumption of heterogeneous switching
costs as well as profits and market shares. The authors provide an important
contribution in that [...] heterogeneity of switching costs has complex strategic
consequences which have largely been ignored in the literature. It will influence the
strategies of firms, the equilibrium distribution of clients, and the value of
incumbency %°

Considering the above, waote the possibility thatonsumers may be
heterogeneous in their switching costs and sbateconsumers may not perceive any
switching cots when faced with repeat purchase dischahtand Bell (2003) apply
this assumption to aariant of the Hotelling modealsedto analyse the impact of
frequent shopper programs on market shares and profits in grocery retailing. We note
however, that this specific model does not endogesviztehing costs in thizaditional
way as described byl&mperer (1995). Instead, the model explicitly assumes that some
shoppers are simply loyal and are unaffected by the presence of a loyalty discount.
Oher shoppers are not loyal and are instead cipeckers who seek to find the lowest
prices regardless of the brand.

Lal and Bell begin their paper by presenting the results of an empirical analysis
of a product specific promotion on store profitlsing scanner level data the authors
perform an empirical analysis to show that promotional discount sgategpact
consumer behaviour and increase retailer profits. The empirical analysis shawatthat
high value customers who spend the most in store are the least impacted by the
programsso-<alled loyal customerd\lso, the schemes have a positive eftacprofit
due to the impact on behaviour of those customers not classified as the loy&hiype
“empirical research suggests that supermarket frequent shopper programs, as
currently implemented, are an attempt to get customers to spend more at anstore i
exchange for a discounte it a ham, turkey or a discourt”"We note that this
overarching conclusion does not distinguish between loyalty schemes and promotional

product discounts.

20 Biglaiser, G.,Crémer J.Dobos G., ‘Heterogeneous switching costs’, International Journal of
Industrial Organization, Vol. 47, p. 63, 2016.
2] al & Bell (2003)
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The authors alsderive a theoretical model to explain the results of the empirical
analysis. Lal and Bell note that their model is an extension from previous work in
industrial organization on competition between two stores where consumers shop for a
basket of good$%? The theoretical framework relies on the Hotelling model to represent
consumer preferences along the usual linear city. The model is derived assuming a
symmetric duopoly that incorporates consumer shopping costs. The authors provide an
extension to include a loyalty scheme offered by a single firm and also bdtbrierms
offer a frequent shopper program. Below we present and explain the scenario derived
by Lal and Bell (2003) where only one retailer offers a loyalty scheme as this best
reflects the UK groceries markét.

The analysis assumes that two supermariketind B, are located at the two
ends of a line of unit length and consumers are located uniformly along the line
connecting the two stores. Consumers are distinguished by two specific behaviours;
they are either loyal customers or cherry pickers. Alloystomer only purchases from
retailerA or B, but never both, and cherry pickers look for the best prices and shop at
both stores to achieve a saving on their basket price. This savirng,&dhieved by
cherry picking and purchasing the two baskets at two separate retailers rather than both
baskets at one where a discount saving isfathieved. Both retailers carry the same
assortment of products as reflected in a typical basket of goods purchased by shoppers.
The products available in store are assdno be identical, however the prices of
products are not always the same.

The two retailers, AndB, set prices of the items in the corresponding grocery
baskets to signal a price image capture®bgndPy,. The corresponding promotions d
are assumed to be determined exogenously by the sellers of the products. The
framework also assumes that consumers can obtain a repeat puliskasatL by
purchasing both baskets of goods at retailefi®e model assumes that the grocery
retailers incur zero margah costs. Consumers incur a shopping/travel cqerainit
distance travelling to and fro from a store and their own location. This travel cost c
captures the degree of differentiation, where the line connecting the two stores is a
vector along dimensionglifferentiating the two stores. Figure 1.2 below is an

illustration of the linear city framework used to analyse loyalty rewarding schemes in

22 The authors refer to Lal and Matutes (49and Lal and Rao (1997).
23 The UK groceries sector is characterised by the “Big Four” retailers, where two of the four offer a
loyalty scheme.
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Lal & Bell's (2003) model. The below diagram applies to the version of the model
where a proportion of shopperschted betweer, andxy, are cherry pickers and shop
at both Aand Bto obtain a discount 2d.

Figure 1.2 — Hotelling linear city framework with cherry picking shoppers

Firstly, we follow Lal and Bell and consider the result of the benchmark
Hotelling mockl. Here the authors assume no loyalty schemes or price promotions i.e.
L=0andd=0. Assuming that the marginal consumer is located at distance x from store
A gives the following constraint:

22+ 2?2F 225+ 271 F )

™ pF %
- 27
Store Aprofits are:

2 2F 2%
22,T= 2102

Profits are maximised when:

2= 05( 2+ 29
The symmetric equilibrium implies the following prices and profits:

2T2= ?

Considering the case of price promotions (where JJ rélailersA andB sell
two baskets each at full price 81d Py respectively, and two baskets at a discounted
pricePa—d andPy,—d. As noted above, the discount is deieed exogenously by the
manufacturers of the products. The model assumes that cherry pickers exist only if
To< Tg where the consumers located betwdgand Txcherry pick between the two

stores to and paya+ Py -2d.In order to ensure at least some cherry picking occurs, we
must assume that the discounts compensate shoppers for the shopping costs they incur

i.,e.d > c. Also it follows that @ 2 ? to ensure that not all consumers cherry pick.

38



If @ 27 all consumers resort to cherpjcking because the discount covers the
shopping costs for all consumers, including those with the highest shopping cast of 2c
Thus, in the model, cherry picking occurs onl2 ? R @R ?

We can define the relevant constraint that ensures cherry picking as follows.
The consumer located at point O (where stotie Also located) up to the consumer
located at point xwill be indifferent between shopping at storeoAy and cherry
picking where{2 23+ 0 F @ 23+ 25 F2 @ 2c(1 F Tg]. The lengh of this and A

resultant market share will therefore be as follows:

22+0F @ 2+ 2%F2@ 2c(1 FT)

Which gives:

_ 25F 2+ 2?F @
B 272

To

It follows that the area from the consumer located at paimthére she is indifferent
between cherry picking or buying only fromup to the consumer located at point 1
(where store Bs located):[225+ 0 F @ 23+ 25 F2 @ 2cTd. The length of this

distance and B resultant market share is:

22+ 0 F @ 25+ 25F2@ 2 7Ts
Which gives:
_ 2F 2+ > @
27?
For the benchmark case=d0, store profits were equal to kn this case store A

To

maximises:

(2% F @Tot (F @ ToF To

SF 2+ 22F
BB T G (2F @IoFLp

= (22 F @]

Differentiating the profit function with respect Ra:
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Setting the above function equal to zero and assuming the symmetric equilibrium

dictates 23’= 2(%Jwe obtain the optimal solution:

= 28= 5@

The optimal solution results in equilibrium profits for seller A

+o= 12 12+ —@ @ @ @Flp— ?F @I—@Flp

Compared to the benchmark result where@ the profits herera less than tr d >
c and zero if d = 2c when all consumers cherry pick.

Now we consider the scenario of price promotions and also that retaifierg\
a loyalty scheme, i.e. d & and L> 0. Therefore consumers who purchase both baskets
at store Apay2 2y F @F .. Consumers located betwe€ly and Tyresort to cherry
picking and pay P+ Py,— 2d. In this scenario, for cherry picking to occur the discount
must be greater than the travel cost and loyalty discount, d > ¢ + 0.5L. However, travel
costs must be sufficiently large to prevent everyone from cherry picking i.e. ¢ + 0.5L
< d < 2c. We can define the relevant constraint that ensures cherry picking as follows.
The consumer located at point O (where stotie Also located) up to the consaeim
located at point xwill be indifferent between shopping at storeoAly and cherry
picking which gives the following constrainf 23+ 0 F @F .; 23+ 25 F2 @
2c(1 F Tg]. The length of this distance antsAesultant market share will therefore
be as follows:

22F@F .= 25+ 25F2@ 2¢(1 FT)

Which gives:

2F 2+ 2?F @ .
27
Similarly, consumers located closest topBrchase both baskets at storewBile

Tp=

consumers betweeiigand Tycherry pick between the two stores. It follows that the

area from the consumer located at poiptwKere she is indifferent between cherry
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picking or buying only from Bup to the consumer located at point 1 (where stase B
located) i.e[225+ 0 F @ 23+ 25 F2 @ 2c Td. The length of this distance antB

resultant market share is:

225 F @ 23+ 23F2@ 2c Ty
The markeshare oB will therefore be:

_ 2F2%r @
B 27

The firm then wishes to maximise the following:
(2%F@F ) Tot (2F A ToF To

5F 25+ 2?F @ . 2Q@QF 2?F .
i L p (2F @227

To

=(2%F@F )|

25F 2+ 27F @ . 2 @F 27F .

To=(22F@F ) | 55 m(%F@ITp

Differentiating the above profit function with respect togi/es:

o@22F @F ) @ 2ZTE @ - (2Fr @@ TS AN
5%
1
pFZ—?(ZQ(JF@:.)+|

FA%o+ 2.+ 225+ @ 27
27

2%5F 2+ 27F @ .
27

2@F 27F.

=2 55

P

Differentiating the profit function with respect ko

o@22F @F ) @FXT 2 @ - (F @@ T AN

0.
~F 25+ 2 ?F . 1 1
= F1!2° % 55 @ p+2—?(2?oF@F-) F(?oF@IZ—?p
_22xF 25+ @F2. F27
- 272

Setting the above first order conditions to zero and solvingsfanBL gives:
Pa=d + 0.5R,
L=15d-c
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The optimal alue of Limplies that there is no more cherry picking as-Zt
—L <0 when L=1.5d - c andd < 2c. Here the profits to both stores arglich is
greater than the previous case where the model was restricted to only price promotions.
The authors explaithat the scheme is most effective at changing the behaviour of
cherrypickers versus the behaviour of loyal customers. When one retailer offers the
loyalty scheme, this enables the participating firm to gain consumers by compensating
for individuals’ ‘shopping around’ costs i.e. some consumers will no longer purchase
from both firms and instead will purchaseclusivelyfrom one seller

The behaviour of loyal customers on the other hand, who have a strong
preference for either retailerdk B, is unaffeted by he program. However these loyal
shoppers still benefit from a loyalty discount by purchasing facsingle retailer.In
the model, the overall welfare change is due to a reduction in travel costs which is
captured by the retailer in higher profitslowever, this model does not account for
differentiation between retailers, nor the dynamic effects of competition over time.
Thus, Lal and Bell’'s model does not capture the potentially exclusionary effect of the
loyalty scheme strategy. For example, in contrast, Caminal and Claici (2007) note that
under a duopolistic market structure, loyalty schemes can create perceived switching
costs for consumers which distorts competition in the market. Caminal and Claici
explain that in duopoly setting, loyaltgwarding schemes are generally viewed as
being anticompetitive.

Lal and Bell extend their model to address the setting where both firms offer a
loyalty program. However, we do not provide a full derivation of the model extension
as this variant assumes tladit firms in the market offer a loyalty rewarding scheme.
Instead, we provide a commentary on the key insights from the results obtained by the
authors. When the model assumes that both retailers offer a loyalty scheme, cherry
pickers are eliminatedecause their demand is entirely captured by one of the two
retailers. Effectively, in this scenario the schemes cancel each other out, similarly to the
outcome suggested by Caminal and Claici’s (2007) model of monopolistic competition.
Lal and Bell shovithat offering the scheme is no longer effective at enhancing profits
compared to the situation where only one firm offered a scheme. When both firms offer
the loyalty scheme, their profits are still equal to c.

The authors further extend the model toudd two competing loyalty schemes
and different customer segments. These consumers are differentiated by their travel

costscy andcy. As before, “optimal” loyalty programs eliminate cherry picking because
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the reward for buying both baskets at the same store is set to be at od.adexethe
loyalty scheme itself plays a limited role in affecting behaviour. Store profits vary
depending on the level ofahd are maximised when one segment of consumers cherry
picks between the two stores. The authors calecthat based on the results, it may be
difficult to change the behaviour of already loyal customers. Therefore retailers need to
either make their loyalty reward lucrative enough to sufficiently compensate consumers
for shopping around costs, or altemaly, target specific customer segments whose
behaviour can be materially influenced through a loyalty discount.

Comparable to its counterparts, the above model assumes a simplistic
segmentation of preferences, even with the extension to include variable shopping costs
c1 andc;. The model assumes that some consumers are loyal to a single retailer (maybe
due to proximity or brand preference), others seek out the best promotional offers and
the rest prefer a store offering a loyalty reward. From the almuvgans, we can see
that market shares and resultant profits are a function of several parameters including
prices, promotions, shopping costs and the loyalty scheme. However, the model largely
ignores the interaction between price and other dimensionsompetition and
differentiation in grocery retail markets such as product range, quality of service and
quality of products. Therefore the extent to which loyalty schemes change consumer
behaviour may not be fully captured by the model. It is far more likely that customers
choose their preferred grocery retailer based on a wider combination of store
characteristics in addition to the level of price.

We previously noted that this model is structurally different to the models of
endogenous switching cosigtlined further aboveThese modelendogenize costs of
switching in the zeroth period and the firms themselves set the size of the switching
costs. On the other hand differences in preferences for repeat purchase discounts in the
Lal and Bell (2003) modedre captured through shoppers’ relative positions in the
Hotelling linear city framework. Annteresting aspect of the above modethat it
assums that some consumers are not affected by the presence of a repeat purchase
discount while others areln the Lal and Belmodel, loyal customers remain loyal by
definition not because they are lockéa through a repeat purchase discount. Perhaps
they are locked in due to brand preferermgshis point is not really considered by the
authors.nstead the model assumes that-salledcherrypickers are impacted by the

loyalty discountwho shop around for good deals
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The Lal and Bell modes a highlysimplistic view of the groceries sector which
does not consider specificaliiye role of endogenowswitching costswhich arise due
to the presence of loyalty schemeé®wever,the assumption appliedoes raise an
important questionThat is: do different typesf consumers behave differently when
there is a repeat purchase discount availabfe®? stated aba; to the best of our
knowledge his point has not been explicitly addressed by models of endogenous
switching costs in industrial organization. Instead, it is typically assumed that the firm
can create artificial switching costs by offering repeat purchase discounts without
considering the fact that this may not actualgate switching costs for everyonie.
other words, the literature to date largely ignores the heterogenatuus of switching
costswhich may arise in some markeBidlaiseret al. 2016). Further, the models
unrealistically assume that all consumers redeem a loyalty discount if they visit the
retailer offering a loyalty program. Instead, it is entirely possible that some consumers
simply will not sign up to the seime due to personal preferences and still visit the
retailer offering the scheme on a frequent basis.

In light of the above literature, this thesis proposes the hypothesiwtat
firms implement loyalty schemes thisll affect the behaviour of only a proportion of
consumersn the population through artificially created switching costs. It follows that
the behaviour of certain individualgll be unaffecteds they prefer ndb participate
in any loyalty scheme at all, regardless of which retailer they chddsestheir choice
of retailer is independent of the availability of a repeat purchase discdletiscuss
further below how empirical analysis can help inform and/ or test assumptions entering
theoretical models. We next look at the empirical evidence oroulits tied to
customer loyalty.
1.4  Empirical Evidence on Discount and Loyalty Scheme Strategies

This section presents empirical evidence on the effects of discount based pricing
strategies adopted by firms, including loyalty rewarding scheridés.first consider
the type of dataavailable to retailersvhen making strategic pricing decisions and
promotional strategies. We then present empirical evidence ofdyaty schemes
based on repeat purchase discounts are likely to impastimers’ choice of det and
theprices paid by consumers. In doing so we note that few empirical papers assess the
effects of loyalty schemes in dynamic retail markétte note that this may be due to
the difficulties in observing and quantifying switching costs. Farrell and Klemperer

(2007, p. 1980) explain that becausanitching costs are usually both consumer
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specific and not directly observable, and micro data on individual consumers’ purchase
histories are seldom available, less direct methods of assessing the level of switching
costs are often needéd We also note that theajority of the existing empirical
literature on endogenous switching costs focuses on frequent flier proghaifast,
theeffects of frequent flier loyalty schemes are also driven by thekmellvn principal

agent problem rather than just artificgalitching cost$aced by consumersWekeep

this point in mind in evaluating the results of such models.

In marketing and operational research there are models for maximizing loyalty
card and scarar data (Pauler & Dick 2006fror example,atailers can use the data to
identify the bestselling items and target promotional activity accordirigiyther, the
retailer can identify more profitable products that can be used to-subsglize
discountedproducts(DeGraba 2006)ln other words, this is a type of “loss leader”
strategy where eetailer advertises ormpulardiscounted product (the loss leader) but
recoups the losses because consumers purchase other products during the same
shopping trip DeGraba 2006). More generallpyhlty cards and store scarxievel
data offer a retailer revealed preference data on its consumers’ shopping behaviour and
respective sociodemographiocSonsidering the abovegtailers like Tescand others
can analysextensive data to achieve optimal product offers, stpeeific promotions
and personalized discounts. Tailoring store offers to suit the most profitable consumer
segments can maximize store profits (Pauldigk 2006). Loyalty schemes ensure a
repeatednteraction between the retailer and consumers to reveal essential knowledge
of long term consumption patterns.

Consumers in the groceries market nfege search cosés consumers may not
be able to observe the quality of a product before consuming it, which is a feature of an
experience good. Avery (1996) considers how this impacts thecarssumershop
around for products, discounts and promotioAsery (1996) performs an empirical
analysis of survey data on the applicability of Stigler's theory of “Economics of
Information”. The focus of the paper is on the process of consumershppping and
in-store search activity in the US groceries markptthis scenario, before making a
purchasing decision, consumers repeatedly engage in search aotivétiter inform
themselves about products and their prices. This process improves purchasing
outcomes for consumers, so long as the marginal benefit of search is at least equal to
the cost of search. However, consumers differ in their preferencesiicn setivity as

a result of the underlying determinants of search costs. Following Stigler’s definition,
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the magnitude of search costs depends on an individual’s monetary situation, the
opportunity cost of engaging in search and the transportation cost (Avery 1996).

The type of preshopping search activities considered in the Avery (1996) paper
are coupon collecting, coupon swapping, tracking promotional activity and viewing
various forms of advertising. The findings suggest that consumers engage in search
activity to different degrees depending on their demographic characteristics. In
addition, consumers are shown to be generally poorly informed about prices of products
in store as suggested by previous research in the field. Avery argues that consumers
are largely unaware of specific product prices and that instead, consumers focus on
understanding the general pricing strategies and promotions of specific retailers (Avery
1996). In other words, the retail offers differentiated by retailer brand.

We alsoknow that promotions are an important component of the competitive
process in some retail marketsolpe (2013) analyses promotion driveompetition
in an oligopoly settingby examining dynamics of pricing strategies of supermarket
chains in the Unites States. Volpe’s results show that the strategic promotional
behaviour contributeto price variation in the groceries market in the US. Using data
on prices and promotions from two major supermarkets, Volpe finds empirical evidence
that the retailers will seek to match each other’s promotional activity. The retailers seek
to promote items that will incentivise consumers to switch from a rival store. This
strategic firm behaviour is consistent with the evidence of greater more intense price
competition in tle presence of switching costs.

Consumers who are relatively price insensitive will likely not be influenced by
a discount and will make their purchasing decision based on other dimensions of their
preferences (Wang 2010). The retailer can focus on idergifyatterns in product
preferences among shoppers to personalize stores. Differences in consumer price
sensitivity may not be perfectly observable to the firm. To allow for customers-+o self
select, firms can offer joint purchase discounts. Wang (2010) analyses data on bundled
discounts for joint purchases of gasoline and groceries in Australia. He explores the
retailers’ motivations to offer the bundled discounts. In contrast to theoretic models,
Wang did not find evidence for exclusionary conduct or predatory intent. Instead, he
finds that the ‘loss leader’ advertising method is the most likely explanation for
applying the bundled petrol discount to groceries. For petrol to be a profitable ‘loss
leader’ advertising tool, there is a minimum spend attached to the rebate as we see in

real life markets. Furthermore, Wang argues that consumer price sensitivity will affect
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behavioural decisions. Price insensitive consumers do not have the incentives to redeem
their vouchers or join a loyalty scheme compared to price sensitive individuals. Thus
price sensitivity, i.e. consumers’ elasticities of demand, would need to be estimated to
explicitly measure the effects of bundled discounts on profits.

Asplund et al. (2008) estimate cresectional data to identify presan of
behaviour based pricing in the newspaper market in Sweden. The data shows that
newspapers discriminate depending on the amount of compdhignfacein their
local area. The authors argue that discounts targeted at rivals’ customers increase the
presence of price discrimination. For examplewspapers in locations with higher
competition offer discounts to students. More generally, discoardgstargeted
depending orconsumerslevels of price sensitivity. The results further evidence an
existingrelationship between market power and the value of the discount. Where the
newspaper enjoys greatmarket power, a discouigt not offered. In fact, the discount
valueis found to be inversely related to the firms’ market share. Newspapers facing a
highernumber of rivals in their area offered a greater discount. While the data did not
show evidence of switching costs, existence of such costs could be a potential
explanation for the targeted discounts (Asplund et. al. 2008). These results suggest that
discounts are assocet with proeompetitive effects when there exist a sufficient
number of competing firms in the market.

We previously discussed haomeconsumers join a loyalty schemesavoid
the soecalled disloyalty penalty. There is evidence to asgjghat thisffectmay also
deter consumers from switching in future periods. Morell et al. (2009) present
experimental evidence to support this claim. Morell et al. (2009) show that consumers
who are subject to targeted discounts can make irration&iales in future. The
researcherperforma lottery style choice based experiment on a group of randomly
selected individuals. Risk preferences and loss aversion statistics were calculated. The
likelihood of switching to a different option was greatly reduced by participation in the
rebate scheme. They explain this behaviour by the Cumulative Prospect Whery
predicts that targeted rebates harm consumers because they are less likely to be willing
to switch to a better offer. Morell et al.’s analysidarfeted rebates, supports claims
of competitive harm from targeted discounts creating perceived switching costs.

Let us also consider Hartmann and Viard (2008) whallenge the ‘lock in’
effect associated witlshqping frequency reward programs. The auttagie that

frequent shoppers do not experience lagificial switchingcosts. They use data on
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531 golfers, some of whom patrticipate in a golf club loyalty program based on the ‘buy
10 get 1 free’. The paper aims to measure switching costs byuatimgl a dynamic
demand model with forward looking consumers. The approach relies on firstly deriving
choice probabilities that incorporate the customers’ expected utility based on the
discounted value of different purchasing decisions. The specification is then refined to
suit the specific loyalty scheme data which is estimated using random parameters logit
(i.e. mixed logit model). The data and model allow measurement of elasticities of
demand under the reward program and without. The loyalty rewartheaseshown

to have no effect on the respective elasticity of demand of customers. Hartmann and
Viard argue that customer’s -axite valuations determine the effectiveness of the
scheme.

This result is comparable to that of Lal and Bell's (2003) wherdtiogahemes
primarily influenced the behaviour of chespickers. Hartmann and Viard suggest that
frequent shoppers already have a brand preference for the product with the loyalty
scheme attached. Because they are already assumed to be loyal custamers, th
behaviour is not influenced by the scheme. Based on the data, the impact on elasticities
is akin to the firm offering equivalent price reductions absent the loyalty scheme. At
the same time, we should recognize that golf enthusiasts will probably have stronger
brand preferences for golfing courses compared with customers choosing between
grocery stores. The authors offer an alternative explanation on the role of loyalty reward
schemes unrelated switching costs. They suggest that their findings could be supported
by loyalty schemes acting as a mechanism for volume related price discrimination that
reduces uniform prices. Alternatively, they argue that loyalty reward programs could
be a mechanism for exploiting the principal agent problem which has aso be
exploredin the context of frequent flier programs.

An empirical research paper in marketing by Liu and Yang (2009) looks at how
competing loyalty schemes influence individual program effectiveness. They focus on
the US airline industrandperform a tvo-stage least square estimation with the value
of sales as the dependent variable. Loyalty scheme effectiveness is shown to be
determined by the relative market share of an individual airline. Thus suggesting that
additional features associated with largetines, such as complementary resources,
would enable them to obtain additional incremental sales from loyalty reward schemes
(Liu & Yang 2009). It is widely acknowledged that airlines are subject to a costly

minimum efficient scale due to significantamomies of scale and network effects
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associated with operations. Thus the finding that airlines with high market share reap
the greatest benefits from loyalty programs is consistent with airline market features
(McCaughey & Behrens 2011)his is also consistent with the literature on switching
costs which explains companies’ focus on in investing in market share through
strategies that include loyalty schemes and repeat purchase discounts. While previous
studies suggested that competing loyalty schenaekttea zerssum game, the results

do not support this argument (Liu & Yang 2009).While there is some evidence to
suggest that market saturation will reduce loyalty scheme effectiveness, the effect is
eliminated under high category expandability.

As a conplementary analysis to the initial regression exercise, Liu and Yang
(2009) estimate survey data using a stage panel regression analysis. The estimates
provide a measure of attitudinal loyalty and the influence on loyalty nsehe
effectiveness,market fiare and scheme membership. The sample features 166
respondents’ attitudesn 11 of the most recognized US airlines. Consumers are
segmented by their preferences for category expandability. The authors define high
category expandability as the airlinesilipto compete in other product markets. This
feature improves the airline’s competitive edge in the airline industry for consumers
with preference for high category expandability. The results support the previous
regression analysis that suggested that airlines with higher market share have a more
effective FFPs. On the other hand, small market share airlines who offered loyalty
schemes did not see their FFP have an influence over their members booking frequency.
This effect was measured using a simulateenario to compare members’ and non-
members’ booking frequency for a particular airline.

In light of the evidence that larger airlines achieve greater gains from their FFPs,
as compared to smaller airlines, antitrust conceraggarise if these airlinealso enjoy
hub dominance at airports. Prior to regulatory intervention, the first phase of analysis
would have to seek to identify the causes of reduced competition at particular airports
(Lederman 2007). FFPs could be seen as a mechanism to isolatipatarg airlines
from intense competition at a given airport. The schemes alter behaviour and entice
travellers to book flights which enable them to keep earing towards their FFP rewards
(Lederman 2007). These effects must then be weighed against impragemwelfare
arising from greater economies of scale and enhanced networlesgd-FPs rely on
partnerships between airlines and these agreements can have mixed welfare effects. As

previously mentioned, achieving FFP scale in terms of additional airline partners,
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should improve the effectiveness of the program because of the importance of networks
within the airline industry.

The distortionary effects on behaviour, can offer an airline further market power
over segments of customemaking FFPs a usdftool for airlines wishing to preserve
their hub dominance. Using data on fares, passenger numbers and FFP scale over time,
Lederman’s (2007) paper looks the relationship between demand, variation in an
airline’s dominance and FFP enhancements achitwedgh additional partnerships
over time. he resultpresentvidence that loyalty schemes can distort competition by
influencing demand and equilibrium ticket priceslike previous work, this empirical
model enables Lederman to isolate the effecthanhges to the FFPs and their resulting
impact on demand at the airline’s hub airport. The estimates show that FFPs can impact
the equilibrium outcome both in terms of higher demand and fares. Enhancements to
FFPs at airports where an airlingl@minantcontribuesto further increasing fares and
passenger numbers.

Another study relies on actualFP airline datandis carried out by McCaughey
and Behrens (2011). Thiatais sourced froman anonymous US airline. The authors
consider vinether FFPs lead toembers paying higher prices as a result of premiums.
The results show evidence of behavioural effects associated with FFPs. The scheme’s
data shows that the airline is able to exploit different willingitegmy of travellers
between the different tiersf the scheme (e.g. gold and silver membership) and to
charge differentiated premiums. This result supports Lederman’s (2007) estimates of
increased equilibrium fares under FFPs and the principal agent problem of moral hazard
explored by Basso et al. (2009). McCaughey and Bahrens argue that the optimal
strategy for the airline would be to introduce even further tier segments within their
FFP to fully exploit variation in WTP.

To analyse the airline FFP data, McCaughey and Bahrensdipptgte choice
analsis using the mixed logit model. While there may be an additional computation
burden, the approach allows to control for correlations between alternatives and
individuals (McCaughey & Bahrens 2011). This among additional features, makes the
mixed logit anattractive option for panel survey data as well as revealed preference
data. The authors were able to estimate consumer behaviour attributed to different
levels of program membership. The model also accommodated demand segmentation
to identify preferencesf specific demographic groups, namely income level, gender

and FFP membership. Unlike other versions of the model, the mixed logit allowed
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McCaughey and Bahrens to identify variation in taste over individuals as well as across
different groups of individuals$Section 1.800ks atthe various applications of discrete
choice modelsuch as the mixed logiNext, in light of the theoretical and empirical
literature, we consider the competition policy considerations when investigating or
assessing markets Withe presence of either exogenous or endogenous switching costs.
1.5 Competition Policy & Switching Costs

The previous section presented literature on switching costs and loyalty
rewarding schemes.Earlier models suggested that switching costs createepo
outcomes for consumers in terms of higher prices and lower wéikmaperer 1995,
Rhodes 2014) We note however, that alternative models show baatching costs
can intensify competitiobetween firms and lead to lower average pri¢éss section
considercompetition policy in the presence of switching costs with a specific focus on
loyalty scheme strategie®Ve begin by discussingif and when intervention is
appropriate andni doing so refer to the recent Competition and Markets Authority
(“CMA”) investigations into energy and banking where switching costs were deemed
to be particularly problematic. This section seeksigghlight the importance of
adopting aconsumeiprientedcompetition policy in markets with switching cosisd
more generallyAdditionally, we note that in reality, consumers are likely to face more
than one typef switching cost when faced with choices between different brands
(product or retailer). We therefore also disdireseffect that artificial switching costs
may crate on top of brand related switching costs, particulartgrms of locking in
consumers and excluding rivals.

Even though it can be shown that switching costs intensify competition between
firms in some situationswitching costs argenerallyassumd to be welfare reducing
(Farrell & Klemperer 2007). Farrell and Klemperer (2007, pp. ZI#B) argue that
while switching costs may ndairictly softencompetition between firmsompeting
across different factorghey arehowever,likely to make competion more fragile.
Farrell and Klemperer note that tdre basis of the evidence itfear morelikely that
switching costsre welfare reducing, resultimarkets perforimg less well and higher
average prices. Thus they suggest that in some marnkietsentionmay be required
to reduce switching cost&or example, in markets where firms strategically make
products incompatible to increase their market power. In such situaggosgations
may be required tdiscourageractices whiclseek to raise stching costgKlemperer

1995, Gans & King 2001)We begin by consideringwitching costs whictarise
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irrespective of firms’ comatibility or pricing strategies. In such marketayefully
designed remedies to increase the rates of switching may bearg¢esaake markets
more competitive (Waterson 2003).

As explained above, switching costs which exist in markets for various different
reasons, allow firms to enjoy a monopoly over a segment of laokedRsumers. In
turn, consumer behaviour and lacksefitching makes firms compete less aggressively
for consumers and reduces the intensity of competition in the market. However,
competition policy historically focused on firms’ behaviour and has sought to remedy
abuse of dominance through behavioural or sometimes structural remedies (Waterson
2003). However, in some markets, intervention which targets consumers specifically
may be required to improve the functioning of markets and outcomes for consumers
(Waterson 2003). Waterson (2003) considers thenpkaof the UK energy market
before it was investigated by the CMA over ten years on.

On the surfacehe market itself seems potentially competitive and there are a
number of different suppliers. However, switching between providers is hot common
placeand consumers are not necessarily informed about available alternatives, even if
the information is publically available. In this case, Waterson notes that regulators
should consider whether intervention may be required to improve switching in the
market. For example through price comparison websites and through introduction of
swift and lowcost switching services. We now look at the UK competition authority’s
intervention in two distinct markets with high exogenous switching dosisding the
consumeretail energy market.

The CMArecently completed Markehvestigationg“MIs”) into energy* and
retail banking®. We refer to these as the Energy Ml and the Banking MI respectively.
In the context of these investigations, the CM#énsidered the reasorier low
switching rate#n these respective marketsd quantified average benefits of switching
for different groups ofconsumers in terms of financial savin@nergy Ml 2016,
Appendix 9.2, Banking MI 2016, Appendix 6.2)The CMA concluded thatow
switching levels in both markets were one of the reasons resulting in overall poorer

outcomes for consumerns the context of its findings following these investigations,

24 The final report and other materials relevant to the investigation can be accessed here:
https://www.gov.uk/ma-cases/energgnarketinvestigation

25The final report and other materials relevant to the investigation can be accessed here:
https://www.gov.uk/cmaases/revievof-bankingfor-smallandmediumsizedbusinessesmesin-
the-uk

52



the CMA proposed a number of remedies to encourage customer switdtirgyis
consistat with the consumer focused policy considerations outlined by Waterson
(2003).

In the context of these Mils, tl@&MJA found a number of common features of
consumer behaviour in these two markeet.us consider these similarities. Firsily,
both marketshe CMA identified low levels of switching. One of the explanations set
out by the CMA, was thatonsumerswere disengagewith retail energy markets
(Energy MI 2016, para 125)and the CMA also found low levels of consumer
engagement in the personal @ntraccounts marketB&nking M12016,para 6466).

This was found to be the case despite the benefits of switching identified and quantified
in both of these marketi the context of the Banking Ml for example, some banks put
forward the argument thédw levels of switching wasa reflection of high customer
satisfaction. The CMA argued however, that given the gains associated with switching,
in a wellfunctioning market with low switching costs, it would be exgeabbserve

far greater switching by consumers of personal current accounts in the market (Banking
MI 2016, para 6.25)In the context of the Energy MI, the CMA found that there were
more severe issues in disengagement and customer response among prepayment
customers compared to otheBsff erences in switching costs were also identified in
the context of ta retail banking investigation. In the Banking MI, overdraft users were
found to be as likely to search as other consumers howeegrnwere less likely to
switch than other consumersgiiking MI, para 6.44). Both findings suggest that
consumers can be heterogeneous in their switching costs for a variety of reasons.

In terms of the remedies proposed, the CMA noted that the detriment arising to
consumers due to excessive prices in the retail energy market amounted to about £1.4
billion a year between 2012015 and that the detriment varied by customer group
(Energy MlI, paras 19495). Thus among the proposed remedies, the CMA outlined a
package of customer centric remedies to help “custargage to exploit the bdite
of competition and togroteci consumers who are less able to engage to exploit the
benefits of competitiot?® This presents a shift in competition policy towards consumer
focused remedies to improve the functioning ofrkats. In addition, the CMA
proposed an entire current account switching package in the context of the Banking Ml
(paras 14.114.163). The package of remedies aims to improve the switching process,

26 Energy MI 2016, para 206.
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increase transparency between providers to help consunferm themselves and
raise awareness of the benefits of switching among consumers.

We note however, that tteove market investigations lookednadrketswith
very specific characteristics. Namely, high levels of mackeicentration and stable
market shares over timeFurther, in these markets providers sell experience goods
where trust in the brand matters to consumkrsaddition, proportionately large
numbers of customers did not actively switch between providers. The CMA found that
consumers ere generally disengaged and typically uninformed about alternatives
available. Thus there were a number of interrelated factors which exacerbated the
negative effects associated with switching costeswever, &sentsome of the market
features outlined aboyewitching costs may be less problematic. For example, in
markes where the vast majority of consumers are active switchers, this may create the
right incentives for firms to compete vigorously for market shiar¢his context, the
decision of whdter to intervene in a market where endogenous and/ or exogenous
switching costs prevail, must be evaluatedhe context of the wider aspects of a
market, namely, price trajectory over time, distribution of market shares between firms
over time and whetlmeany one firm has significant market pow#rfe now consider
the treatment of endogenous switching costs from a competition policy perspective.

The two main competition concerns associated with loyalty schemes are
interrelated. The strategyeates end@mous switching costs which can sfeown to
lock-in consumerghereby softening price competitiandmayalsoexclude rivals who
are unable to compensate consumers through lower piitesscope for exclusion in
the context of repeat purchase discouarises because the consumer’s desire to obtain
a loyalty discount in future, creates an interdependence between purchase decisions
over time. In turn, the seller establishes a sort of monapay its customers as they
are locked in. This strategy mayetefore exclude rivals in future time periods as
consumes are unwilling to switch away. Consumers may find themselves in a
prisoners’ dilemma, whereby they would have been better off not participating in the
scheme.We note that exclusionary conductdyominant firm can result in detriment
to consumers’ welfare through either higher prices, lower quality or lower innovation
(EC Cuidelines 2009, paragraph 19).

Prevention of exclusionary conduct by dominant undertakings is therefore a
central elemento competition policy. In reviewing the economic theory of loyalty

schemes we noted bothe exclusionary anghro-competitive aspects of the strategy.

54



In this context, theisk of exclusionor softening of price competitiorshould be
balanced against argro-competitive effects that may arise due to the strategy
particularwhereit intensifiescompetition between rival firm&or example, Gans and
King's (2001) consider a model of different regulatory regimes in the context of
technological endogenossvitching costsGans and King (2001) argue that regulators
face a tradeff between imposingegulations which reduce switching costs against the
ameliorationcostswhich arise as a result of the interventidhe authors’ model shows

that anelioratingswitching costs results lower prices, however, consumers or firms
may end upabsorbing these costsmitigating the positive effects of the intervention
Thus we note that any intervention into markets of endogenous switching costs, needs
to be balanced against the likely benefits of the remedy and who is likely to absorb the
costsof the intervention.

We now look at the likely competition implications efidogenous switching
costswhere otheswitching costare alreadypresent in the niaet, say those related to
brand effects As found by Shi (2012), the presence of exogenous switching costs may
reduce incentives for firms to create endogenous switching costs. This occurs because
the effect of exogenous switching costs outweighs the effect of endogenous switching
costs. Consumers redeem their loyalty discount and the firm makes lower profits as a
result. We note the possibility that this effect could go both ways. For example, if we
were to assume a scenario whenglogenous switching costs outweigh the effeft
exogenous switching costs, firms’ would have the incentive to offer customers repeat
purchase discounts. This is the case of the Caminal and Claici (2007) model where in
the context of homogenous products, each forward looking firms’ dotstategy is
to offer a repeat purchase discount. Depending on the number of firms in the market
and the type of price commitment, the strategy results in either a procompetitive
outcome (large number of firms) or an anticompetitive outcome (small muofibe
firms).

Onthebasisof the discussion aboyee note the importance of considerthe
wider features of a market in the assessment of firm strategies. In this context, different
types of empirical analyses can supplement the insights offere@dretical models,
albeit these approaches also face certain limitations (Waterson 2014). For example,
competition authoritiesanempiricallyassesghe effecs of business strategies through
a counterfactual. Howeverestablishing an accurate counterfedt can prove

challenging or impossible due tbe complex nature of realorld markets andhe
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plethora of economic variables to consider (Economides 2010, Greenlee et al. 2008).
More generally, empirical techniques in competition cases have beenystxadiiing

and are becoming an essential component to an effects based apprtasitontext,
market definition and mergecontrol assessments have become increasimgise

reliant on sophisticated empirical techniquéasaijos & Genakos 2012). These
techniques are also beirgpplied outside of merger control to different competition
policy areas (Lianos & Genakos 2012).

It is also widely recognized that different sectors have distinct featunes
important nuances.nlthis context, empirical methodBow the research to understand
such differences (Waterson 2014or example, the same strategy may have very
different effects depending on the type of market under investigation. In this context,
empirical modelling would reveal such idiosyncrasies. We note also that the researcher
can turn to discrete choice experiments (“DCESs”) to inform an assessim&mery
specificcompetitionquestion. Br example, DCEs can be applieddst an assumption
entering theoretical modeisvolving consumer choice (Farrell & Klemperer 2007)
Following Farrell and Klemperer (2007, p. 1980) lhefle micro data on individual
consumers’ purchases are available, a discrete chapgeoach can be used to explore
the determinants of a cam®er’s probability of purchasingdm a particular firm”

We consider this approach further in Section de®w where wealsointroduce the
concept of discrete choice experiments, including setting out some examples of its
applications. We also explain the nature of traffe involved when adopting such an
approach compared to theoretical modelling. In doing so we also highlight the
additional insights which can be achieved through a discrete choice experiment, in
particular in the context of informing the assumptions entering a tiesdnetodel.

1.6  Applications of Discrete Choice Analysis

Drivers of consumemecisionmakinghave long interested researchers across
disciplines(Louviere et al. 2000, pp. 22, Keane & Wasi 2013) Discrete choice
modelscan be used tanalyse consumdrsehaviour using actual consumer data or
experimental dataollected using some form aistrument For example, one of the
empirical papers & presented aboy@pplied the mixed logit model to analyse the
effect of frequent flier programs participation on choice of air fares using actual airline
passenger data (McCaughey & Behrens 20Thjis model is one of the more flexible
alternativesavailable to researchers. We nbi@wever, that in practice it may be

difficult to obtain micrelevel consumer datan such cases, the researcher can design
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an experiment for the collection of mielevel consumer datavhich can also be
estmated using a discrete choice mofsaduviere et al. 2000, pp. 2Z8t).

We note that onef the applications of empirical techniques in the context of
switching costs, is to test aspects of theoretical models (Farrell & Klemperer 2007).
This specificapplication is the focus of this thesis and below we outline a few examples
of discrete choice modete show how discrete choice methads be applied to the
assessment dfifferent types othypotheses on consumer choice. The examples of
discrete choice modelling we present below are intended to demonstrate the flexibility
afforded to the researcher to test different hypotheses csumem choice. The
underpinnings of discrete choigaodelscan be traced to Lancaster (1966) who
suggested that individuals gain utility from the characteristics and features of goods.

Tirole (1988, p. 99t00) explains how the Lancastrian approach diffeom
traditional models in industrial organisation that assume a form of vertical and/or
horizontal differentiation. Instead, Lancaster’s framework assumes thabtgjare
defined as bundles of characteristics, and the consumers have preferences over
characteristics. The consumers may have heterogeneous preferences over
characteristics. DCEstypically require carefully constructed instruments through
which data can be collected the population of interest. Datan becollected either
through a la experiment or a survey for exampl&his data can then be fitted to a
number of different discrete choice models allowing for the estimation of preferences.
For example, the mixed logit model allows the researcher to test for presence of
preference herogeneity between individuals.

We note that applications of choice modelling stretch across disciplines,
including but not limited to, marketing, transportation studies, migration economics,
environmental economics, and health economlost usconsder some examples of
applications of discrete choice experiments to different contexisarketing research,
discrete choice modelling assists in the optimisation of advertising strategies, allows
demand forecasting for new products and has numerbes applications (Keane &
Wasi 2013).Seetharman et al. (2005) presanéview of applications of multategory
choicemodels used in marketing research. A number of the models outlined in the paper
rely on discrete choice modelling. Using scareegel(revealed preferencdpta, these
models help explain different shopping outcomes by estimating consumer purchasing

patterns across different categories of products.
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Chung and Rao (2003apapt the nested logit modelmeasure preferences for
bundle atributes The authors implement survey and collecta sample of 136
undergraduate student§ he data is then used teasurereferences for aomputer
hardware bundle. This particular model informs the researcistthe optimal
design for a purbundleof a system otomplementargoods Each bundle is defined
by a set of observable attributes which vary across alternatikiessframework allows
estimation of consumer willingness-pay for the bundle attributesBy applying a
latent class specification as part of the estimation procedures, the authors are able to
identify heterogeneity in consumer segmentse Thodel is a type ofeneralized
extreme value*GEV”) modelalsoin the logit familyof models

Le Cadre et al. (2009) rely on a variantte# hested logit and estimate consumer
preferences for French telecom operator bundle offers. They note that most research
assumes that the consumer valuations are known to the firm, while in the real world,
consumer preferences may not be clearly obsezvititivated by the gap in literature,
the authors construct an approach to model consumer preferences for service bundle
offers. They use data from an extensive questionnaire of 1014 families in France. Part
of the questionnaire asks consumers to answer demographic questions and to grade
bundle offers in terms of their reservation prices and attribute ralihgs:grading’
approach is the basis of latent class modelling that allows for segmentation of data
based on taste heterogeneity. The findings atlesvauthors to define an optimally
priced bundle and identify more profitable market segments.

Using questionnaire data from 1000 Seoul households, Shin et al. (2009)
constructa GEV nested logit modehnd estimate consumer heterogeneity and
preferencedor telecommunications serviceJhe research concentrates on bundling
from a consumer welfagerspectiveather than a marketer§heir model allows them
to adjust for different preference assumptions from economic models of commodity
bundling. The empical work presents estimates willingnessto-pay and welfare
gains for consumemghen choosing the bundled goods. This approach also allows Shin
et al. toisolate the effect of a bundled discount on consumer behaviour

The work outline abovenainly reles on the standard logit or variants of the
nested logit specification. HE main downside of standard logistic regressiordels
is that theyrequire for the Independence from Irrelevant Alternat{{’g8. ") condition
to hold. This is because an individual's choice of alternative will most likedy

correlatedbveranunobservd factor i.e. variation in tastBy implementing the mixed
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logit, the researcher cdrelp overcome this limitation. In additiorhis specification
allowstheresearcher to estee heterogeneity in preferencesegment the data based
on observable characteristics and accommodate various substitution paiterns
decision makingHensher & Greene 200Brain 2009).For example, using the mixed
logit, Hess and Polak (2005) modekpanger preferences for airport choice in regions
with multiple airports. They refer to a sample of passenger survey data on 5097
respondents which they segment by traveller {gpg. business véeisure). Previous
models on airport choice applied thargdard CL, leaving gap in the literature on
variation in taste within and across market segments (Hess & Polak 2005). Hess and
Polak improve on previous approaches by implementing both the standardnidgit
mixed logit models to capture preference hmgeneity. Their research paper offers
important guidance on the pros and cons associated with applying the mixed logit.
Wine economists, Bonarialiet al. (2008), implement both the mixed logit and
multinomial logit to estimate taste heterogeneity faar@nian wine.The data is
collected using an onlingurveywith a consumersample of 138 wine drinkerShe
authors champion the mixed logit model for its flexibility in measurement of
preferences and choic€@n the other hand)ahlberg et al. (2012) prm an analysis
of local migration data on 1444 individuals in Sweden to estimate preferences for public
services. The approach uses the Stata mixlogmmand by Hole (2007). The
estimation enables the researchers to identify preferences for commuanagtehistics
and to test for heterogeneity in these preferences within and across different
demographic groups.
Using a sample of 557 Israeli households, Blass et al. (2010) appiicied
choice probability approathto measure preferences for elegty reliability. The
authors derive a linear version of the mixed logit model which requires a minimal
computational effort compared to the HAorear version. Even with the random
parameter specification, this particular approach does not necessitatkatisin
methods. The authors outline a novel, less cumbersome, alternative compared to stated
preference approaches (Blass et al. 2010). The survey respondents evaluated a series of
hypothetical electricity bills differentiated by theaspective charagtistics. However
Blass et al. (2010) required survey respondents to perform an additional néikk. U
the usual stated preference approach where respondents choose one of several
alternativesBlasset al. askespondentto note dowrpercentage grades indicate the

percentage likelihoodf choosing either alternativ&his approach is in contrast to a
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standardpracticewhich requires respondents to only have an option to state 0% or
100% per alternative i.e. either the chosen or rejected alternatags (& al. 2010).
The analysis enabled the researchers to identify differences in taste, derive individuals’
preferences and WTP of individual respondent segments.

In the field of health economics, Regier et al. (2009) gpphle mixed logit
model and compareseveralestimation techniqued’he authors use survey data on
individuals’ choices of genetic testing alternatives. Sinega destimted with
simulation methods may natwaysconvergeto a maximum, Regier et apply both
themaximumsimulated loglikelihood and Hierarchical Bay€$HB”) proceduresThe
HB procedure allows the authors to verify that the classical appafactaximum
simulated likelihoodconvergs to a globalmaximum. We note that thenixed logit
also accommodates willingnede pay estimation which has important uses in
healthcare economicdn this context, Hole (2008) applies the mixed logit to measure
patients’ preferenceand willingnesgo-pay for general practitioner appointment
characteristicsHole (2008)uses dataf 409 respondents in the UKgollected using
survey constructedith a D-optimality algorithm?’ The data is fitted to a number of
model specifications including tretandard multinomial logit, latent class and mixed
logit. Because demographic variables enteretenation process as interactions with
the primary explanatory variables, Hole also tests different versions of these models,
with and withoutinteractionterms

The examples we presented above show how DCEs enable the researcher to
address specific canmer oriented policy and behaviour questions. In addition, in some
markets consumers are central to firms’ strategies and the competitive behaviour
(Waterson 2003). For example, it can be shown that low levels of switching in
consumers can reduce the catifveness of markets and lead to poorer outcomes for
consumers. Howevereoretical models in industrial organisation typically focus on
the behaviour of firmsgnoring important aspects ebnsumeibehaviour(Waterson
2003).Thus, competition policyral the economic models used to study competition
issuesshould closely consider consumer behaviour in such markets (Waterson 2003).
In this context, discrete choice experiments offer the tools to assess the assumptions
entering theoretical models. Naméhedrivers of consumer choice and determinants
of switching and equally noswitching.

27 Chapter Il of this PhD thesis contains an appraisal of different techniques in survey design.
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A discrete choice experiment typically presents respondents with a survey
containing a series of questions that minca certain degree, multi-period model
of campetition. A typicalassumptionin a DCE is that consumer preferences are
constant at the level of the individual, thus the data only represents a snapshot in time.
While a DCE approach is unable to capture changes to consumer tastes over time, it
can idenify differences in tastes between groups of consunieshould also be noted
thatin the context of various types @perimentsit is challenging to recreate complex
real world markets and to engage participants who reflect typical consumers (Waterso
2014). In addition, consumers may not always respond in the same way as they would
in real world markets. For example, consumers may state they like high quality, when
in fact price is by far the most important determinant of choice. Care must tedryefor
taken in desigmg a discrete choice experiment used to estimate preferences in the
population. V¢ dedicateghe next chapter to this area anddoing so weoutline our
preferred discrete choice model, the mixed logit, and consider different approaches for
the collection of data.

1.7  Conclusion

The literature review presented in this chapter focused on the role of switching
costs in different types of markets and theoretical modalset-In Section 1.2, we
outlined features of the UK groceries market where a number of retailers offer
customerdoyalty schemes. This type of market represents an environment where
consumers face artificiabsts of switching due to the strategic behaviour of competing
retailers Sectionl.3 considered the role of egenous and/ or endogenaitching
costs in determining firms’ strategies and outcomes in a retail market. On the basis of
the literature presented in this chapter, we found that costs of swittlapgeither
soften or intensify competition. However this generally depends on a number of,factors
like the number of firms competinghe number of periods of competition entering a
modeland the naturef price commitments in place.

We found that rare often than not, switching costs are associated with welfare
reducing effects Whenconsumers are lockad, due to actual or perceived switching
costs, firms have a profit incentive to invest in market share and exploit such exogenous
switching costsWe also found thain some markets, firms have the profit intiee to
create endogenous switching costs through strategies incorporating repeat purchase
discounts and loyalty schemeSuch models assume that firms decide size of

endogenous switching costs antehen compete against rival firmsurther,we found
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that heterogeneity in switching costs has largely been ignored in the theoretical
literature This is the case even Hwitching costs (exogenous or endogenous)
themselves can been shown to have a direct impact on firms’ strategies, market shares
and amicipated profits. More generally we found that the effects of loyalty schemes
are not well known in the literature, particularly from the perspective of the consumer
as theoretical models focus on the strategies of firms.

Sections 1.4 and 1.6 presented some examples of applications of discrete choice
methods, including experiments, for modelling determinants of consumer choice,
highlighting the versatility of the approach across different markigtdight of the
evidence presented in this chaptacluding the competition policy considerations set
out in Section 1.5we propose a discrete choice experiment to model preferences of
consumers. This type of approach is adaptable to different settings and can assist the
researcher in testing the assumptigvhich enter theoretical modelin this spirit, we
propose taest empirically whether consumers differ in the way they ictificial
switching costs due to their heterogengmgderences for loyalty scheme strategies
doing so we are able to @etninewhether consumers alikely to be heterogeneous
their costs of switching when retailers offer repeat purchase discolimesempirical
evidenceon consumer preferences in the UK groceries market presented in the third
chapterof this thesis, sggests thatonsumers differ in their costs of switching when
firms implement loyalty schemgsith at least some consumers’ choice of retailer being
completely unaffectedur findings have direciplications for the theoreticahodels

usedto analyse tesestrategies which have generally ignored this aspect of the market.
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Chapter Il

Methodology for a Discrete Choice Experiment

63



2.1  Introduction

This chapter outlines the methodology fordiscrete choice experimean
consumepreferences for loyalty scheme discounts and other grocery retailer features
The experiment is inspired by theoretidiéérature onendogenous and exogenous
switching costsvhich prevail in a number of different markets. We performediawev
of the literature in the first chapter afalnd that firms have the incentive to create
artificial switching costs in some markets by introducing loyalty scheme strategies.
However, the models used to analyse loyalty schemes typically assume e
will reactin the same wayo the strategy. In other words, these models assume that
consumersare homogenous in how they incur artificially createdtching costsWe
argue that this is unlikely to be the case in real world markets because ecnhbane
diverse tastes more generally. We propose instead that consumers are heterogeneous
in their switching costs when firms implement loyalty schemes.

In reality, ®me consumers simplwill not care about receig a repeat
purchase discount while lidr consumers on the other hand, nchgose a retailer
specifically on the basis dh they offer a loyalty schem&/e thereforepropose to
challengaheassumptiothat @nsumers are homogenous in switching cadtcially
created by retailersThis clapteroutlines a D-efficient surveydesignedn the basis of
actual grocery retailer features in the Uoceries marketWe estimate the data
collected as part of this process using the flexible mixed logit msddbing so we
overcome some of the limitations of theoretical models discussed in the previous
chapter. The approach in survey design outlined in this chapter focuses on obtaining
robust parameter estimates and we therefore outline a survey designed following
efficiency design theory. The rdtuof the empirical analysis are presented in the next
chapter.

When revealed preference (“RP”) data is unsuitable or unavailable, researchers,
marketers and regulators can follow a stated choice approach to analyse the effects of
different business stegies on consumer choice and demand. DCEs rely on a stated
preference (“SP”) approach for data collection amel analyst can choose between
different discrete choice models to estimate the data once it has been collected
(Louviere et al. 2000, pp. 2Z2¢). By undertaking a stated choice (“SC”) approach, the
researcher can rereate true market scenarios and produce the necessary data to model
consumer preferences, estimate substitution patterns between alternatives and

undertake forecasting procedures (izere et al. 2000, pp. 535). Therefore a well
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executed discrete choice experiment (“DCE”) can inform the researcher on a range of
issues. For example, in the UK, the competition authority uses surveys to collect data
recognizing that:
“...when conducting competition investigations and the evidence from these
surveys is an important component of its findings. Survey evidence is also proving to
be useful in remedies work.” (Competition Commission 2010)

Rather than assuming a specific type of consumer, D{Iivg the research to
measure various types of behaviour, both rational and irrational. Stated choice studies
have been a popular tool amongst researchers because of their ability to generate data
that captures realistic market decisions which can be sethlysing a discrete choice
model (Huber & Zwerina 1996, Louviere et al. 2000, p.hg process of implementing
a stated choice experiment requires carefully constructed hypothetical choice scenarios
to present to study participants (Bliemer & Rose 200Bg generated questionnaire
typically presents respondents withd Zrypothetical scenarios€. choice situations)
and these questions are typically presented in survey format.

In responding to the survey, participants choose between alternatiesare
distinguished by theifeatures, otherwise known as attribute¥he research much
choose the number of alternatives and corresponding attributes to enter the design
(Bliemer et al. 2008). Attributes of available choice alternatives will differ & th
dimensionsyreferred to as levels of alternatiyesich as different prices or levels of
quality. Respondents must choose their preferred alternative from the options presented
to them based on these observable characteratidsradeoffs which defne each
available option. Typically respondents are faced with todffebetween higher prices
and higher quality versus lower prices and lower quality for exaniple.sample size
requirement, number of choice situations and the unique combinatiatsbaftas and
their levels to create a questionnaire, &ypically drawn from an underlying
experimental design (Bliemer & Rose 2009).

The quality of the experimental design itself therefore drikkegrecision and
statistical significance gfarameterestimates when performing the empirical analysis.

In other words, there existsralationshipbetween the statistical properties of stated
choice experiments and the econometric models used to estimate the expedatental

Designs which have been deriven the basis of the statistical properties of discrete
choice models are calléefficient designs”. Heregfficiency refers to theninimisation

of the standard errors of parameter estimatsesearchers have been increasingly
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relying on efficiency based designs, namehefiicient designgdHuber & Zwerina

1996, Bliemer et al. 2008p-efficient designs are increasingly used in applied research
because their purpose isnanimise the standard errors of the parameters at design
stages and improve the quality of the results obtained when estimating parameter
values. This is also our chosen approach in the context of the pilot and final survey
designs.

In this chapter we present the evidence showingDkefficient desigrs offer
empirical advantages ovgaditional orthogonatlesigns. For example, we explain that
Daniel McFadden’s (1974) conditional logit, and the extension to the flexible mixed
logit model can b accommodated at design stages throuQke#ficient design. We
also note that by introaing the empirical model at design stages we are able to achieve
improvements in the precision of parameter estimates fitting the data to different
specificationgBliemer & Rose 2009).In presenting the benefits of efficient designs,
we also outlineertain tradesffs compared to orthogonal designs, in partictiat the
researcher must assume prior values for the mean coeffiagenke variables of
interest.

This chapter is structured as follov&ction 2.2 discusses the rolesaf studies
in applied research. In doing so we highlight the versatility of the approach compared
with other methodsSection 2.3 focuses on the econometric models that we propose to
use to estimate our dat&le derive McFadden’s (1974) conditional logit model tred
extension to our preferred model, the flexible mixed logit madkd explain how both
these models can accommodate stated preference data and allow the researcher to
measure behaviour using maximum likelihood estimation. After reviewing our
preferred econostric models, 8ction 2.4 outlineshe tradeoffs between efficiency
based designs versus traditional orthogonal designs.

We thenoutline additional considerations in survey design in Sectiora@db
Section 2.6 considers different methods available awdxr representative sample of
the population of interest. We also outline the biases associated with different types of
survey data collection methods. Through8attion 2.7, we present tlgpialitative
evidenceon the groceries market we collected to deterrthieeaelevant attributes and
their respective levels tenterthe experimental desigin doing so we present the
design of the pilot survegiso in Section 2.@nddiscussheresults inSection 2.8.1In
Section 2.9, we outline thenal survey degn, explain the underlying considerations

in the design of survey questions on respondents’ sociodemographic characteristics
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2.2 AnIntroduction to Stated Choice Methods: Theory & Practice

Over the last 50 years, various institutions have to an extiéed @ stated
choice data where revealed preference data was unavailable, inaccessible or simply
unusable. Stated choice methods provide the tools to assess the effectiveness of
business strategies, evaluate policy decisions and to forecast demand foodests
(Louviere et al. 2000, p. 21). In this context, a stated choice experiment can be the
optimal method to obtain pankvel data and measure consumer behaviour and
preferences. This approach allows the researcher to isolate the independent influence
of variables on some observable outcome (Bliemer & Rose 2009). The process typically
involves asking a sample of respondents to answer a sequence of questions in a survey
format. These questions typically ask the study participants to choose between
alternatives that are differentiated by specific distinguishing features that the analyst
has chosen to enter into the underlying experimental design.

The approach allows for the collection ofieh and unique data set to model
individuals’ preferences for different product or service features. For example, choice
experiments allow forecasting procedures, can provide information on willingness
pay (“WTP”) estimates for new service improvements and can assist in the formulation
of policy design. In this context, stated preference methods have been applied across a
variety of sectors such as environmental economics, healthcare, marketing, and
transportation studies to name a few. The UK’s competition authority has also
frequently implemented SC studies during market investigations and merger reviews
(Competition Commission 2010, pp. 62)

Nonetheless, some economists argue that revealed preference data is strictly
superior because it reveals what people actualipstead of what they say they would
do (Louviere et al. 2000, p. 21). However, both revealed and stated preference data are
subject to their own advantages and limitations and must thus be used in context of the
empirical investigation at hand. Even if revealed preference data is available, it may not
be particularly useful or appropriate for the researcher (Louviere et al. 2000, pp. 20-
24). In real world markets, explanatory variables of interest such as price, may not
produce gfficient variability over time to allow for an estimation of prefeencin
addition, variables of importance can be highly collinear in real world markets which
creates problems for data estimation. In light of these statistical considerations, even if
we had access to revealed preference data on grocery retailer choice, properties like

collinearity and autocorrelations in the explanatory variables could hinder our ability to
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accurately isolate the determinants of behaviour in the market. Carefully constructed
stated preference experiments founded on economic princigtasioé behaviour will
produce data that is equivalent to RP data (Louviere et al. 2000, p. 21). The data
obtained from a stated choice experiment can overcome statistical problems associated
with RP data and will be equally suitable for the same econmmsbdels that measure
discrete choices for RP data.

In light of the advantages and versatility of stated choice methods for recreating
true market scenarios, we argue that economists should most certainly be interested in
stated preference techniques (kiere et al. 2000, p. 21). Economic principles of
consumer choice theory are rooted within stated preference methods. These principles
are founded on the paradigm of choice that is integral to choice experfih&his.
includes both the design of the atmiexperiment and the various choice models that
can be used to estimate the SP data (Louviere et al. 2000, 3ppTRe consumer’s
choice paradigm found in DCEs was first proposed by Lancaster (1966). Lancaster
(1966) offered a novel approach to measyrihe utility gained from consuming
different goods and services. Prior to Lancaster’s contribution, goods were assumed to
be the objects of utility itself. Instead, Lancaster (1966) proposed the novel idea that
individuals gain utility from the characteristics and features of services and/or products.
More precisely the elements of the paradigm of choice define:

“...the function that relates the probability of an outcome to the utility
associated with each alternative, and the function that relates thiy ofilkach

alternative to a set of attributes that, together with suitable utility parameters,
determine the level of utility of each alternatié.ouviere et al. 2000, p 34)

Incorporating the paradigm of choice to a stated choice study requires that the
available alternatives are differentiated by a set of characteristics that provide varying
levels of utility to the consumer. The recorded sequence of choices made by different
respondents provides information about the relative importance of alternatides
attributes i.e. characteristics. Following the choice paradigm described above, the
researcher can estimate the utility associated with different alternatives and their
respective characteristics by deriving the probabilities of choice. The altemativ

chosen by a given study participant are assumed to provide them with the highest level

28 please refer to Louviere et al. (2000) Chapter 1 for a complete overview of the paradigm of choice
and its relationship with discrete choice models.
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of utility compared to the rejected options. Due to the nature of choice experiments,
stated preference studies will produce discrete choice data of either raniaes dno
alternatively, chosen or rejected options i.e. 0/1 outcome. Preferences can then be
estimated using discrete choice models which are founded on the principles of random
utility theory.

Random utility theory states that behaviour in the populatorbe defined by
a broad set of individual behaviour rules. This relationship can be represented by an
indirect utility function that is derived below in this section. This equation contains a
random component that represents the unobservable determinants of choice such as
random taste variation in the population (Louviere et al. 2000 p. 34). The observable
components of choice are the attributes and levels of chosen alternatives. The general
random utility model that captures choice behaviour can be aldapderive the family
of discrete choice models. When formulating the underlying experimental design to
populate a survey, the researcher must specify the indirect utility function which
contains the attributes and levels that define available altersaBubject to the study
objectives, the collected data can be estimated by selecting the preferred functional
form from a range of discrete choice models like the conditional logit and mixed logit
models (Louviere et al. 2000, p 34). The different functional forms found in existing
discrete choice models, produce their own respective choice probabilities that
accommodate different behavioural specifications. Hence, the choice of the
econometric model that relates utility to estimated choice probabiliiileteggal to the
experimental design of the study. Consequently, the researcher must select a choice
model based on the type of data that will be generated by the SC study.

As mentioned above, the experimental design refers to the matrix of values that
areused to generate the final survey questions (Bliemer & Rose 2009). A given design
matrix contains the different combinations of attributes and their respective levels, as
specified by the researcher in the indirect utility function. Attributes enter the model as
the explanatory variables and the different combinations of attributes define the
differences between alternatives that are presented to respondents. The researcher can
specify the dimensions of the attributes and decide the number of alternatives that the
respondent will face in any given choice task. For example, price and quality attributes
vary in magnitudes and can be used to describe the features of a given alternative. Each
alternative in a given survey question will be distinguished byptbeific combinations

of levels of prices and quality i.e. their magnitudes. The combinations of attributes and
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levels are contained within a design matrix which is then used to populate the survey.
The columns of the design matrix contain the speciferadttives and their respective
attributes that are varied within the design. The rows on the other hand, each represent
a distinct survey question.

The general process of creating a survey for a discrete choice experiment is
outlined in Figure 2.1 below.Ifidependent of how the matrix is set out, the
experimental design performs the same function, that being the allocation of attribute
levels to choice tasks'?® The design in Figure 2.1 is only an example of a possible
matrix structure, which can take one of two forms. The first approach, which is also the
example matrix below, assumes that each row represents a different choice situation
and each column is a different attribute within the experiment. In this case, groups of
columns form different altertimes within each choice task. The other possible
approach assumes that each row of the matrix is an individual alternative while each
column represents a different attribute. For this type of matrix format, multiple rows
are combined to form a single cheisituation.

The example presented below follows the first approach (rows indicate choice
situations)and assumes a design with 2 attributes, travel time and cost/fare that take on
two levels each. First, the researcher must specify the indirect utility function for each
alternative, “car” and “train” i.e. specifies functionsanhdV,. The attributes can then
be matched with a specific alternative. This is achieved by adjusting the utility function
of the model presented in Figure 2.1 below. Theefficients in this particular example
capture the mean effect on utility of alternatspeecific attributesq, %, X3, X In the
example below, xepresents the travel time associated the alternative “car”, wide
the travel time associated with chaasi‘train”. Then, xrepresents the cost of driving
a car andu indicates the fare associated with travelling by train. The researcher must
also specify if the attributes are genesicalternativespecific In this example, 1 is
generic as it appears in both utility specifications, while the othare alternative-
specific 1captures the mean effect of travel time on utility, whideepresents the
effect of car travel cost on utility. Following the collection of surdaya, the model
parameters that capture the mean coefficients for “car” and “train” can be estimated

by the researcher usingstatistical softwar@ackage

29 Bliemer, M.C.J., Rose, J.M., ‘Constructing Efficient Stated Choice Experimental Designs’,
Transport Reviews, Vol. 29, No. 5, 2009588
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Once the utility functions have been specified as described above, the design
matrix is populaté using a specific type of coding scheme. “The most common ones
are design coding (0, 1, 2, 3, etc.), orthogonal codinat, 1§} for two levels, {,0,1} for
three levels,f3,-1,1,3} for four levels, etc.), or coding according to the actual attribute
levelvalues:®° In the below example the experimental design coding is orthogonal. In
this example, each attribute has 2 levels respectively. THésevalues are later
replaced with actual attribute levels of the design. Looking at the first row of the
expermental design, a 12’ for x» indicates a cost of $1 for the car alternative. The third
row contains a “1” underxxo indicate a cost level of $1.50 for choosing a car. For a
“good” design, the levels of attributes must vary sufficiently between alternatives and
across the choice tasks to isolate the effect on utility. Effectively, the research wants to
know the contribution thaeach attribute has othe overall level of utility. The
underlying experimental design therefore determines the quality of the survey data and
precision of parameter estimates. The final data set is the product of any design
assumptions, such as the attributes and attribute levels chosen by the researcher.

Figure 2.1 — Experimental design process

(Ngene Manual 1.1.1, ChoiceMetrics 2012, p. 57)

The stated preferences methodology outlined by Louviere et al. (2000, p. 255),
states that the researcher must firstly define the unique study objectives of the choice
experiment. The study objectives must be supported by a combination \@ntele
theoretical, qualitative and quantitative evidence. This facilitates appropriate selection
of the key attributes that are known to have at least some effect on consumer behaviour
and the choices they would make in the-tgafld. After defining the study objectives,

30 Ngene Manual, version 1.1.1, 2012, p. 59
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researchers can choose hatiributes are allocated within the design matrix by
following one of several methods in experimental design theory. Typically, researchers
choose to adopt either an orthogonal or efficient design approach.sSigedarimarily

differ in the assumptions imposed by the analyst, specifically on the type of correlation
structure between attributes in the design maiWe discuss this in greater detail
further below.

Let us consider the trends in the literature ia ttontext of the typesef
experimental designs being used for survey data collection.

A common application of SC studies is to design policy and/or evaluate the
efficacy of policies in achieving company objectives. This requires an understanding of
the expected consumer valuation for products that are not yet available on the market.
In light of increasing global pressures to reduce carbon emissions, transportation
economists have turned to discrete choice experiments to analyse preferences and
prospectivedemand for alternative fuel vehicles (Achtnicht et al. 2012, Hackbarth &
Madlener 2013)A recent study by Hackbarth and Madlener (2013) is one of many
published papers that contributes to the already vast DCE literature in transportation
studies. The sapte of 711 German drivers answered a web based survey on choice of
vehicle. The questionnaire presented the participants with 15 hypothetical choice
scenarios in addition to sociodemograpipuestions. The authors’ choice experiment
applies a mixed logitpecification which allows them to explore expected willingness
to-pay for different vehicle features and simulate how changes in these characteristics
will likely affect market shares. The findings from the study seek to improve policy
design by the Germagovernment to effectively shift households’ consumption
towards more fuel efficient automobilddowever, the authors do not provide further
information on the chosen experimental design for the study.

Choice experiments are also prevalent in healthdaies because they are
effective at addressing various policy issues (Bekkerb et al. 2012). DCEs in
healthcare were first used to value utility enhancing features of patients’ experiences,
such as waiting times or friendliness of the staff. Applicetiof SC studies to date
have stretched across a wide range of policy issues. For example, using an orthogonal
design, Marti (2012) performs a discrete choice experiment to determine preferences
for smoking cessation treatments. The 131 selected respsnabatanswered the
guestionnaire were cigarette smokers and were also asked to provide sociodemographic

information. The respondent information was used to segment preferences using the
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mixed logit model. The orthogonal design produced a total of 16 chibicdions that

were divided into two separate blocks of 8 questions. The two blocks were then divided
among the respondents. Therefore, an individual respondent faced 8 hypothetical
choice scenarios on their preferred medications, which were diffeezhbigtmeasures

of price, expected sideffects and drug effectiveness.

BekkerGrobet al. (2012) undertook an extensive literature review of DCESs in
health economics. The authors find that the primary aim of choice experiments in
healthcare economics ie tlerive monetary measures as performed by Marti (2012).
Such measures include WTP estimates for different medical products and services to
measure the relative importance of time, risk and health outcomes as captured by the
underlying differences in feates of the alternatives presented to respondents. The
studies reviewed by Bekk&rob et al. (2012) that cover relevant information on
experimental design, have predominantly used variants of orthogonal designs. More
recently however, there has been atgbifvards the implementation of DCEs that use
a D-efficient design strategy. The authors’ review of the literature demonstrates that
health economists are continuing to contribute to the ongoing evolution in experimental
design theory by progressively ackviedging the importance of introducing design
efficiency in the construction of their DCEs.

Instead of relying on traditional orthogonal designs, researchers are making
increasing use of more flexible econometric models and-stdtes-art D-efficient
designs. Louviere et al. (2011) and Bekig&pb et al. (2012) stress that the lack of
detailed publications on DCE methodology and lack of-pesttice guidelines remains
one of the biggest challenges for applied researchers undertaking a stated etipice st
This issue arises because there is no ‘@mrefits-all’ approach in the design of
discrete choice experiments. This creates confusion over the optimal choice of design
for a given context and publications frequently omit information on the exp#ame
design used to collect the data. This is problematic because the experimental design
plays a pivotal role in the accuracy and effectiveness of the stated choice study.

In addition, bespractice guidelines are ever evolving, thus making them a
movingtarget for researchers (Louviere et al 2010). This is largely due to the fast paced
evolution of this dynamic field, where inevitably stafiepractice lags behind the
approaches that are currently statg¢he-art (Louviere et. al. 2010, Bekk&@robet al
2012). As a result, there is limited guidance on the appropriateness of outlining specific

behavioural and statistical assumptions in a given choice experiment (Louviere et al.
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2011). Throughout different fields of study, academic literature on DCHy wdfer
sufficiently detailed information on why specific assumptions were imposed, nor do
they reveal important details on the overall process taken for design generakmn.
mitigate these risks and to improve the accuracy of the results at thatestistage,

the researcher must have wedfined research objectives and gather appropriate
gualitativeevidenceat survey design stage (Bekkdrob et al. 2012)In addition, here

are a number of dedicategsearcherghose work focuses on methodolcgjiconcerns

in choice modelling experiments (Louviere et al. 2000, Bliemer & Rose 2009, Scarpa
& Rose 2008, ChoiceMetrics 2012). In addition, we refer to thesUBOmpetition
Commission’s (2010juidance report addressing methodological concerns inrdas a
Combining the sources of evidence outlined above we note the following essential steps
in determining the survey’'s experimental design (unrelated to sampling and data
collection methods). The researcher must:

0] define the study objectives

(i) select the eonometric model that will be used once data is collected

(i)  choose between creating a labelled or unlabelled SC experient

(iv)  perform qualitative research and undertake a pilot study to select DCE

alternatives, attributes and levels to include in the desigtrix and
define the number of choice situations to present to study partigipants

(v) evaluate, compare and select an experimental design that incorporates

all the desirable properties and required assumptions to achieve the
study objectives outlined during the first stage of the experiment
(Louviére et al. 2000, Bliemer & Rose 2009, Scarpa & Rose 2008,
Competition Commission 2010)

In the first chapter we addressed point (i) by definbng study objective:
evaluate, in a realistic settingthetherloyalty schemediscountsdetermine (or not)
consumersthoice of retailein the UK groceries markeThe next section addresses
point (i) above. Waliscussalternativediscrete choice models and in doing so derive
McFadden’s (1974) conditional logit and providesaitension to the mixed logit model
by following Train (2009). We conclude that the mixed logit (“ML”") is our preferred

31 A labelled choice experiment defines alternatives with a name or brand. A&thhkd#irnative would
be defined as “German car” or “American car”. Alternatively, an unlabelled choice experiment defines
alternatives as A, B, C...etc. or 1, 2, 3...etc.
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specification for the estimation of data because it is the least behaviourally restrictive
compared to the alternatives.
2.3  Selecton of the Econometric Model

When choosing between econometric models at survey design diages,
researcher must decide which model will be best suited to achieve the research
objectives (Train 2009, p.19). The different models used in DCEs are diié¢eery
their distinctive choice probabilities that are used to estimate the data (Rose et al. 2008).
Hence different types of data will be more suited for a particular discrete choice model.
We note that thenethodologyoutlinedin this paper is formulat for both the mixed
logit and McFadden’s (1974) conditional logit models as they share a common
functional form.

The conditional logit (“CL")model is the se@alled workhorse of discrete choice
models as it has been by far the most widely used in DGlvigre et al. 2000, p. 65).

In the literature, researchers sometimes refer to the conditional logit model as the
multinomial logit model because functionally, the multinomial logit model can be
expressed as the conditional logit. While the conditionat lngdel has been widely
used, it suffers from certain restrictive properties such as the key assumption that
consumers are homogenous in their preferences. On the other hand, the mixed logit can
be adjusted to approximate any choice model by varying some of the assumptions
imposed (Train 2009, p. 19). Hence, the main distinction between these two models is
that the mixed logit offers significant advantages in terms of flexibility in
accommodating a variety of preferences. Advances in computational digmpdived

the way for ever increasing use of simulation based methods in discrete choice
modelling as required by the mixed logit model (Train 2009, p.134). Below we explain
how the conditional logit can be extended to the mixed logit specificatiaamngom
parameter$ogit, to accommodate less restrictive statistical properties.

Following McFadden (1974) and Train (2009), we derive the conditional logit
and the extension to the flexible mixed logit. McFadden’s conditional logit model can
be derived by assuming Lancaster’s objective characteristics interpretation of utility.
Recall that this approach assumes that the characteristics of products and services
generate utility for consumers, not the product or service itself. When using survey data,
each imividual choice situation faced by the respondent is treated as a choice moment
at time twheret = 1,..., t. Data constructed from a stated choice experiment represents

a form of panel data because each hypothetical choice scenario is treated as a moment
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in time. The choice probabilities are then derived by capturing that variability in
preferences over the repeated set of finite choices. We provide the extension of the
model to panel data after firstly deriving the basic behavioural model below as defined
by Train (2009).

Both the conditional logit and mixed logit models are part of a wider family of
random utility models ("RUMs”) and can be derived following the same approach.
RUMSs are founded on the principles of ordinal preferences with origins fromeitie N
Classical theory of individual choice (Bately 2068McFadden adapted the RUM to
practical applications and “reconstituted RUM from a model of an individual engaged
in repeated choices, to one of the choioésa population of individuals3® The
intuition behind the approach can be described as follows. Firstly, we assume that the
researcher observes that decision makehaooses between available alternatives J
However, we also assume the researcher is unable to observe the actual amount of
utility the decision maker gains from making that particular choice. Instead, the
researcher observes the set of choices made by individual respondents over the set of
choice situations. By selecting a specific alternative, the individual obtains a level of
utility that can be expressed by the observable characteristics of that chosen alternative.
This utility can be defined as7; y where j = 1,...,JTherefore, the choices made by
respondents represent relative utility differences between alternatives and the different
attributes, instead of absolute utility.

The underlying approach assumes utility maximising behaviour,ebiighe
respective decision maker will choose the alternative that maximises his or her utility.
The decision maker knows the utility he or she obtains, however this is not observable
to the researcher. The behavioural model is derived by assuming ¢haataei will
be chosen if and only if, 75 > 74y EFM EThe set of observable attributes faced by
the decision maker and also observed by the researcher, can be represented by a vector
xj Ej. In addition, the researcher can observe some of the decision makers’ individual
characteristics denoted as Bhus we can derive a functional relationship which relates
the observable factors to the decision maker, with a funcBopz & Tsv Q). This

function is known as the representative utility function.

32 please refer to Bately (2008) for further information on the theoretical underpinnings of RUMs.
33 Bately, R., “On Ordinal Utility, Cardinal Utility and Random Utility”, Theory and Decision, Vol. 64,
Issue 1, 200&.1
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As pointed out by Train (2010, p. 15) Wl often depend on parameters that
are unknown to the researcher and mustdignatedusing quantitative method#és
the researcher cannot observe utility in its entrétys assumed that ;4 M 8,y
However, ulity can be decomposed to derive a decomposed utility funcligr=
8 v+ YiyWhere Y, yepresents the unobserved segment of utility that is pargbut
not captured byg; y We treat Yas random becausestinknown Ealternatives. The
random component represents the unobserved influences that are also determinants of
choice. The joint density of random vectdt = ( Ys,..., iy is a function BY). This
density is necessary to make Ipabilistic statements about decision makers’ choices.
The density function can be derived by assuming that the probability that the decision
maker n chooses alternative:i is
2 Probk7s5 7svE Mio
=Prob k8 g+ % 8 v+ YavE Mio
= Probk¥%vF Y45 80F 8yvE Mio
Using the density function of the unobserved portion of utility we can derive
the probability density distribution expressed as an integra

2= ProbkY%iyF Vi< 8¢F 8vEj Mio

+ kY%yF Yax 8 uF 8,vEj Miok Y, @%

Here € ®is the indicator function which equals 1 when the above expression
holds true and 0 otherwise (Train 2009, p. 15). Hence the stegpypnsalata must
also be arranged with “0” representing the rejected options, while “1” indicates the
chosen alternatives. Different assumptions about the distribution of the unobserved
portion of utility determine the resulting model and functional form of the underlying
choice probabilities. Following Train (2009, pp. 34}, the random term in the logit
model assumes a distributional property derived in McFadden’s (1974) seminal work.
The random portion of utility B V) follows an identically and independently
distributed (“iid") extreme value distribution, or otherwise known as the Gumbel and
type | extreme value distributiofhe distribution is a limiting distributiofior an
increasing sample size that delses the distributions of maximumnd minimum
values of a sample of independent and identically distributed random variables. The
solution to the above integral is the formula for the logit model given by a closed form
expression (Train 2009, p.36):
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Following Train (2009, pp. 564) the expression can be extended to panel data,

247

of the type that can be generated using surveys. Assuming individclabases
alternativg in a given choice moment (or survey gtien)t we have the utility function
Tavg 8Bavd %Y@nd the choice probability can be expressed as follows:
Auvos
20¢ ARA T

Recall thatve arenot measuring the absolute levels of utility héne; value of
importance is the relative utility being measured using the ursiguef choices made
by individual respondenisTo measure utility, the researcher must establish what is
actually observablevhen estimating the data. A stated choice experiment requires
specification of observable characteristics attributes, their levels arftchal choices
of alternatives to present to respondents. Recall that the researcher dhsaiveses
made by respondents and the alternatolessenby responderstare defined by the
corresponding attributes of alternatives found in vectgg yhich correspondso
individual n. Thus the observed portion of utility B (0 = T, gvhere Ujis a
vector of individualspecific coéficients, or secalled weights, that are part of the
observed portion of utilityséng. The choice probabilities can be solved using
maximum likelihood because they are globally concave in parame(@msit2009,
p. 37). With the assumptiohat 83(190 = UTy pwe can reformulate the above logit
probability:

ABéuor
%06 A oo

To summarize, when applying the standard logit formula, the researcher
estimates the utilityndividual n obtains from choosing alternativat jchoice situation
t given by:

Tavy UsTaved Yave

The observed portion of utility8, v = UjTsyrepresents the utility
achieved given the chosen alternagiMey an individual respondentat choice moment
t. The expression allows estimation of parameters of utility capturétbased on the
chosen alternatives presented in a questionnaire, and these will be captured in the vector

of attributes T y for each individual. The primary advantage of the standard logit
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formula above is that it can be solved analytically. However, the conditional logit
suffers from certain restrictive properties. For example, the choice probabilities imply
proportional suligtution between alternatives and assumes the property of
independence from irrelevant alternatives (“llA”) (Train 2009, pp4@R The IIA
condition states that an individual’s choices will only depend on available alternatives
in terms of the relativeodds of choosing either alternative. The logit probability
imposes a constraint that does not allow for variation in consumer’s choice in the face
of additional alternatives and their respective attributes. Most importantly, the standard
logit will not be @le to accommodate random taste variation because it astahes
preferences are homogenous across the population. Train (2009) argues that researchers
aiming to capture additional variation in preferences should opt for the mixed logit
model.

In light of the limitations of the conditional logit, the mixed logit is a very
attractive model and has been increasingly implemented in applied research (Keane &
Wasi 2013). The ML assumes that some or all of the estimated parameteasein U
random and follow an assigned probability distribution, which most often is a standard
normal. The mean coefficients of the attributes can be simply interpreted as the mean
weights on utility of the different attributes that enter the model with respective standard
deviationsrepresenting the estimated distribution of taste among the population. This
assumption specifies that preferences are heterogeneous for that particular attribute. For
example, if we assume that the price attribute is randomly normally distributed, then
we are implying that different individuals will assign different weights to the effects of
price on their utility, whereby the differences between individuals are captured in the
standard deviations of the estimated mean coefficients. The researcher dartlspeci
type of distribution that best suits their assumptions about the data, suciasnhad)
or normal. The mixlogitommand in Stata accommodates both thenlmgral and
normal distributions which we also use to analyse our data in chapter three of this
research paper.

The mixed logit choice probability is defined as:

Sevon ) )
%o = ImBG EYU@U
(Train 2009, p. 138)
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The above choice probabilities are calculated by taking draws from a mixing
distribution B U, whereby “[t]he mixed logit probability is a weighted average of the
ORJLW IRUPXOD HYDOXDWHG DW GLIIHUHQW YDOXHV RI

,Q WKH VWDWLVWLFV OLWHUDWXUH We&HedZaZHLIKWHG
mixed function, and the density that provides the weights is called the mixing
GLVWULEXWLRQ OL[HG ORJLW LV D PLIWXUH RI WKH ORJL
I DV WKH PL[LQJ GLVWU L E XW4drRxQig Tiaini2009) parl i)
discrete, normal, triangular or alternatively uniform. Thus given a suitable choice of
mixing distribution, the mixed logit is able to accommodate any form of utility
maximising and nomaximising behaviour (Train 2009, p. 136). Assuming that
density of Uis normal with mean b and covariancetté choice probability becomes:

ABéuor

207 J—“FmBCH(UZ%@U

The researcher chooses an appropriate distribution for each of the respective
attributes that enter the model and estimatasdyV. Bothb andWdescribe the density
of U and are the parameters of the distribution that can be denoédd@rasn 2009, p.
136). For panel data, the mixed logit probability will be the unconditional pidlgabi
of a sequence of observed choices over time peridas survey data this will be the
sequence of choices made across different hypothetical choice scenarios. These
preferences vary across decision makers but not between choices made by anlindividua
decision maker. Thus the unconditional probability is derived by calculating the
productof logit formulas to capture the sequences of choiaaad by the decisien
makem. As we are calculating the product of the logit formula, we are using the produc
RSHUDWRU UHSUHVHQWHG E\

] ! Abeuos
W= N Rl
c@d

The unconditional probability for the mixed logit using panel data is the integral of the
above product of logit formulas. Calculations arade using simulation methods
because the integral does not have a closed form solution unlike the standard logit
formula. The choice probabilities will be evaluated over the valuesising/a density
function B ) §. As mentioned above, given a sfiiectlistributional assumption for

the density ofJ arepresents the underlying parameters of that distribution i.e. means
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and standard deviations. Thus we can calculate the choice probabilities by integrating
the following function:
%3d==x5UgUVU3y@U

The estimation requires simulation methods and is founded on the maximum
likelihood estimator which has a convergence criterion to the true value of the
population (Greene 2008). We will be using Stata andrixégit command written
by Hole (2007) to estimate the data. To fit the ML specification, the data is estimated
by taking draws from an underlying distribution which the researcher can specify. This
includes the type of distribution and the number of replicatiois parameters’®
where the th draw is taken from the density distribution functigrl)®). The mixlogit
command accommodates both the normal andhtwgial distributions. For example,
the lognhormal distribution may be specified if the researcher knows faindhat a
particular parameter will not contain any negative values (Hole 2007). The analyst can
compare whether a given distribution will improve the model fit by estimating the data
under different assumptions. Following Train (2009, pp.148) and Hole (2007) the
log-likelihood function for the model is.( d = Ag@-b H 2 ( d and the simulated leg
likelihood function below requires takingdRaws from the assigned distribution of the

parameters:
. . © 1. E
5..(09 =1 HY I
a4

5( )"
@b

Compared to the standard logit, whidlows for a closed form expression of

a

the integral containing the probability density distribution, the mixed logit estimation
procedure requires decomposition of the density function of unobserved portion of
utility B Y4) into two parts. The firstamponent contains the correlations in the data
and the other follows an iid extreme value distribution like inGhenodel. This first
component can be assigned to any distribution and can therefore approximate any of
the other choice model types. By deqmsing the unobserved component of utility
into two parts, the mixed logit is able to accommodate measurement of random taste
variation to capture heterogeneity in the population.

We also note that thevo mainmodels (conditional logit and mixed logit) that
have been outied in this section accommodaiestestimation procedures. Namely,
forecasting, calculations of elasticities of choice and willingtegsy estimates for

service and product characteristics (Louviere et al. 2000, pplb5-he nexsection
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review different approaches used to generate and evaluate carelgaténental
designs including those which accommodaterditional logit and mixed logit models.
24 Choosing an Experimental Design

In this section we focus otwo goproachedn experimental design dory:
orthogonal and Exfficient In discussing these two alternatives, wa¢e that there are
associated tradeffs between these types of desighke orthogonality property has
often been considered the traditional aratesdf-practice approach (Bliemer & Rose
2009). On the other hand, efficiendgsigns offer an attractive alternative orthogonal
designs. Hiciency designs accommodate various discrete choice model forms at the
survey design phase which can lead to irtgpdrimprovements in the precision of
parameter estimates (Bliemer & Rose 2008)addition, efficiency based designs
reduce the sample size requirement needed to obtain robust parameter estimates.
Below, we outline these two main approaches and theiesmonding limitations In
doing sowe place the most emphasis orefificient designsvhich we note on balance,
offer the most flexible and attractive solution for the design of a discrete choice
experiment. The techniques discussed in this sectionapglied using the Ngene
software in the context of the designs of the pilot and final surveys.

Recall that the experimental design, defined by the design matrixXxx],
contains the combinations of alternatives, attributes and their respective Isvels a
assumed by the analyst (Ngene Manual, p. 89). The design matrix itself is used to
populate the questionnaire that is presented to survey respondents (Bliemer & Rose
2009). In the previous sections we defined the experimental design of a stated choice
experiment as representing the underlying combinations of characteristics that produce
a given choice moment i.e. the survey question. The choice tasks that are presented to
respondents over the course of a questionnaire, are derived from the underlying
experimental design that the researcher manipulates at survey design stages. Choice
experiments that do not require many alternatives, attributes and levels can be obtained
using a full factorial design (Louviere et al. 2000, pp88J-

The full factorial ofan experimental design describes all possible combinations
of attributes and all of their respective levels. However, full factorial designs are rarely
used in practice because of the large set of choice situations that are required. In
addition, the apmrach does not eliminate strictly dominant choice situations nor
unrealistic ones. The choice situations produced by a full factorial design will depend

on the number of attributes, attribute levels and alternatives. In practice, the final
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number of choice tasks is generally extracted from the full factorial design that contains
the universal set of all possible profile combinations (Louviere et al. 2000, p. 90).We
follow Bliemer and Rose (2009) and the Ngene software mé#rtoaéxplain how to
derive an efftient experimental design. As previously defined, during each survey
guestion t, survey respondeiishoose the preferred alternative out adthl number

of alternatives over a total of Jurvey questions. The alternativesiré assigned jK

number of atibutes and each attributéb - yhas k number of levels. The number of
choice situations Treated by a full factorial design will bel & A/é@; A’é@; Mo

Considering the above mathematical expression and product operatsizethe
of the design will be increasing in the number of attributes, levels and alternatives
chosen by the researcher. For example, if we have a designw&laliernatives, each
alternative has 3 attributes and each attribute has 4 levels, the ddsigrogiice a
total number of survey questions T = (4*4*4)*(4*4*4) = 4,886While a full factorial
will be suitable for simple experiments, in practice, the total number of choice situations
generated by a full factorial will produce too large a choice set for any one respondent
to handle (Louviere et al. 2000, p. 90, Bliemer & Rose 2009). This concern can be
overcome by implementing a fractional factorial design. There are different types of
fractional factorial designs with corresponding assumptions and requirements that can
be imposed by the analyst. The process of constructing the experimental design from a
full factorial is presented under Figure 2.2. The diagram below shows that “car” and

“bus” are the relevant labelled alternatives, whereas “timd’“anst” represent the
attributes of these alternatives that vary respectively according to specified levels within
the design i.e. magnitudes of the attributes.

Figure 2.2 — Process of generating an experimental design

34 Ngene Manual, ChoiceMetrics, Version 1.1.1, p. 63, 2012
35 |bid.

83



Design Process: Full Factorial Ekperimental Design AEhoice Situations
(Bliemer & Rose 2009)
Firstly, to obtain good quality SP data, the survey design must reflect reality and
equally must be able to isolate the individual contribution of each attribute on utility.
Therefore each alternative within a given choice task must exhibitafégd® the eyes
of the respondent and should vary sufficiently across choice tasks. For example, in
every choice task, no one alterative should be strictly dominating the other (Bliemer &
Rose 2011). Funermore, the design must exhibit sufficient variation in attributes and
levels throughout the survey questions (Louviere et al. 2000). To achieve the outlined
requirements, researchers can rely on different approaches, each with their respective
strengthsand weaknesses. There are various fractional factorial designs, including
orthogonal, random and different variants of efficiency based designs. In this paper we
focus on Defficient designs as they are the most widely accepted in efficient design
theory ompared with other measures (Bliemer & Rose 20B8jore discussing D
efficient designs in greater detail we consider a more traditional approach and
associated limitations.
Prior to the emergence of efficient designs, orthogonal designs were commonly
usal in applied research because orthogonality is akmelvn statistical property that
is very desirable in linear models. A design is said to be orthogdnialsatisfies
attribute level balance and all parameters are independently estim#u@rthogona
designs are generated by imposing the property of orthogonality on the attributes
contained in the columns of the design matrix (Bliemer & Rose 2009). The property
was initially incorporated into SC designs because orthogonality has established
statisti@al advantages found in linear regression models (Bliemer & Rose 2009)
The variancesovariance (“VC”) matrix of a linear regression model is given by
8% &9 : M]75 where &%is the model variance anddéfines the matrix of attribute
levels in the design or the matrix of data to be used in estimation (Bliemer & Rose
2009). When the matrix ¥ orthogonal, the elements of the VC matrix are minimised.
This property ensures that the design does not exhibit multicollinearity and that the
stardard errors, (i.e. square roots of the sample variances) are minimised. When

generating an orthogonal fractional factorial from the full factorial, orthogonality can

3¢ Ngene Manual, p. 64, ChoiceMetrics, 2012
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be maintained only to an extent because a fractional factorial design will create its own
specific correlation structure within the design matfix.

Orthogonality however, is not necessarily a desirable statistical property in the
context of DCEs because discrete choice models arémean-by definition (Bliemer
& Rose 2009). Compared to-€fficient designs, the only clear advantage of using an
orthogonal design is that it does not require a pramsumptions on the parameter
values at design stages. Firstly, orthogonality does not ensure that a design excludes
behaviourally implausible choidasks. In these situations the design can be manually
manipulated to remove implausible scenarios. However, these types of adjustments can
distort the desired orthogonal correlation structure of the design (Bliemer & Rose
2009). In linear models, orthogonality is advantageous because the correlation structure
prevents multcollinearity and minimises the standard errors of parameter estimates.
While this holds true for linear models, the property of orthogonality will most likely
not be appropriate for theondinear econometric models used at estimation stages,
namely the mixed logit (Bliemer & Rose 2009). We explain below that the asymptotic
varianceeovariance matrix associated with the family of discrete choice models is
calculated differently. Due tdé limitations of the orthogonality property in discrete
choice models, researchers have instead suggested the efficiency design approach may
be an improvement (Bliemer & Rose 2009, Scarpa & Rose 2008, Quan et al. 2011). As
a starting point, we provide an overview of the theory of efficient designs.

The “efficiency” of the experimental design refers to the expected standard
errors of parameter estimates within the asymptotic variemeariance matrix (Quan
et al. 2011). By definition, data obtained using efficient design will produce
parameter estimates with the lowest possible standard errors. These designs are
generated by incorporating the functional form of the specific econometric model at
survey design stages. Hence, this method integrates tistichproperties of non-
linear discrete choice models before any data is collected. There are several algorithms
proposed in the literature that evaluate candidate designs based on restrictions imposed
by the analyst. The algorithms that can be used/atuate designs using the Ngene
software are reviewed later in this section. The evaluation compares designs to locate

the “best” design that will produce the smallest standard errors during the estimation

37 Louviere et al (2000) outline a detailed approach for deriving orthogonal fractional factorial designs.
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stages (Quan et al. 2011). We will now outlinevhedficiency can be measured by the
researcherwhen evaluating candidate designs. We also consider the types of
assumptions that can be imposed on the experimental d&sign.

Efficiency in experimental design theory, refers to the standard errors contained
within the asymptotic varianesovariance matrix of the model. The metric used to
compare designs is the value of the determinant of the asymptotic vec@razeance
matrix. Thus to calculate the relevant measure of the efficiency of a design, thet analy
must firstly calculate the determinant of the asymptotic vartangariance (“AVC”)
matrix denoted by3 Let us first define the AVC @matrix for a sample of N
respondents. For the Cthe asymptotivariance covariance matrix will be axXXK
matiix that will generally depend on the experimental design [ : 4, vector of
individual choices (or survey outcomesy= d¥.gand parameter prior values
assumed by the researcher. The design expected to generate the lowest comparable
standard errors for parameter estimates should be the preferred design. Candidate
designs are evaluated by comparingEnstatistic of each unique AVC matrix which
assumes a single hypothetical respondent3seThis approach produces a single
statistic to facilitate the process of design compariaadsve explairthis pointfurther
below.

As previously noted, the asymptotic variatoowariance matrix is not
equivalent to that of a linear model’s VC matrix. In this case, the maximum likelihood
estimator (MLE") of the AVC matrix for the CLmodel is the negative of the inverse
of the expected Fisher information matrix (Scarpa & Rose 2008). The Fisher
information matrix itself contains the second order derivatives of thékieighood
function of the CL The same procedure applies to the mixed logit model. The
researcher must evaluate the information matrix that corresponds to the mixed logit
model to achieve higher levels of efficiency for parameter estimates (Sandor & Wedel
2002). This procedure can be armreted either as maximising information or as
minimising the variance and standard errors of the parameter estimates in the AVC
matrix. As shown by the function below, the AVC is derived either analytically or using

simulationmethods by taking the nedive inverse of the expected second derivatives

38 The approach and adapted notation we present is largely taken from Chapter 7 of the Ngene Manual
(2012) which summarizes the literature on efficient design metbhgygo
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of the loglikelihood function of the discrete choice model’s functional form that was
outlined in the previous section (Bliemer & Rose 2009):

0°H. |

ouw

. L ?5
AVC= 3kU Ty 9= B okl Ty oL = H

With the model specific logikelihood function L
¢ i A
(550=1 1T 1T Uelpg 2k, U
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The matrix is in effect populated by the researcher at survey design stages who
selects the relevant abiutes, levels and the prior values to be assigned to parameters
in . In other words, the AVC matri8c will depend on the underlying experimental
design: = [ : 4, parameter values and the outcomes (responses) of the survey i.e.
choice indicatois ;= | ¢ that can take on values of 0 or 1. In other woregs, ylll
be equal to 1 if respondentchooses alternativeduring survey question &nd equal
to O otherwise. As a result, and contrary to orthogonal designs, researdieng o
generate efficient designs must make assumptions about prior parameter values
calculate the second order derivative of thelikglihood function and to derive the
AVC matrix. As the researcher does not know for certain the valueheforshe must
make an assumption on parameter value priors which we can denoteTae U
assumptions the researcher makes on these prior parameter values will have a direct
impact on the quality of the design and precision of final parameter estimates.

To achieveunbiased and accurate estimates during empirical analysis, the
assumptions made during the design of the DCE must be as consistent as possible with
true population parameter values i.e. the means and the variances of explanatory
variables in the utty function (Bliemer & Rose 2011). Generally, when designing the
choice experiment, researchers have at least some information on parameters, either
from previous research or theoretical underpinnings, which will allow them to assign
prior values to thenodel parameters (Scarpa & Rose 2008). Incorporating at least some
information on the parameter values enables the researcher to better allocate the
attribute levels within the design of the stated choice experiment (Bliemer & Rose
2009). This will delive important efficiency gains in the design of the DCE, even if
these are either small positive or small negative prior values (Scarpa & Rose 2008).
There are two possible approaches to derive the AVC matrix; analytical or using Monte

Carlo simulation techigues. The above lolikelihood function is the same for both
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the standard Cland ML models and as a result, only the resulting choice probabilities

of the respective modelg; . are different (ChoiceMetrics 2012, p. 90).

Researchers have also definother criteria for choosing between designs that
follow a similar approach to the-Brror metric. These approaches impose different
efficiency requirements, including but not limited to, minimising the standard error,
accommodating willingnes®-pay esimation and minimising the sample size
requirement. Regardless of which measure is chosen, any attempt to minimise the
elements contained in the expected AVC matrix will minimise the expected asymptotic
standard errors of the design (Bliemer & Rose 2009). For the purpose of our DCE, we
focus on the most widely accepted measure found in current literature for evaluating
efficiency designs.

This method requires the researcher to calculateear@ estimate by taking
the determinant of the expected AVC mathat we outlined above (Scarpa & Rose
2008). Once the expected AVC matrix has been defined by the researchestatistic
can be calculated by assuming INé-.e. a single respondent) because it is much easier
to evaluate designs based on a single value (Scarpa & Rose 2008). The designs derived
using the DBerror criteria are referred to asdificient designs. The design with the
smallesD-statistic out of all possible designs is referred to asoatidnal design (Rose
& Bliemer 2013). Due to the miitude of possible combinations of attribute levels for
any given design it may not be possible to evaluate tHezr@ for every single
candidate design of a given stated choice experiment. Hence it is the relative size of the
D-error that will matter in the SC experiment. FollowBigemerand Rose (2009), we
drop the rsubscript as we assume a single hypothetical respondent dbekthar can

then be defined as:

D-error= det @ BE@UOK“
As noted above, the AVC matrix is aXKK matrix and for the Berror to be
independent of the size of the problem, therr is normalized by the poweig

(Ngene Manual, p. 92). There are three variants of teer@ statistic most commonly
used by researchers. These approaches differ in teeotyynowledge that will be
required to set the prior values. Equation (i) below is thertr (zfor “zero) which is
calculated by assuming that the parameterSane fixed and all have zero coefficient

values i.e. that a particular attribute haszeffect on utility. Researchers have found
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that specifying norrero parameters can significantly improve the efficiency of a design
compared to using simple zero value priors (Huber & Zwerina 1996). Thus,
alternatively researchers can obtain an estinate fOy-error (pfor “prior”) which
requires that the parameter valuesUbe fixed, norzero and known with certainty.
The equation in (ii) below provides the variant for fixed zene priors.

On the other hand, researchers may want to address uncertainty over parameter
priors. In this case, the alternatidg-error (bfor “Bayesian”) should be used. Unlike
other D-efficient designs, BPefficient designs require the researcher to assume a
distribution that contains the parameters prior value means and variances i.e. the range
of possible values that a given mean coefficieart take. For the Bayesiandpror
computation, priors@are assumed to be random variables with a joint probability
density function that can follow either a normal or uniform distribution. Normal and
uniform distributions have generally been the only type used in the literature so far
(Ngene Manual, p. 92). This approach can effectively incorporate uncertainty over the
assigned parameter prior values. These three alternatstatiBtics are presented
below with 3;indicating an AVC matrix which assumes N = 1 respondents.

Variants of D-efficient desigs:

() Fixed zero prior values D-error= det k34X,0) d*
(i) Fixed non-zero prior values Dp-error= det k34X, J o
(i)  Bayesian prior values Dy-error= i det @3, BoA' 1 k&-ao@d

(Bliemer & Rose 2009)

The primary drawback of an efficient design is the need to assign prior values
to parameters at the design stages. Any assumptions made during the design stage,
including specification of priors, will influence the statistical efficiency of the design
(Scarpa & Ree 2008, Quan et al. 2011). In this context, the generation of an efficient
SC study must be adapted to the research objectives on a case by case basis (Quan et
al. 2011). Bliemer and Rose (2009) test whether misspecification of priors leads to
significart reductions in efficiency of a desiglowever, he authors find that even
with significant differences between specified priors at design stages and true
population parameter values, the Designs performed well and remained more
efficient than orthogaal ones producing relatively more robust parameter estimates

with comparably smaller standard errors. In most choice experiments, researchers will
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not know with certainty that the specified prior values are entirely accurate. After all,
there would be no point in undertaking the SC study if parameter estimates were known
with absolute certainty. At the same time, prior values play a central role in the
generation of efficient SC designs (Bliemer et al. 2008).

Considering the concerns over prior value aacyy researchers may wish to
control for this uncertainty during the experimental design process. In this context,
Bayesian designs offer a particularly attractive solution because they can accommodate
the uncertainty about the true value of the paramesémates in the form of a
distributional assumption instead of imposing strict fixed prior values on the design. To
evaluate the expected efficiency of candidate designs requires taking numerous draws
from the underlying distributions of the priors which are usually assumed to follow
normal or lognormal distributions (Bliemer et al. 2008). The process takes draws from
the distributions of parameters using simulation methods. The statistic used to evaluate
BayesiarDyp-efficient designs is provided in eqigat (iii). While all approaches require
a search algorithm to evaluate different designs, to derive ghear@r will require
additional simulation procedures and computational burden.

There are several simulation procedures that can be used to evajuate D
efficiency which evaluated in detail by Bliemer et al. (2008). Irrespective of the
simulation procedure used to find a design, the structured approach remains the same.
Referring to the guidance of Bliemer et al. (2008), the approach for Bayesian
approxinmation in experimental design generation is outlined as follows:

0] TakeR draws from the specified random distribution of parameter prior

values to obtain a possible parameter value ;

(i) the D-error is calculated for each of the parameter valyes U

(i)  theDyp-error is given by the averageddror calculated over the different

parameter values.

The simulation procedures that take draws from the underlying distributions of
model parameters tend to differ in the way that draws are taken from the prior
distributiors; usually either systematic or random draws. Equally, the convergence rate
of these simulation procedures will be different. Bliemer et al. (2008) test the
performance of available simulation procedures by considering their ability to
approximate the Perror to the true efficiency of the design and their speed. The
different simulation methods are tested using the, ®ut the results and

recommendations presented by the authors are also valid for the mixed logit model. In
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the literature, researchers have mostly used Pseaddom Montel Carl¢"PMC”)
simulation to derive Befficient designs. The PMC simulation procedure takes R
independent draws for each of thgplrameters from their assumed prior distribution.
The researcher specifies the number of draws that should be replicated. Then the D
error is computed for each of the draws and then the averageor can be calculated.

The process can be desmil as taking draw&d? = E@é’ @A_é) CN=

1,..., 4, from the prior random distribution whettee probability density function has

K number of parameterky, k@ﬁ}\po PMC draws are taken in a random fashion. This is
contrary to the deterministic draws of an intelligent structure attributed to quasi random
Monte Carlomethods. Randomness found in PMC methods may not always be a
desirable property making the alternative quasi random sequences an attractive option.
In ther paper, Bliemer et al. (2008) find that PMC methods perform much worse in
finding designs close to their true efficiency value than the alternative quasi random
Monte Carlo methods which include both Halton and Sskgluences.

Regardless of the sequence tymucing the number of draws will always
reduce the accuracy of the model efficiency estimatesipgared to other procedures,
Halton and Sobol sequences require fewer draws to achieve convergence to the true
value of the design’s {&fficiency. The pmary difference is that Sobol sequences offer
more coverage of the differentriumber of attributes and their dimensions. Thus
although they are functionally similar, the Sobol sequence will tend to converge to the
true value of the efficiency measure cker than when using Halton draws. The
distinguishing features of the different sequences are outlined in detail in the paper of
Bliemer et al. (2008). The Halton and Sobol sequences, among others, are available as
part of the Ngene software.

To addressame further concerns over uncertainty, Rose et al. (2009) propose
the model averaging approacfor evaluating and selecting experimental desijns.

This approach accommodates a variety of designs in the calculation of the d@erage
error, namely the prefexd Dp-error incorporating Bayesian approximation. Using the
Ngene software, this can be achieved by specifying several slightly different utility
functions within the programming syntax. For example, the researcher may not know

whether they will want to @sa basic conditional logit or mixed logit model to estimate

39 The model averaging approach for creating efficient designs is supported by Ngene.
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their data. The model averaging approach accommodates this uncertainty by allowing
the researcher to specify both these models when evaluating candidate designs. The
efficiency measure will be &m be the average-error of the design. The researcher
can also assign weights to each of the utility specifications on the basis of their most
and least favoured utility specifications. The efficiency measure will then be the
weighted averagP-error of the design.

On the basis of the procedures described to this poiaffilent designsan
be computationally intensive to generate. However, they offer empirically attractive
features Let us now consider their impact sample size requirementNotonly do
efficient designs minimise standard errors of estimated parameters, there is also exists
an inverse relationship between the sample size requirement and statistical efficiency
of a design (Rose & Bliemer 2013). Traditional theories of sample size requirements
for SC experiments are directly taken from general sampling theory not exclusive to
DCEs (Louviere et al. 2000, pp. 2@65). We discuss sampling methods in the next
section. Let us consider the Rose & Bliemer (20\%) suggest an alternag¢isneasure
for efficiency based desigmieveloped on the basis of samples size requirements

The authors propose a new measure to determine the sample size requirement
to achieve efficiency called thee®ficiency statistic. The authors note that efficgn
based designs, Sr D-efficient, will produce not only more reliable coefficient
estimates, but also compared to orthogonal fractional factorial designs will deliver on
cost efficiency due to the smaller sample size requirements. This result is dchieve
regardless of the specific type of efficiency measure used because the approaches both
rely on some form of minimisation of the determinant of the AVC matrix. Specifically,
the S-efficiency measure is concerned with the relationship between standasdoérro
a given design and the representative sample size requirements to achieve statistically
significant estimates. Just as foreffiicient designs, the first stage requires the
calculation of the AVC matrix of a particular model.

Contrary to the Befficiency criteria which focuses on the overall efficiency of
a design, the $8fficiency incorporates the efficiency measure for individual parameter
estimates. The process requires the calculation of the asymptatimst of each of the
parameters consideréor a particular design. With some algebraic manipulation, and
assuming a vector of prior estimaf@svith a confidence interval of 95% Rose and

Bliemer (2013) show that the sample size requirement is different for the different
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attribute parameters krom the equation we can see that the sample size requirement
will depend on the size of the predidtstandard error with respect to the magnitude of
the predicted coefficients priors. The lower bound sample size requirement is given by:

8 6
5=:Ge &0

Op RlI——=— 6
k%0

The above equation illustrates how different types of parasetdirrequire
different optimal sample sizes to obtain statistically significant estimates, with more
‘difficult’ parameters requiring a relatively large sample size. Thus #gred8imeasure
will focus on the most empirically challenging parameter ineoitd calculate the

optimal sample size and can be expressed as followsrr = min.mgx{ 0y.

Sample size estimates based on this measure are directly related to the prior
values attributed to the parameters. Hence this efficiency measure will equally be
subject to the same uncertainties as for prior value asgumspihe Ngene software
reports the Statistic in conjunction to the other efficiency criteria that have been
specified by the researcher. We note that as this efficiency measure is less conventional
than others and we therefore favour-efiiciency based design instead.

In this section we have presented the nibfferences between approaches in
experimental designin this context, we note that the evidence strongly suggests that
it is worth investing in an efficient design. Th#iciency focusedpproach enables
the researcher to obtain more accurate parameter estimates, improves their forecasting
ability and removes the requirement of a large sample size that would have otherwise
been necessary to achieve statistically significant parameteatest (Bliemer & Rose
2009). The next section focuses on other important considerations in survey design.
We review choice of search algorithms (column vs roagpects of labelled vs
unlabelled choice experiments, sample size requirements, attritugte bilance
requirements and the optimal number of choasks$ to present to respondent
2.5  Further Considerations in the Design oDiscrete Choice Experiments

When searching for a design, using computer software like Ngene, the
procedure relies on gdrithms. In this particular context, once attributes have been
specified by the researcher, algorithms aloée to systematically search through all
possible combinations of attributes and their levels by either swapping the rows or
swapping columns ohe design matrix (Bliemer & Rose 2009). The procedure allows
the researcher to locate the designs that meet the criteria they have chosen to specify,

including D-efficiency measures. Figure 2.3 below provides an example of a row
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swapping algorithm and the underlying process which evaluates designs based on a

given efficiency measure.

Figure 2.3 — The Modified Federov Algorithm

(Quan et al. 2011)

In choosing what algorithm to use we refer to Quan et al. (2011) who assess the
effectiveness of different gbrithms that can be used while generating designs. The
authors explore the main tradés between the two types of search algorithms used in
SC studies, row versus column based swapping. Firstly, row based algorithms, as
represented by the diagram abaviger speed advantages when used for the panel ML
and CL models. Secondly, row based algorithms perform better when required to
achieveutility level balance in a given design. On the other hand, column based
algorithms are better suited for finding effiot designs that necessitate attriblateel
balance. However, column based algorithms do not easily satisfy the utility level
balance property, and algorithms that swap rows are comparably less effective at
achieving attribute level balance. In light of these differences between algorithms, the
researcher must choose the algorithm that satisfies the properties that are more
favourable for the particular DCE. In addition, researchers can use algorithms which
are able to combine the two above objectives by systematically swapping rows and
columns to derive different designs (Quan et al. 2011). We now consider issues related
to labelled choice experiments.
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When designing a choice experiment, the researcher has a number of different
options in the way theusvey is presented to respondents. One of these considerations
is whether the experiment shouldlakelled or unlabelled (Louviere et al. 2000 p. 121,
Bliemer & Rose 2009)Labelled choice experiments require alternatives to be
described byrandor desciptive names whereas unlabelled choice experiments only
rely on the characteristics of the available alternatiFes example, a labelled choice
experiment on preferences for iceeams would present respondents with a choice
between alternatives labetl as “Ben & Jerry’'s” and “Hagedbaz” or for automobile
preferences alternatives could be labelled as “German car” and “American car”. In
contrast, unlabelled designs describe alternatives by their attributes only. The
alternatives can then be labelled as A, B, C...etc. or 1, 2, 3...etc.

Choosing between a labelled versus an unlabelled choice experiment is an
important component of the design process. Brand names attributed to labelled
alternatives signal additional information to respondents which canridikect effects
on choices they make betwealiernatives.Capturingthese additional behavioural
effects necessitatégrtherempirical procedures when estimating the diatgractice,
researchers have largely been ignoring the statistical effects associated with labelled
choice experimentspartly due to the added estimation complexitguviere et al.

2000, p. 120, Doherty et al. 2013). However, the behavioural effects attributed to
labelled choiceexperiments can affect the results at estimation staggshe design
process must account for this. Labelled choice experiments will typically require
additional parameter estimates and this incretsesize of the SC study at design
stages and also increases the degrees of freedom of the model (Quaalt)al.

In addition, the effects cannot be easily accounted for because they are
unobservable to the researcher and are contained in the random component of the model
(Louviere et al. 2000, p 120). For example, brand names can capture the emotional
attaciment that an individual has for a particular brand (Doherty et al. 2013). In this
context, the respondent may not evaluate the all options presented to them in a given
choice situation. When respondents do not fully evaluate options this is referred to as
“attribute nonattendanckand this behaviour can influence the DCHowever this
effect cannot be observed by the researchabelled experiments may also cause
respondents to infenformation that has been omitted in the choice experiment and this
may result in omitted variable bias (Louviere et al.2000, p. 121). We noteeykat

tracking technology in controlled experiments coptdve useful in this context, but
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this approachs beyond the scope of this papEhere is experimental evidence on the
impact of labelled choice experiments which we consider below.

Doherty et al. (2013) perform a DCE using the mixed logit model to explore
whether labelled alternatives influence respondents’ processing strategies when
answering stated choice questions. In doing so, they are able to examine the effects of
attribute nonattendance i.e. whether respondents fully evaluate the alternatives they
are faced withlt is now widely recognized that individuals differ in how they process
information as much as they diffen their preferences (Doherty et al. 2013). The
authors explore the effects of labels by examining individuals’ choice of recreational
sight. The paper finds evidence thiabels influence respondents’ information
processing strategies. The results show that a significant portion of survey participants
hadmadetheir final choice by ignoring other alternatives. The experiment also showed
that dfferent demographic groups are shown to be influenced by labels to a different
degree.

To avoid such issues, vpeopose an experimedesignwhich omits the retailer
name. Instead, weropose to provide respondents widalistic choice scenarios by
includingthe attributeswhich reflect true retailer characteristicghis brings us to the
issue of contextual raam. ne of the main drawbackd SP data are the associated
difficulties in achieving contextual realisimthe design of choice situatioflsouviere
et al. p 24). To achieve contextual realism, the reseamhst choosall relevant
attributes ancssaiatedlevels that correspond to the market or product being studied.
At estimation stages this will minimise the effects of omitted variable bias and improve
the accuracy ofesults.Thereforemarket research and pilot studies are an important
source of mformation for relevanattribute and level selection.

In preserving contextual realisnmetresearcher can alsopose constraints on
specific combinations of attributes and their levels presented to the respondents. This
avoids nonsensical scenarigh combinations such as very low prices and the best
possible quality. Even though such assumptions vialtitdbute level balancethis
neednot necessarily reduce design efficiency. The property of attribute level balance
is therequirement that all attribute levels must appear an equal number of times for
each attribute across the questionnaire (Bliemer & Rose 2009). Imposing this constraint
on the design ensures that all the range of levels will be incorporated at estimation
stages. However, attribute level balance may not produce the most efficient design

(Bliemer & Rose 2009). This is a type of restriction reduces the number of candidate
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designs from which the researcher can choose their preferred option. In addition, this
property will generally leatb designs with a relatively large number of choice tasks
when creating relatively lar§®designs (Bliemer & Rose 2009). Removing the attribute
level balance condition can actually improve the realism of a choice task. For example,
for our SC experiment &want to ensure that the most expensive retailer would never
have the lowest measure of quality. The flexibility of the Ngene software package
enables the researcher to specify these types of constraints.

Let us consider the importance of utility balameefficient designs following
Huber & Zwerina (1996). Utility balance refers to the differences between utility values
of the alternatives in a given survey question. This design property ensures that
dominant alternatives that unquestionably generatgrdgtest amount of utility are
not presented in a given choice task next to alternatives that would likely never be
chosen. This is the type of nonsensical scenario we mentioned above. The most
efficient design must exhibit some utility balance whichoawsodates just enough
utility balance between alternatives to exhibit a degree of-tvHda the eyes of the
respondents.

We previously discussed the implications of information processing in the
context of labelled versus unlabelled choice experiments. The number of questions
presented to respondents in a given survey can also influence individuals’ engagement
with the task at hand and resultant quality of responses (Hess et al. 2012, Bech et al.
2011). Respondent fatigue and boredom can induce indivithualst evaluate in full
the characteristics attributed to different alternatives whichimpgct the parameter
estimates. While it may babvious that too many choice sets can reduce respondent
attentiveness, the literature in this area is inconatusivd does not provide clear
indication with regards to the “perfect” number of survey questions (Hess et al. 2012,
Bech et al. 2011). In the literature, the number of choice tasks is usually in the range of
1 to 16 (Louviere et al. 2000, p. 261). To masresponse rates it is recommended
to keep the number of survey questions to the lowest amount permitted by the design
(Louviere et al. 2000, p. 261). Thus the key traffe to consider when choosing the
number of questions to enter a design are (a)remggthere are enough questions in

order to capture a wide range of variation in preferences; (b) avoid deterring

40 The design we use would be considered large because it has a total of 4 alternatives with 5 attributes
that include 4 attributes with 4 levels and 1 with 5 levels versusallea small design which would
only have 2 alternatives and around 3 attributes for example.
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respondents by including too many questions andav@ig increasing the likelihood
of respondent fatiguby including too many question&) respecting the degrees of
freedom implied by the number of attributes entering the model

Thus the aim of a smaller design has two objectives. Firstly to improve response
rates, and secondly to reduce potential response bias that arises if respacddots f
many questions. The process that determines the minimum amount of survey questions
to achieve sufficient variation in the data, depends on the type of experimental design
(Louviere et al. 2000, p. 259). We explained in the previous section tliall fiaetorial
increases with the number of alternatives, attributes and levels. Orthogonal designs
typically require a larger number of choice sets compared to efficiency designs. This is
partly because in order to achieve a design which maintainsttizgonality property
will likely require many more choice sets than predicted by the degrees of freedom and
attribute level balance (ChoiceMetrics 2012, p. 60). Using an orthogonal design will
oftentimes require the researcher to split the full numberhofce tasks amongst
respondents. The optimal number of questions for an orthogonal design is derived by
selecting the smallest main effects design from a full factorial. Irrespective of the
design, the minimum number of choice tasks will be bounded loyld®} the number
of degrees of freedom required and for the attribute level balance condition to hold
(Bliemer & Rose 2009).

Recall that the property of attribute level balance is a condition that requires that
attribute levels appear an equal numbeirroés across the choice set. If the attributes
differ in dimensions of levels this complicates the design procedure which must also
achieve orthogonality in the correlation structure of the experimental design. In turn
this tends to increase the number of questions in the candidate designs (Bliemer & Rose
2009). In practice it can be difficult to identify a design that incorporates these different
features, including numbers of attributes and their different dimensions of levels in
addition to the orthogoni& condition. Efficient designs remove some of the restrictive
properties of orthogonal designs and typically allow for a smaller number of survey
guestions.Efficiency designs also minimise the required sample size for a given
experiment.

Rose and Blieme (2013) highlight the lack of guidance on sample size
requirements for stated choice experiments. The authors note that the literature suggests
a sample size of 200 or 300 will typically achieve robust parameter estimates, however

decisions on sample sikeare oftentimes made by researchers without a clear cut
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statistical argument. Following Rose and Bliemer (2013) there exists a relationship

between sample size and standard errors of parameterthat dan be expressed as:

% .
aef_:? Here U&%ontains the means of the prior parameter estimates, the

predicted vector of asymptotic standard errors of parameter estimates is given by
O £kUBwith a sample size N

The above relationship represents a key feature of efficiency designs in the

O AkUB=

sense that “an increase from 1 to 2 respondents will decrease the standard error by 29
percent, from 10 to 11 by 4.6 percent, from 100 to 101 by 0.49 percent, and from 1,000
to 1,001 respondents by 0.005 perceéhtThe equation above captures the reasons for
investing in an efficient design: instead of increasing the number of respondents it is
useful to invest in a more efficient designs because such an approach improves the
accuracy of parameter estimates. We see that the marginal improvement of increased
sample size on reductions in standard errors decreases stéadilyernative approach

to minimise the sample size requirement is to assign different blocks of questions to
different groups of respondents (Rose & Bliemer 2013). However this comes at the
expense of having sufficient variability in the collected data set.

For an efficient design, the degrees of freedom of the estimated parameters are
also important. This is lsause the number of rows in the design matrix represents the
number of choice situations that will enter the survey. In addition, the researcher may
want to ensure that the aforementioned utility or attribute level balance properties hold
within a design.ntroducing these statistical properties into the design will further
increase the dimensions of the design and thus the degrees of freedom. Following
experimental design theory, we can express the minimum number of survey questions
T as a function of mamum number of estimated parametersakd number of
alternatives] that will be displayed in each survey question (Quan et al. 2011). In a
choice experiment where respondents pick one option from a choiceushider of
alternatives we will havel 1)*T independent choice probabilities from each survey
guestion (Quan et al. 2011). The lower bound maximum number of parameters will
thusbed i T <K, in addition to other constraints, such as attribute level balance.

Sample size requirements and optimal number of choice &askisoth related

to each other. &h additional parametey be estimated increasksth the sample size

41 Rose, J.M., Bliemer, M.C.J., “Sample size requirements for statececkxperiments”,
TransportationVolume 40, Issue 5, 2013, pp 102041
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requirement and the necessary number of choice t&skthermore, if a researcher is
estimating interaction effects as well main effdobsn the explanatory variablethis

will increase the number of degrees of freedom of the design. Howesémportance

of interaction effects and their prior values may not be known to the researcher at the
design stages of a SC studijhis presentsan additional element of uncertainty
associated with the generation ofeicient designs The next section reviews
differentmethods for conducting surveys of human populateons associated biases
which applies to the different methods

2.6 Methods for Collecting Survey Data

This section looks at different ways researchers iogsilement surveysand
draw a sample ofhe populion of interest. In addition this section also evaluates
different techniques to survey human populatioskidingfaceto-face interviews and
web-based surveysTypically thecosts associated wifterforming dargesurveyare
an essentialconsiderabn for many researchers, particularly PhD studen®§e
therefore also assess likely costs, financial and tefeged, associated with each of
these methods. We conclude this section by outlining our proposed method for the
distribution of our surveys asell as thecollection of the data In presenting our
proposed approach, we also highlight the likativantageas well as inhereriiases
attributed to this method. We briefly touch on ways to overcome such hiadé®w
our approach can be improved upon in the context of a gnecterbudget.

Let us begin by lookingt the different ways that a sample may be drawn from
the population of interest, which in our case is the general population of grocery
shoppers in the UKWe note that in drawing saotes of the population there is the
associated sampling error which arises simply because the process requires a sampling
of the population (Stopher 2012, p. 27®)owever, this method allows the researcher
to improve the robustness of parameter estimatagpared to nomandom sampling
methods of data collection. When collecting data for the purposes of a study on a
specific group of people, the collected sample must of coursbéalspresentative of
that population of individuals or households (Sto@#@2, p. 68). There are a number
of methods to achieve these two interrelated gdarstly, the samiing frame must be
identified wherghe samfing frameitself represents the target population.

In the case of researalhich target the general population, a suggested
sampling framecan be a telephone directory (Stopher 2012, p. 266). However, this

method has a number of downsi@desthe directory may contain out of date numbers.
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More generallyon the basis of the evidence, finding an adequatglsag frame of a
human population is very difficu{Stopher 2012, p. 267Anstead the researcher must
define a sampling strategy when drawing a sample of a population, typically on the
basis random sampling methods (Louviere et al. 2000, p. 2B2ahem sampling
methodsare advised in the context of modelling populatiparameters which are
intended to represettie human populatioft.

The reasons for drawingindom samples from a population in the context of
surveys,s based on fundamental statistiheory.In other words, a sufficielyt large
and random sample of the population viaé unbiasedandtend to produce robust
estimates for parameters corresgagdo the population being studieth practice, the
most popular strategieseasimple randm sampling (“SRS” and exogenous stratified
random sampling (‘ESRS”) (Rose & Bliemer 2013). The traditional approaches of SRS
and ESRS look ahinimising the sampling error that arises from random samgiRS
sampling typically requires a sampling fraame each individual in the sampling frame
has an equal chance of being selected (Louviere et al. 2000, p. 262). ESRS sampling
on the other hand, requires segmentation of individuals into mutually exclusive groups
each representing a proportion of the population of interest (Louviere et al. 2000, p.
262). The researcher than draws from these segments until a sufficiently large sample
size has been achieved.

As stated above, thmain benefit of performing a random sample of the
population is that it allow$or the collection ofan unbiased and representative data
sample of the populaticendproduces robust parameter estimates at estimation stages.
This however requires a sufficiently large sample sike.surveys which rely on
random sampling methodsguered sample size is determined on the basis of which of
these sampling methods is used. This is due to the relationship between parameter
standard errors and sample size which captures the accuracy of parameter estimates
(Louviere et al. 2010, p. 263)When undertaking random sampling methods, it is
advisable to compute the minimum required sample size to avoid estimation problems
following the collection of data.

We note however a number of difficulties associated with drawing a random

sample from the general population. Firsthgreareissues in determining the relevant

42 For a detailed evaluation of sampling methods please refer to Peter Stopher (2012) Chapter 13:
Sample design and samplirgpllecting, Managing, and Assessing Data Using Sample Surveys
Cambridge University Press.
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sampling frame when surveying the whole populat®econdlydue to the protection
of individuals’ personal information there are a number of challenges associated with
the abilty to reach the target audience of UK households and draw a sample from this
population. Elephone directories have been used to carryamatom samples of the
populationbecauséndividuals’ information can be readily access. In addition random
digit dialling using numbers randomly generated by a computer may be used to draw a
random ample. These methods may however suffer from problems ofraspense,
may not necessarily produce a sample which is representative of sociodemographic
characteristicsni the population, can be time consuming and come at a significant cost
to the researcher if they decide to purchase a sampling frame from which to draw from.
For example, the sampling frame could be a panel of paid survey respondents, however
this is alsdikely to lead to other types of biases.

The method of efficiency designs outlined above in Sectiormhigh is also
our preferred approachyffers an alternative way to obtain unbiased parameter
estimates of the population of interedsEfficiency based designs aftendamentally
unrelated to sampling theqgrilowever, they are able to deliver the same benefits in
terms of producing robust parameter estimafessuch, #iciency based designs offer
a way to overcomat least in part, some of biases whimay arise when from not
collecting arandom samg of the population of interesiThis maybe the case when
studying the general population and sampling frame does not actually exist or when
using convenience sampling methods.

In this context, Hiciency designs enable researchers to adopt more convenient
data collection methods and still obtain robust parameter estinfdtesugh having a
sense of required sample size in the context of efficiency based designs is important for
estimatedparameter robstnessusing an efficient desigrthe researcher is able to
obtain robust parameter estimates on the basis of smaller sample sizes compared to
other approaches. PhD students in particukay opt for the most convenient apprioac
when deciding how to saple the target population.hik is referred to as “convenience
samples” (Stopher 2012, p. 336or example, the PhD student may approach and
interview undergraduate studemis the purposes of survey data collectidstopher
(2012) explains that thiype of approach is perfectly acceptable to test certain types of
hypothesesLet us now consider the main methods for conducting surveys of the

population.
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Among the various methods used to collect survey datatdeeee interviews
were traditionallythe most common method (Stopher 2012, p. 94). some survey
this type of technique can be essential if body language and respondent reactions are
important in the context of the study. This method #gucally requires a trained
professional to cayr out the interviews which represents an added cost to the
researchern addition, Stopher (2012, pp. 10D6) explains that survey participants
are likely tobe put off by lengthy interviews, which can be exacerbated by human
interviewers. Humans als@m make mistakes in recording information during these
interviews. Telephone surveys are also another way to collect survey data and this
approach is relatively similar to the method of fé@éace interviews. The interviewer
must read a script in the same way as for -fadace interviews and record the
responses. The same issues arise in the context of both methods in terms of human
error and increased length of interview time (Stopher 2012, 109).

Another method which can be used to collect sunesponses are postal
surveys. Respondents must firstly be selected, say using one of the random sampling
methodsthen they are sent a survey via post andathinister the survey (Stopher
2012, p. 107t08). Like all seHadministered surveys, this typésurvey requires the
participant to be able to understand the survey questions they face. More generally,
with the increase in the use of the interrselyery common approacdmong many
practitioners are webased surveyStopher, 2012, p. 104)his alsorepregnts a self
administered survey therefore respondents need to be able to understand the questions
presented to them.

Some important benefits afomputer based surveywe: they can ensure
respondent anonymity making respondents more likelipe more truthful in their
responsesthey can prevent question nogsponse, minimise error and include
automated promptd-or example, we explain below that we include a number of
differentprompsin our survey includingsking respondents whetherytage the main
grocery shopper in the househdlh the other hand, there are some limitations in using
web-based surveys when conducting surveys of the human popul@hi@issue arises

because not all houseldsl have access to the internet am@domecases individuals

43|n evaluating the methods for conducting surveys, we place emphasis on the suggestions and
evidence presented in: Louviere, Hensher, Swait’'s (2010) book on Stated Choice Methods
Stopher’s (2012) book Collecting, Managing, and Assessing Data Using Sample SBotysf
these books were puldtied by Cambridge University Press.
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may not possess the technological capabilities to be able to complete an online survey
in the first place (Stopher 2012, p. 111). This may lead to more educated individuals
participating in the survey than those from say, more disaalyadtbackgrounds. Thus
collecting surveylatavia welbbased methods omits a proportion of the population from

the sampling frameCollecting data through a wedased survey will therefore likely

lead to a biased sample containing younger, more edugadedealthier households.

This drawback must be considered in the wider context of the costs and benefits
associated with each of the approaches we have covered in this section.

In terms of “survey economics”, online surveys represent the most cosiveffect
method in data collection techniques. However, there are a number of different trade
offs between different approaches, specifically, balancing accuracy and coverage with
respect to the associated cost. The main cost categories in survey destjopdrer (

2012, (p. 356)):
X cost of drawing the sample;
X cost of building/ purchasing the sampling frame;
X cost of recruiting respondents;
X cost of surveying respondengs)d
X cost of data processing, cleaning and checking

Different alternatives in each of these categories represent their own cost to the
researcher. Surveys can therefore be administered for a variety of costs. For example,
surveys that do not require supervision, like online surveys, represent the cheapest
alternative. Let us consider each oth@rvey method in turbelow(Stopher 2012, pp.
360-64). Postal surveys require a sampling frame to draw from, which is typically
specifically designed for a surveyln this context, the sampling frame has to be
purchased by the researcher which typically is very experBia is of course, if the
sampling frame exists in the first plac@ostal surveys require investments into the
careful design of the survey because thithodis one of seHadministration which
also comes at a cost.

The best quality method is the faimeface interview and it comes with a hefty
price tag. The evidensiggests that the cost of this methods is roughly $580-per
completed survey (Stopher 2012, p362hisTrepresents a substantial cost te th
researcher runninthe study. However, fade-face interviews are associated with
high response rates, the least sample bias and highest level of accuracy in information.
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Different tradeeffs are therefore inherent to all the available survey methGuasthe
basis of benefits and costs associated with the above appraaehpestfect world with
no budget constraintte researcher woulgurchase/ acquira sampling framedraw
a random samplEom the sampling frame to reach the required sampleasidthen,
of course hire professional trainethterviewers to perform faem-face interviews.
However, in the realvorld, budgets are important and thert of survey design is one
of tradeoffs or compromise, and this is certainly the case in survey econdthics.”

We ackmwledge that online surveys magt be best suited for performing a
study of the human population for the reasons outlined above. On balance however,
online surveys have become commonly used for the collection of dat&heamaost
appealing aspect amline surveysre the cost advantages. eWereforepropose to
collect our survey datvia an online survey platform and then test for sources of sample
bias. We also favour “convenience” sampling as a means to collect the data, instead of
drawing a random sample. This decision is also related to the time and cost associated
with performing a random sample of the entire UK population.

Recall thatof the main considerations we had when designing the discrete
choice experimentvere robust parameter estimates and the finagost and time
associated with collecting the survey datathis context, we strongly argue that the
approach we outline further below does not compromise on quality simply because we
are collecting the survey data via wietised surveyral adopt a convenience sampling
approach. It is important to emphasise that we invested heavily in designing a survey
which prioritises robust parameter estimatese MVisit the issuesassociated with
online surveysin particular likely biases, in thmntext of the next chapter. In Section
3.2we discuss the quaitof the data we have collected, outline likely sources of bias
and how we propose to control for them in our empirical analyses next part of this
section outlines how we propose to collect our data vialvesied survey.

2.7 Pilot Survey: Design

This section outlines a pilot survey designed on the basis of features of the UK
groceries market. The structural design of the survey itself (number of questions,
combinations of valuestc.) relies on techniques based orflicient experimental

design theory. In the previous sections wexplainedthat efficient designs require

44 Stopher, P., Collecting, Managing, and Assessing Data Using Sample SGQarysidge
University press, p. 356, 2012.

105



assumptiondo be made orihe prior valuesof the coefficients of the parameters
entering the designThe regarcler must therefore establish a priori some
undersanding of the parameters being testeqbilat study isthereforea useful tool to
obtain prior information on attributes of intere$tle emphasise that tla@m is not to
obtain precise parameter eséites. Instead, thgoal is to roughly estimatbe weight
that individuals place on the different attributes entering the deSgction 2.4
presented evidence that in the context afficient designsinclusion of prior values
when evaluating candidadesigns, leads to important improvementsffitiency of
the chosen design at the end of the pro(@hsiceMetrics 2012, pp. 9860).4°

In addition, the pilotalso enables the researcher to obtagedback from
participants on how to improve the aesiteof the survey itself The results of the
pilot survey are presentedtime nextsection. This section firstly explainevery stage
of the pilot survey designwWe discuss theilot surveys target sample size, the
algorithm used to evaluate designs, howdtigbutes were chosen to entiee design,
how the attributéevelswere chosenpresent the attributes and levels selected to enter
the desigrand how the design analysi&s performed in Ngene.

In terms of the target pilot survey sample sizéh@abutset we did not anticipate
to collect a large number of responses. Typicatlypbtain meaningful results, the
minimum recommended number of responses iupdd a few hundred responses per
survey including in the context of pilot studi€Stopher 2012, p256). Our aim was to
collect25-30 responses given the resources availabierefore, we acknowledge that
the results presented in the next section are likely to be representative of a group of
individuals not the population of UK householddVith greater resources we would
have sought to have a pilot survey with a sample size of at least 100 participants. Even
with a small number of responses, are able tachieve the maigoal ofthe pilot
surveywhich is outlined aboveln other wordsthe information we collect enables us
to get a sense of the weight that individuals place on different grocery retailer egtribut
that we can use in the form of prior values to generate the final design of the survey.

We also rely on Bayesian methodsiethaccommodate uncertainty about prior values

45 Recall that in Section 2.4 we explained that specification of zero priors is the least effegtioe wa
draw from a set of candidate designs as this will not produce the most efficient design for that specific
set of attributes and levels. We noted that on the basis of the evidence in the literature, specifying
small negative or positive prior valuepresents a better way to determine the most efficient design.
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assumed at the design stages. We explain this further when outlining the design of the
final survey.

An important consideration in the design of a survey is that the researcher
carrying out the survey and consumers in the population of interest are unlikely to share
common preferenceslin this context, they are likely to place different weigint
differentproduct attributes (Louviere et al. 2000, p. 25¥9.reconcile this problem, a
gualitative assessmeoan help define the attributes that are likely to affect utility in
the target populationWe undertook qualitative research into the UK groceries market
to inform the design of the stated choice experimagtely looking at the findings of
the CC’s maket investigation into the sectoifhe CC looks at the importance of the
retailer features to consumers by estimating demand using revealed preference data
from over 13000 UK households obtained from Kantar. These individuals recorded
details of their groery shopping trips over a period of at least a few yegs.
competitive assessment loois various aspects of the marketluding barriers to
entry, consumer demand and defines the drivers of competition in the market. The CC
finds that the importanattributes to consumerare prices of products, quality of
products, range and number of produatsl level of service provided known as
“PQRS” as well as the proximity.In the short run, these variables can be adjusted
relatively easily by the retaileesd are thus considered to be important components of
the dynamics of competition in the mark€bmpetition CommissioR008, p. 49).

The results of the CC (2008) investigation are corrobotayeal comparative
analysis between British and Spanish shepp&olomé and Serra (2000) analyse the
relative importance of different attributes of supermarkets to compare British and
Spanish shopper preferences. Respondents in the study rank a list of 9 attributes from
most to least important. On average the totnmportant attributes chosen by UK
consumers was the quality of products, convenience, available range and the prices of
the products in that respective order. Colomé and Serra’s (2000) result includes
‘convenience’ as a relevant characteristic for grpcetailer choice. This indicates that
proximity, or driving distance from the store, will impact on consumer utility and the
decisionmaking process.

Store proximity in the UK groceries investigation was outlined as an important
consideration for defimig the relevant geographic market. The CC (2008, p.26) paper
presents results from a consumer satisfaction report on UK’s grocery retail cgstomer

The report finds thatonsumer satisfaction was highest with a greater number of
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competing stores within tirgoroximity. A more interesting result perhaps, was that the
level of satisfaction increased significantly in the presence of a small store located
within 5 minutes of the individual. This improvement in satisfaction was unrelated to
the brand of retaileto whom the store belonged to. We considered it sensible to
measure this variable in terms of dritvme given that most UK consumers drivea
to go grocery shopping (Competition Commission 2008, p.T6@ results of the CC’s
report on distribution of stores in the UK informed our selection of the proximity
attribute levels.

The consumer analysis performed by the Competition Commission (2008, p.
45) shows that within 20 minutes driving distance, around 85% of the UK population
will have a choice of at least 4 different grocery stores. This is consistent with the
chosen number of alternatives that enter the design. In addition, the empirical
procedures undertaken in the CC investigation, used a maximum distance threshold of
20 minute drive time. The 20 minute threshold indicates the maximum amount a
consumer is willing to travel to the grocery sto@oinpetition Commission 2008,
Appendix 4.2). The findings on geographic store locations and consumers’ willingness
to travel, suggest that with 4 options of grocery retailer, the respective proximity of the
stores should all be within 20 minute driving distance. In context with the findings of
the CC groceries market investigatiand to ensure sufficient variation in the data, we
chose to assign four lewsdo the distance attribute of 5, 8, 12 and 17 minute drive times.

Having defined levels for proximity, quality, range and service we had to choose
the values to assign to the basggte attribute levels. In its investigation repdhig
CC found thathroughout a typical weekheppers tended to do one big weekly shop
with some additional low expenditure trips to the store. Thus following from this
behavioural observation, our price attribute is expressed as a value representing the
weekly average basket price that could be expected at a given retailer. We wanted to
ensure that respondents would face realistic basket prices in terms of how much they
actually spend on an average weekly shopping trip. In this context, we calculated actual
price differentials between the retailers based on the most frequently purchased items
by UK households. We then ‘normali@déhese figures to maintain contextual realism
by reflecting the actual expenditure of an average UK household on groceries.

The prices for the reggtive basket of goods were collected using the retailers’
online websites. Out of the “Big Four” grocery retailers, Morrison’s did not offer online

shopping at the time the price data was collected and therefore Morrison’s was omitted
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from this study. In®ad, we included retailer Waitrose, who off@tine shopping to
account for high income consumers with lower price sensitivity. The CC findings
highlighted the fact that UK shoppers perceived the Bigr FFetailersplus Waitrose

as “good substitutes’'Competition Commissio2008, Appendix 4.2). We also noted

that given the recent branded product price match marketing strategies across the sector,
prices of branded goods tendtto vary substantiallypetween retailers. Therefore we
collected data for #h cheapest owhrandproductsto capture trugrice differentiad

between retailers.

The approach usewb calculategroceryretailer pricess consistent with the
Competition Commission report. The report (Competition Commission 2008) used the
food items isted on the Consumer Price Index (“CPI") to determine the price
differentials between retailertems that fall under the CRikt are those that UK
consumers purchase the most frequeatiyg are determined fromhe results of the
annual Living Costs androod Survg. The products that were included in our
calculations for average weekly basket prices, are taken from the 2012 CPI list
published by the Office for National Statistics (“ON$®¥rom the full 2012 CPI list,
we usedl29 productsfood, nonalcdholic drink and staple household goods such as
bin bagsWe excluded items for which we could not find comparable products on the
retailer websitesfor example, foown brand prdsiotic drinks For further details the
reader is directed to Tabke2.1in theappendixwhich lists all of the items and prices
we included in our price calculations and also the items for which we could not find
comparable productsPrice data were collected using the grocery retailer websites over
the course of two weeks dung the month of January, 2013.

Once the price data was collected, the figweeadjusted to ensure contextual
realism and to calculate the “realvorld” price differentials between retailer$o
achieve contextual realism,vitas not sensible to presehetactual the sum of prices
of CPI items because these values would not be indicative of the actual average weekly
shopping tripfaced by a typical customerherefore we normalizethe basket prices
to the levels otypical weekly expenditure by an avembousehold in the UK, while
maintaining the price differentials between retail€isstly, we determined the “base”

price using ONS data on average household expenditure on groceri€NSheport

46 http://www.ons.gov.uk/ons/rel/cpi/cppi-basket/2012/cpandrpi-basketof-goodsandservices--
2012.pdf
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on households’ expenditure states that the averageduieholdhad 2.3 peoplaith
an average weekly expenditure of £53.40 on food items andlpohelic drinks®

In this context, one of the four retailers was assignetdbke price of £530.
We chose Tesco’s profile to indicate the base price becausssithe most “mid
priced” retailer out of the 4 included. The results indicate that Waitrose is significantly
more expensivéhan the other three retailers with a sum of prices equal to £305.57.
Second most expensive $&ainsburywith £234.34, Tescat £216.54and Asdawith
£201.32.Using thesesums of CPI listed product pricewe calculatedthe price
differences between retailers in the form of percentdgesrn, these percentages were
usedo calculate 3 additional price levehs we included bothdod and norfeod items
on our product listwe needed to adjust the average basket prioeflert the addition
of these productsThe nonfood items, as a proportion of the sum of the total 129
product prices, account for 7%, 5%, 5% and 6% of the total Valu&Vaitrose,
Sainsbury, Tesco and Asda respectivéhebaskefpriceswere augmentetb account
for nonfood itemsusing these percentagd$e procedure enabled us to derive the 4
different price levels based dneal-world” price differences between leading UK
grocery retailers as presented under Table 2.1 above (decimal places were omitted).
Following this approach, the total basket prices are both reflective of the typiekly
expenditureby UK householdsand account for actual price differentials between the
main grocery retailers active in the UK market.

Having calculated the price levels, we used these values to compute the attribute
levels for the loyalty scheme discosiior two of the four retailergit the time of our
study, only Tescand Sainsbury offered consumers the ability to collect points using a
loyalty scheme. Our calculations included the double or treble your reward promotion
that has been regularly used by the retailers to provide some variability in the levels of
the discaint. The annual discount was calculated using the value of the average weekly
basket price over the period of a year. The calculation we performed to derive the
discount values followed the same loyalty point formula used by Tesco and Sainsbury
to reward heir customers at the time the experiment was carried out. For both retailers,
the consumer receives £1 discount for every £100 they spend in store or online and the
loyalty pointscan add up to a sizeable sum over the year. Recall that the discount
collected via the loyalty schemes can be spent on a variety of products and activities
such as travel and festivals. Further details on the loyalty scheme structures the reader

is directed to the first chapter of this thesis.
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On the basis of the design consat@ns and the qualitative evidence outlined
above, we chose a total of 6 attribuessch with 4 levelsot enter the experimental
design. The loyalty discount represents the main variable of interest in the context of
this experiment and is also an im@nt part of several retailers’ business strategies in
the UK. These chosen attributes capture fully the most important featuresui the
groceries sector and alsepresent important drivers of competition. We note that we
chose to present 4 altativesin each survey question because the vast majority of
consumers have 4 grocery stores to choose from on any given shopping trip (see above)

These are summarized under Table 2.1 below.

Table 2.1 -Attributes and levels in the experimental design

Attribute Attribute Description Attribute Levels

The price of an average weekly shopping basket £53, £56, £61,
Basket Price of goods including food, noalcoholic beverages £81
and basic nondurable household items.

Loyalty Scheme The annual loyalty dicount the average consume£0, £29, £32, £58,

Discount can expect to receive. £63, £117
Travel Time to Store location based on driving time to the store

o 5,8,12,17
Store in minutes.

The overall level of owabrand only product Low, Medium,

Product Quality  quality the consuer can expect in their shopping

basket. High, Very High

The extent of product range in store in terms of
Product Range product variety both within and across product
categories.

Low, Medium,
High, Very High

The quality of sersice a customer can expect in
Service Quality  store in terms of staff politeness, queuing times,
cleanliness etc.

Low, Medium,
High, Very High

The final set of attributes entering the design are the Avddagket Price,
Loyalty Scheméiscount, Store Proximity, Servid@uality, Product Qualityand
Product RangeThe attributes representing quality, range and service were assigned 4
levels to allow for sufficient variation within the experimental design, and to account
for true market characteristics. The survey ateggnts respondents with a description
of each of the above attiites and provides some examples to help with the
interpretation of the attributes. As noted in the previous section, there are risks
associated with seHdministered surveys because induals do not have the

assistance of an interviewer who is able to explain the question to the survey
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respondent. It is therefore recommended to take extra care when designing a survey
which requires seladdministration.

The survey preented to respondents therefore applescriptive languageot
“Quality of Service: Very High”. The survegontains the type of description to help
the participant understand how to interpret low or very high level of service. For
example, in the survey, service levels are defined as folloBtantiard of Service:
Overall friendliness and helpfulness of staff, check out waiting times, type of returns
policy, cleanliness of the store, availability of parking spaces and overall shopping
experiencé. The interpretation of these attributes and their levels was also facilitated
by a description in the introduction of the survey. Survey participants were aware that
the survey was implementéal study the UK groceries sector and that it was designed
on thebasis offeatures ofthis market. Therefore, participants caely on their
experiences of shopping across different retailers to gauge the significance (or
insignificance) of these variables when choosing between retailéesacknowledge
however, that this does leave rofon interpretation. In the empirical results chapter,
we evaluate the estimates obtained for the qualitative attributes in terms of the weight
we can place on their role in driving households’ choice of retailer.

Let us also consider store sjzehich in the case of the CC modehters as the
actual size of the store in terms of square feet addfised as an important drivef
store choice We considered that displaying square footage of a store to survey
respondents may require some degreentdrpretation. Instead, we use the ‘range’
attribute as an indicator of store size. This reflects real world markets where stores with
low levels of range of products and product categories tend to be small in size, while
stores with an extensive range of products and product categories tend to be larger
supermarkets or scalled “hypermarkets”. Similar detailed descriptions were provided
to respondents and these can be found in the Appendix. Having defining the relevant
parameters to enter the design, meav consider the experimental design evaluation

process we undertook using the Ngene software.
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In Sections 2.4 and 2.5 we explained the theory of experimental design and
outlined the flexibility afforded to the researcher relying on this approdwhligt of
options available to the research when determining the experimental design to use for
the study, which are also as accommodated by the Ngene software) camtegrized
as follows:

i. type of design e.qg. {efficient, WTP, Sefficient;
ii.  whether atthutes are generic or alternatispecific;
ili.  number of alternatives to present to respondents;
iv.  attributes and levels to describe alternatives;
V. constraints on combinations of alternatives, attributes and levels;

vi.  search algorithms to evaluate designs (e.ginonlvs row based);

vii.  the number of rows to include in the design matrix (i.e. number of survey
guestions);
viii.  choice of using dummy or effects coding for qualitative variables;

ix.  parameter prior values and distributional assumptions;
X. interaction effects;
xi.  Bayesia approximation; and

xii.  use of the model averaging approach.

We chose to specify generic alternatives within our design where respondents
are presented with a choice of “Retailer A”, “Retailer B”...etc. To avoid confusion
during the design generation process, we coded the 4 alternatives as T, S, A, W within
the Ngene syntax code. These labels enabled us to impose constraints on the price,
quality and discount combinations. The constraints imposed on the design aim to
maintain a degree of realism in terms of ¢jnecery retailer profiles in the real world.
Firstly, the most expensive retailer was assumed to never exhibit the lowest level of
product quality. Equally the cheapest alternative was specified not to be combined with
a very high level of product qualityn addition we assigned constraints to ensure that
the different discounts correspond to their respective basket prices. In addition, the
design was constrained to include two alternatives without a loyalty discount to account
for the two retailers who do not offer loyalty schemes

When evaluating the efficiency of designs, the researcher can choose between
various algorithms which systematically search for different designs by adjusting and

alternating the combinations of levels of attributes within #&gh matrix (Scarpa &
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Rose 2008). One can then compare the range of designs and their respectwes D

to find the lowest comparable error estimate. Considering the different properties of
search algorithms, in the design of our survey we arguehbanost suitable is the

most widely used row swapping algorithm; the Modified Federov algorithm (Scarpa &
Rose 2008). We opted for this algorithm due to the speed and statistical properties
associated with this type of approach. The row swapping algorithm draws choice sets
from a full factorial or fractional factorial and calculates theribrs for each design it
constructs. The process is repeated until a specified “stop” criteria has been achieved,
for example, when a certain number of iterations has pedormed (Scarpa & Rose
2008).

The software also allows the researcher to specific the econometric model which
will be used to estimate the data. An accurate specification improves the efficiency of
the design. We previously explaingdat our preferred model is the mixed logit.
However we also noteithe difficulties in assuming a mixed logit specification during
the entire design evaluation process due to the computational burden. This problem is
exacerbated when handling large designs with multiple alternatives and levels, such as
our DCE. Following the advice of the Ngene software creators, we specified the CL for
our pilot design given the common functional form between the CL and’MLany
case, we did not plan to run the pilot data using a dnlixgit specification because due
to the small sample size this would not have been informative.

To evaluate the various designs, Ngene requires the researcher to specify utility
functions for each alternative to define the attributes, levels and candesgaqrior
parameter values. Recall that the utility function can contain either generic of
alternativespecific parameters. Therefore the utility function provides the basis for the
design of the experiment. The software then derives the AVC matrixsoynasy a
single respondent which is used to calculateDkerror to evaluate the efficiency of
candidate designs. The software systematically evaluates candidate designs subject to
the search criteria outlined in the program command syntax and savesshbat are
found to be the most efficient, including for exampleggfficient designs that are found

to have the smallest comparableéror.

47 The Ngene forum provided the relevant platform to obtain guidance from the cfatwrsoftware
and can be accessed hdrp://www.choicemetrics.com/forum.html
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Instead of requiring the researcher to manually define a design nth#ix,
researcher specifiesrepresentate utility function for each alternativéhat will be
presented to respondeni$ie program automaticaltyonverts the utility functions into
a design matrixhat is evaluated using a search algoritiims approachenables the
researcher to assign spécittributes andevels to a given alternative, wherelhet
utility function contains the attributes and their levels that populate the experimental
design. The Ngene syntaxes used to generate theapdanainsurveys can be found
in Appendix

To geneate aDp-efficient experimental design for the pilot study, we could
either assume zero value coefficients, small negative or small positive coefficient
values for the mean coefficient prior val®sAs discussed in Section 2.4, researchers
have shown that by specifying naero priors at the design stage can yield gains in
design efficiency compared to assuming zero prior values (Huber & Zwerina 1996,
Bliemer & Rose 2009). Hence we opted to specify small prior values instead of
assuming zeros throughout to increase the efficiency of the design compared to the zero
value benchmark. Following the literature, we applied fundamental economic theory
and logical reasoning to determine the signs of the coefficients (ChoiceMetrics 2012,
pp.994100).

For examplethe price coefficient was allocated a small negative value by
considering basic economic theory that suggests that increasing the price level will
decrease utility of consumers holding all else equal. Based on our qualitative research
the price of a retadr is a key driver of competition in the market. Hence, the price
attribute was assumed to have the greatest weight on utility compared with the other
variables. Similarly for the proximity attribute, we assigned a small negative mean
coefficient value taaccount for the opportunity cost associated with increased travel
time to the grocery store. On the other hand, the discount coefficient was assigned a
small positive coefficient because a discount will increase consumer utility. Following
the Ngene forum advice, a “small coefficient” can have a value equal or less than 0.01.
In light of the lack of information on the intensity of the effects of the different
attributes, we opted for even smaller coefficients of ‘0.0001’ for some of the variables.
The pararater priors that were assumed to generate the pilot design are displayed under
Table 2.2.The negative values for the qualitative variables represent the effects coding

applied to the design of the survey because the value of the omitted coefficient is
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actuallyequal to the negative of the sum of the other coefficient vahdlegxplain this

further below.

Table 2.2- Pilot study parameter priors

Attribute k Prior Value &

Basket Price -0.01

Loyalty Discount 0.0001

Store Proximity -0.001

Product Quality (Medium, High, Very High) -0.0002,-0.0001, 0.0001
Product Range (Medium, High, Very High) -0.0002,-0.0001, 0.0001
Service Quality (Medium, High, Very gi) -0.0002,-0.0001, 0.0001

Anotheroption during the desigprocesswvaseitherto use dummy coding or
effects coding for the qualitative variables quality, range and service. Both dummy and
effects coding require the researcher to omit one of théslewg low quality. The main
difference between the coding schemes is that, unlike dummy coding, effects coding
has an additional level with the valud*assigned to the reference level which offers
more variation in the data (Bech & Gykhnsen 2005). When there are a lot of
gualitative variables with several levels within the experimental design, the design
matrix will contain a lot of ‘0’ and ‘1’ values that represent the base level for a given
variable. This aspect of SC data can complicate the nisadilon procedures at the
estimation stage due to insufficient variation and equally can cause difficulty in finding
an efficient design (ChoiceMetrics 2012, p. 124). Therefore, compared with dummy
coded variables, effects coding can overcome the problems afomwergence when
using maximum likelihood estimation

While dummy coding is more widely used, effects coding has its benefits in
discrete choice modelling (Bech & GyHhnsen 2005). Unlike for dummy coded
variables, when using effects coding, tbé&rence level, i.e. the omitted level, has a
coefficient equal to the negative of the sum of the other coefficient values. Both
approaches are functionally equivalent and should produce the same coefficient
estimates (Bech & Gyrtlansen 2005). At the pilot stage of the study we were
uncertain whether dummy coding would produce sufficient variation in the data to

achieve convergence via maximum likelihood estimation due to the many “0” and “1”
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values as a result of the 4 qualitative variables. Therefore to avoidomee+gence,

we opted to use an effects coding specification for our pilot design. As we discuss
below, when estimating our data we obtained the exact same coefficient values when
using either dummy or effects coding. The effects coded quaditasiiable in Table

2.2 omit the ‘Very High’ level for each of the variables. As explained above, the
coefficientvalue of the omitted level will be equal to the negative sum of the other
specified coefficients.

As well as the main effects, Ngene alsoowal the option of including
interaction effects. These can also be dpmetiin the program syntax.e$tion 2.4,
briefly mentioned interaction effects. Norton et al. (2012), Ai and Norton (2003) and
Greene (2010) provide important insights to the testig@ierpretation of interaction
terms in nonlinear models, such as the conditional logit and mixed (@giy. at
estimation stages can the researcher verify whether interaction terms account for
variation in preferences by applying thstatistic to cofficient estimates. This basic
statistical test can help inform the researcher whether these terms improve the goodness
of fit of the model and indicate whether a particular interaction term accounts for
substantial and statistically significant variation in preferences.

During the design process, particularly at the pilot stage, it is impossible to know
for certain whether interaction terms capture any meaningful variation in preferences.
Following advice on best practice in the Ngene forum, we did not include interaction
terms for demographic variables at the design stage. Instead, we included some
interactions between the main explanatory variables. Following logical reasoning, the
variables selected as interaction effects were assumed to accourfefend#s in their
effects on utility. Our pilot design syntax included 9 interaction effects with small prior
coefficients which can be found in tla@pendix We interacted the price coefficient
with proximity, discount, quality and service. We had to tirthe number of
interactions because increasing their number also increases the degrees of freedom of
the design which in turn increases the sample size requirement.

Following the specification of design requirements and relevant constraints, the
represerdtive utility function specifications for each alternative were also defined.
These can be located in the apperadithis paper. For the pilot we specified a ten row
design so that each respondent would face 10 choice situations in order to keep the
survey to a minimum length. This number of choice situations was sufficiently large to

accommodate the degrees of freedom of the model as this was a basic conditional logit
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specification. The utility functions in the syntax included the attributes and levels
displayed in Table 2.1 in addition to the parameter prior values displayed under Table
2.2. The four respective utility specifications that describe alternatives A, B, C and D
can be outlined as follows:
) B = CPlepoy+ Plooae-0es5+ UTropgqsesy + Plaoggsan +
Bloota562+ U Toa562
(i) Y= Plopg+ PTooparen+ UTropgssess+ PTaopasen+
Blootas62+ U Toasan
(i) (%= PToopor+ UTpopqesesy+ PTaorang + Ploorasas +
U Toa563
V) (&= CPloogcpt UTropgssesy+ Flaopser+ Plooasan +

U Tora567

The above utility functions(-) represent the utility that a consumer will obtain
by choosing a particular alternativiegm a total of) = 4 alternatives. These alternatives
are labelled as A, B, C and D. The coefficient8 até generic and indicate the
coefficient (@ utility weight) assigned to attribuke The attributes and respective levels
are described by i.e. x indicates the price attribute;, dicates the loyalty discount
etc. Here the values in the subscript parentheses denoted byiddicdte the dferent
levels that a single attribute can take for that particular alternative. The Aéteamiply
indicates that attributes are generic i.e. they appear in the first utility specification U(A)
and also for the rest of the alternatives. These funatembe manipulated in the Ngene
software to impose specific design constraints and assumptions. Namely to define
which attributes and levels should be combined together to form a single alternative.
For example, we were able to ensure that certain prices are combined with specific
levels of quality and loyalty discounts. Therefore the third and fourth utility
specifications above omit coefficientf to indicate a loyalty discount equal to zero.
This ensures that each survey question displays 2 retailer options who do not offer a
loyalty scheme to reflect the reabrld retail offer available on the market.

The design for our pilot questionnagenerated ®,-error of 0.007128. As all
designs are unique, tHe-error is not an absolute measure and should therefore be
compared against other designs generated for the same SC study. While the relative

differences in Perrors between candidate desig;ms fundamental consideration for
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efficiency designs, we have previously discussed other design features that are also
important. For example, some of the designs we inspected during this process had
relatively smaller Rerrors than others, but the more “efficient” designs were not always
exhibiting sufficient variation in attribute levels. Following a thorough inspection of
the designs and their features, we opted for the design that had a comparably low
predicted -error and which met other design erita, namely attribute level balance.

We chose to conduct our survey via the Qualtrics platform. The software has a
number of advanced features. For example, we are able to embed prompts which a
prospective survey participant has to review including ehewing:

X Are you over 18 years old?
X Are you responsible for carrying out most of the shopping on behalf of your
household?

In addition, the software waisistructed to automatically block individuals
attempting to access the survey from outside of the Wke relevant checks are not
met an automated response by the software blocks the survey and instructs the
respondents that they are not eligible to be survey participants. We also did not let
individuals proceed with the survey unless they had tickezs@onse in each of the
guestions. We randomized the order of the questions presented to respondents to avoid
guestion order bias. For the purposes of the pilot survey, the survey link was emailed
to a small number of UK grocery shoppers of variable aggsder and occupatioffs.

We were later able to discuss the respondents’ experiences of taking the survey to
improve on the final survey appearance. This approach represents a “convenience
sample” which we evaluated in the context of Section 2.6 abovee Appendix
contains print screens for sections of both the main and pilot questionnaires.

2.8  Pilot Survey: Results

This section considers the results of the pilot survey. In fitting the pilot data, it
is common practicéo rely on the conditional logit. We explained above that in the
context of the finaburvey designlarge designs are typically evaluated by assuming a
conditional logit specification We carried out the pilot survey over the course of a
month between September and October 2013 andingt responses from 26

individuals. Each respondent evaluated 4 alternatives throughout 10 survey questions

48 For both the pilot and main surveys we wanted to avoid the significant costs associated with
obtaining a completely random sample of UK grocery shoppers, thus we melbederal networks of
individuals from university students and lecturers, social media platforms and company mailing lists.
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which generated 1040 observations in total. After downloading the pilot survey results
from Qualtrics, the data was cleanadd inputted into Stata

The data we obtained from the pilot study provides an observation for each
choice scenario that was evaluated by an individual respondent. Both the chosen
alternatives and rejected alternatives are recorded as individual choice moments. These
observations provide information on the relative effects of utility achieved from
choosing a particular alternative. For the data to fit McFadden’s conditional logit
model, the Stata mandarecommends either the mlogit, clogitasclogitas suitable
commands.This explains why practitioners use the terms conditional logit and
multinomial logit interchangeablyin principle, the Stata&ommands are identical
because they produce the same outputs. The main difference between the commands is
the command coding and the way that the data must be arranged in Stata’s data browser.
For example, the asclogg an alternativespecific conditional logit model that requires
the least amount of data manipulation when dealing with labelled alternatieegnw
bothclogit andasdogit commandgo ensure consistency and robustness of our results,
and obtained identical resulte/hile the results reported in this section have been
obtained exclusivelysing theclogit command.

Within the Stata software, the qualitative variablegfality, range and service
were recoded as dummy variables to enable us to measure the effects of these attributes
at their different respective levels. We note that this approach increases the number of
degrees of freedom but is far more informative frammempirical perspective. Instead
of estimating a single “average” value for a qualitative variable, each level of the
variable (low to very high) has its own corresponding mean coefficient value. Recall
that we specified effects coding for the pilot desin case of estimation problems that
arise from the many 0 and 1 values in the covariance matrix. Hence to test whether the
results were the same for different coding structures, we compared the results for both
dummy and effects coding. Using our date, obtained the same estimates under both
coding schemes. In light of the more prevalent use of dummy coding this is also our
preferred approach.

As we explain in the next chapter, the results of a logistic regression produce

coefficients that are in values of log(odds). These values can be interpreted as the
relative weights assigned to the corresponding attributes in the underlying utility

49 StataCorp.Stata 13 Base Reference Manu@bllege Station, TX: Stata Press, 2013
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function as set up by the analyst. In the literature, researchers oftentimes refer to the
coefficient estimates asgiyabilities, but they are actually logit probabilities and should

be interpreted accordingly. A basic logistic regression model can be expressed as
logit(p)=log(p/(1-p)) = feXo +...+RXk , Wwhere gds the overall probability of choosing a
given retailer and p/b) is in the form of an odds ratd For ease of interpretation, we

have thus calculated the exponent of the coefficients using theesiowationor

command in Stata 12. The log(odds) can be converted to odds by simply taking the

exponent of the coiients produced by Stata for attributédc calculating A We

include the exponent that has been calculated for the coefficient values under the
columns titled O.R. i.e. odds ratios. These results are shown Uliadér 23 in a
separate columnThe below results cluster standard errors at the indiviéwal and
therefore contain robust standard error estimates. Robust standard errors are presented
below the mean coefficients in parentheses. We note however, given the small sample
size we do not place emphasis on these results as they are highkblyutdi be
representative of the UK population. As we explain in the previous section, these are

merely indicative results.

50 we follow the guidance of UCLA Statistical @sulting Group for interpretingoefficient values and
correspondingdds ratios in logistic regression modetsich has beenbtainedfrom
http://www.ats.ucla.edu/stat/mult_pkg/fag/general/odds_ratio.htm
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Table 2.3 -Pilot survey results

Model 1 Model 2
Variable Coef. |z-stat]| O.R. Coef. |z-stat]|
Price -0.036*** 0.012
(0.013) 2.75 0.964 (0.110) 0.11
Discount 0.01*** -0.105
(0.003) 3.23 1.010 (0.077) 1.36
Time -0.081*** -0.234
(0.025) 3.24 0.922 (0.312) 0.75
Medium Quality 2.39%** 18.313
(0.450) 5.3 10.881 (13.716) 1.34
High Quality 2,73+ 20.432
(0.457) 5.98 15.330 (14.247) 1.34
Very High Quality 2.938*** 22.92
(0.641) 4.59 18.885 (14.922) 1.54
Medium Range 0.744*** 0.56
(0.243) 3.06 2.105 (0.305) 1.84
High Range 0.814*** 0.793
(0.246) 3.31 2.256 (0.476) 1.66
Very High Range 1.101%** 1.521%*
(0.340) 3.24 3.007 (0.318) 4.79
Medium Service 0.481*** 0.322
(0.244) 1.97 1.619 (2.189) 0.15
High Service 0.576 -0.820
(0.347) 1.66 1.779 (1.985) 0.41
Very High Service 0.772* 3.203
(0.411) 1.88 2.165 (3.284) 0.98
Price*Discount 0.002
(0.001) 1.45
Price*Time 0.003 05
(0.005) '
Time*Discount -0.001
(0.001) 0.91
- .
Price*Low Quality 0.293 191
(0.242)
Price*High Quality 0.293
(0.059) 0.58
Price*Very High Quality -0.067 107
(0.062) '
Price*Low Service -0.0005
(0.035) 0.01
Price*High Service 0.014
(0.042) 0.33
Price*Very High Service -0.051 0.95
(0.053) '
Log-likelihood -270.565 -262.059
Nr. Respondents 26 26
Nr. Observations 1040 1040

Notes:Robust standard errors presented in parentheses. ***, ** * next to coeffici
repreents statistical significance at the 1%, 5%, and 10% respectively.
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Using the pilot data we were able to obtain statistically significant estimates at
the1% level for most of the first model's explanatory variables. The respective absolute
z-values arendicative of the degree to which the respective attributes account for
variation in grocery retailer choice. The pilot study estimates show a strong preference
for higher levels of product quality compared to other retailer attributes. Product quality
is more important to consumers than the quality of seyvibde the level of service is
shown to be more important than the extent of product range and variety. Grocery
retailer quality accounts for a substantial amount of variation in the data with a z
staistic of 5.46attributed to a very high quality level. The results show that by offering
high quality products in their store, a retailer will have much higher odds of being
selected by consumers. More precisely, holding all else constant, if the product quality
improves from low to very high, the odds that the consumer will choose a given retailer
increase by well over 100%

This value is likely to be overstated because the calculated odds of 18.89 are
unusually high for this type of measurement scale. Astioned previously, the lack
of observations ikely to have overstated the effect of product quality on store choice.
On the other hand, the strong preference for quality could also be a reflection of the fact
that the small sample of respondents cdaddfrom higher income householdsher
results show that the variables of price, time and discount are also important to
consumers. The estimates show that consumers prefer lower shopping costs and value
a shorter travel distance to the grocery store.abt, fthe sample results show that
consumers value proximity to the store location more highly than the actual basket cost
of their shopping trip. This is shown by the negative coefficients for price and store
proximity and a positive coefficient for theylalty discount.

Looking at the results indble 23, the discount variable has an odds ratio of
1.01. This result indicates that retailers that offer a loyalty scheme improve their odds
of being selected compared to those who do not offer a loyalty scivdone exactly,
keeping all else constant, a £1 increase in the annual loyalty discount improves the odds
of retailer selection by 1%.While the pilot stage of the choice experiment is essential,
the pilot results must be approached with a degree of caution because they are restricted
by relatively few observations compared to the complete study. Based on these results,
it would be recommended that fop-Bfficient designs researchers should invest in a

large enough pilot study to obtain more accurate patres to enter the final design.
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Recall that during the design stages weludda interaction effects between
some of the explanatory variabl&ge ran the model with and without interaction terms
and evaluated the respective coefficierstatisticsand the results are presented in
Table 23 above.The coefficient values were found not to be statistically signifidant.
is likely that our sample size was insufficient to capture these additional effects and the
model produced some nonsensical results like a positive coefficient forlpri&eetion
2.4 we discussed how additional degrees of freedom can require additional data,
througha greater samplgize or additionasurvey questionglaving outlined the pilot
survey results and the main design procedures which apply to both the pilot and main
survey designs, we noproceed tahe methodology underlyirthe final survey design.

2.9 Main Survey Design

The plot coefficient estimatesstimatedusingStataand presented in the table
aboveenterthe final surveydesignas parameter priors. These priors are outlined in
Table 2.4 belovalong with the assumed standard deviatidime population standard
deviations of the respective attributes included in the design were approximated using
the values of the stalard errors of the coefficient estimatedVe explain this
approximation in further detail ithis section. This section outlinesnodel averaging
approach using Bayesian approximation to evaluate available designs subject to
outlineduncertainties. Werpviously coveredthe main advantages of this approach,
including the ability to account for model uncertainty and the precision of the parameter
values obtained from a pilot study. We also agpbyadvice received from the creators
of the Ngene softwaran the online forums and the Ngene manual (ChoiceMetrics
2012). They explain that larger designs like ours which also assume the mixed logit
model should be derived using the conditional logit specification and then evaluated
against the mixed logit in the final stag&his section concludes by presenting the
sociodemographic questions which enter the final design of the survey.

The main survey design generation process took place over the course of many
weeks to allow Ngene to evaluate as mpatentialdesignsas possiblend tolocate
the smallest comparabl@-error for the final questionnaire. The utility specifications
for the final design are identical to those outlined in the previous seEtpially, as
specified for the pilot design, the main survey syntax also used the Modified Federov
Algorithm to evaluate different combinations in attributes and levels found in the design
matrix. The key differenceto the design generation process was the application of

the model averaging approach and Bage approximation methods.
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As explainedthroughoutthe discussion on experimental design generation in
Section2.4, Bayesian efficient designs require additional simulation procedures. Using
the Bayesian approach the parameter priors are assumed to be random instead of fixed
The design evaluation process necessitates a predetermined number of draws to be
taken in a random or systematic sequédraa the underlying distribution. These draws
are takerfrom each of the parameter distributi@ssspecified ppthe researchewhere
each distribution is defined by the mean coefficient value and its corresponding
standard deviation. Following the Ngene Manual (p. 10[3), Bayesian efficient
design optimizes the expected efficiency of the design over a rgnger glarameter
values, thereby making it more robust to misspecifying the priors. Priors with a higher
uncertainty should see this uncertainty reflected into a larger standard deviation or
spread of its probability distribution.”

In our model, each pameterprior & is assumed to follow a normal
distribution with meamk and standard deviation. The population standard deviation
values in Table 2.fave been approximated usitige standard errors of the mean
coefficient estimates obtained via the pilot studyng Statgpresented in Table 2.

When considering point estimation of parametdti)é standard error of the estimate

is the standard deviation of the sampling distribution of the stéti€hieene2008, p.

1027). Recall thathe standard error isoncerned with the precision of parameter
estimateqi.e. accuracy with respect to the true population mean) and decreases with
increasing sample size. Whereas the standard deviation measures the dispersion of data
in the population around the populationanend has no relationship with sample size.

In order toobtaina roughapproximation of the population standard deviation 1

we use the welknown relationship between sample size, the standard error of the

parameter estimate and the population standard deviStBr= %.51 We follow this

approach instead of randomly assigning values to the standard deviations. At this stage,
the exact value of the standard deviation (and equally the value of the prior mean
coefficient) will not be known witltertainty and as noted above, the researcher can

assign larger standard deviation prior values if there is uncertainty over the mean

coefficient valuelt follows that for the design generation process the standard deviation

51 This approach has not been used to obtain aggracid unbiased estimate of the population standard
deviation. We use this approach to avoid assigning random values to the distribution and acknowledge
that our sample size of 26 is probably not sufficiently large for the formula to accurately predict the
population standard deviation.
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need not be a precise estimafethe true population standard deviation but rather
should be used as a tool to indicate the degree of uncertainty of mean coefficient
parameter priors. The table below specifies #adues assigned to each of the
distributions of parameter priors fevery corresponding attribute

Table 24 —Main survey parameter priors

Attribute Assumed Prior:
&~ N (kX
Basket price N (-0.04, 0.05)
Loyalty discount N (0.01, 0.02)
Proximity N (-0.08, 0.1)
Product Quality Medium N (2.39, 2.8)
High N (2.73, 2.7)
Very High N (2.94, 2.8)
Product Range Medium N (0.74, 1.38)
High N (0.81, 1.57)
Very High N (1.1, 1.71)
Service Quality Medium N (0.48, 1.34)
High N (0.58, 1.81)
Very High N (0.77, 1.48)

The Dy-error is calculated by Ngenerdily by drawing, Rvalues from the
random distribution of the prior parameter values as defined in the table above. Then,
for each of these parameter values, theridr is evaluated and an averagertor is
computed over these values. Recall that difiemparameter values will produce an
AVC matrix with its own Derror. However over a large number of draws, Bayesian
approximation achieweconvergence to the true-é&lificiency of the experimental
design.For the main survey syntaxhe draws were specifieid follow the Halton
SequenceCompared to its counterparts, the Halton sequence performsegalise it
generally requires fewer draws to converge to the true efficiency of a given,design
compared to PMC methods (Bliemer et al. 2008). Before degid use the Halton

sequence, we also performed trialsspgcifying the Sobol sequence. Throughout the
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trial runs, both of the procedures produced relatively similar results. In the final syntax
we specified a relatively large number of draws (40000) to be taken from the
distribution. This was done because over a large number of draws the approximation
converges to the true-Bfficiency value of the experimental design irrespective of the
sequence used (Bliemer et al. 2008).

In addition to prior value spéication, we accounted for other uncertainties by
using the model averaging approach. Following this approach, the researcher can
specify several design specifications, i.e. models, with their respective assumptions.
Then the researcher specifies weidgtsthe models to indicate the degree of model
preference/importance. The averageibor of the models is calculated using these
weights.The main survey design syntax found in the appetaiitains the three model
types (M, Mz, and Ms) that were assumedrfthe model averaging approach. All three
models were assumed to be @ith Bayesian priors asutlined in Table 25. We
assigned different properties to these models to account for lack of information at
design stages.

The differences between the netglwere thenclusion/exclusiorof interaction
terms and effects versus dummgding. For example, tte first model M1, assumed
dummy coding and main effects only. The second modegl,iddluded interaction
terms(same as the ones used in the pilot desaga) also used dummy coding. The
interaction term priors were assigned small negative or positive values instead of using
the pilot survey result¥ The third and final model Mproperties were assumed to be
main-effects only with effects coded variables instead of dummy coded. Recall that
effects coding may be important at data analysis stages if dummy coding hinders
convergence via maximum likelihood estimation.

As before, Ngene calculates the individual AVC matrices for each of the models
specifiedandcalculates the Error of each individual modéWhenusing the model
averaging approa¢iNgene also displays the-&roradjusted by thaveights assigned
by the researcher. The weights assigned to the model types were introduced to ensure
that the prefeed model would be given the most weight in calculatindgHesror. The
corresponding weights assigned were 2:1.5:1 for modal$1¥M3 respectively.

Model My was given the greatest weight because it is our preferredefiasts dummy

52 As a result of the small sample size, the estimation in Stata produced nonsensical values for the
interaction term coefficients.

127



coded model that would also be used during the evaluation stage for the mixed logit. In
addition to these considerations, the Ngene syntax required that we also specify the
econometric model types for these three versions.

Using the model averaging method, we specified thent@del for all three
model types. After allowing Ngene to run the syntax, we manually saved designs with
the lowest B-errors. Theestoreddesignswvere laterevaluated by assuming the panel
mixed logit model. The evaluation syntax that was used to cidtfgene to evaluate
the presaved designs can brundin the Appendixof this paper. We firsthattempted
to derivea design that would produce ten survey questieigen rows in the survey
design matrixHowever, given the additional degrees of freedequired to estimate
the mixed logit modelMve needed to include an additional row within the design matrix.
Therefore our final survey presented respondents with a total of 11 survey questions.
Whenwe evaluated thdesigns against the ML (random pagder) specification we
alsohad to selecthe number of hypothetical/simulated respondents (ChoiceMetrics
2012, p. 112). With random parameters, preferences are represented by intkvielual
coefficients Ythat are drawn from a particular distribution.

Hence to calculate the-Bfficiency of a design that assumes a mixed logit model
with random parameters, the process requires the analyst to take a specified number of
draws from the distribution for each hypothetical respondent and then tcatalanl
averageD-error for the design. Larger numbers of draws and greater numbers of
hypothetical respondents produce more accurate approximations of the efficiency
measure at an additional cost of increased computation time. We used a relatively large
number of N = 1000 respondents with 300, 500 and 1000 Halton draws to evaluate the
efficiency of the candidate designs. The spe&fierror estimates of our chosen design
can be foundinder the table belaw

The bottomrow in Table 2.6 belowndicates theihal D-error of our chosen
design when it was tested against the mixed logit model specificafiba.figure in
the brackets indicates the number of Halton draws. Recall that #w@oDis
determined by the individual design and assumptions imposed, hencetta Balues

can only be compared between designs of a given choice experiment.
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Table 2.5 — Derrors of the main survey design

Testing the Derror of the chosen experimental design

Model Dy-error Dy-error Dy-error Dy-error
(H=40000) (H=300) (H=500) (H=1000)
M1 0.242081
P 0.053306
M3 0.355818
Unweighted Total Error
0.651205
(M1, M2, M3)
AverageWeighted Error
0.919939
(M1, Mz, Mo) 3
Panel Mixed Logit
(N= 1000) 0.49089 0.49808 0.49686

Next we presenthe sociodemographic questions we progosask the survey
respondents and look at the ways these questions should be formulated in the context
of a survey. In preparingthese questions we ndtéhat there are a number of known
issues related to the truthful elicitationrefponses, in particular those which concern
income levels Firstly, evidence suggests thatstadvisable to ask questions on annual
disposabledncome as this approad associated with the most accuracy in response
(Stopher 2012, p. 180). In additidhe researcher must consider the fact that questions
about household income may produce some error because it requires some knowledge
on the other individual not participating in the survey. We also note that even when
survey participantsnowthe answer to a question, they may not want to reveal a truthful
answer (Stopher 2012, p. 182).

If the survey is a selidministered survey, and the individual has complete
anonymity, this facilitates the elicitation of truthful responses in the context of all types
of questions (Stopher 2012, 183). Online surveys offer the perfect environment to
preserve respondent anonymity. presenting our survey to respondents, questions
outlined in multiple choice format. Further, these questasentespondents with a
choice of categories (rangesdm which respondents can ssklect. Compared to
open ended answers, this method is also associated with elicitation of truthful
responses, particularly on income levels (Stopher 2012, T86)data collected on
respondents’ sociodemographic characteristics is an important part of the empirical

analysis. Its accuracy is therefore important.
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At estimation stages, interaction terms enable the segmentation of preferences
on the basis obbservable characteristic3his allavs the researcheio identify
additional dimensions dfifferences in preferences between sociodemographic groups
Thisfirst section of the survey presemespondents with 10 multiple choice questions
on respondents’ age group, gender, household income, weekly expenditure on groceries
and basic household items, household size, shopping frequency, car ownership, and rate
of participation in loyalty schemes. A complete list of the multiple choice questions that
were included in the qg&onnaire can be found belaw Table 2.6.

Table 26 — List of survey questions presented to respondents on their
sociodemographicand household characteristics and shopping preferences

1. How old are you?

a) 18-24
b) 25— 44
c) 45-64
d) 65+
2. What is your gender?
a) Male
b) Female
3. How many people live in your household?
a) 1
b) 2
c) 3
d) 4+

4. What is your primary occupation?
a) Full-time employment
b) Parttime employment
c) Homemaker
d) Unemployed
e) Student

5. What is your annual household disposable (after tax) income?
a) £0-£13,000
b) £13,001 £22,000
c) £22,001 £45,000
d) £45,001 £65,000
e) £65,000+

6. On average, how often do you order groceries using the Internet?
a) Every week
b) At least once a month
c) A fewtimes ayear
d) Never

130



7. On average, how many times per week does your household go grocery
shopping?

a) 1

b) 2

c) 3

d) 4+
8. On average how much does your household spend on groceries and basic
household items (toilet roll, bin liners, etc.) each week (excluding alcohol)?

a) £10-£35

b) £36 -£61

c) £62 -£87

d) £88-£103

e) £104+

9. How many loyalty schemes do you participate in@l{iding grocery retailer,
cosmetics retailer, airlines etc.)

a) None

b) 1-2

c) 34

d) 5+

10. Do you usually drive a car to go grocery shopping?
a) Yes
b) No

2.10 Conclusion

This chaptempresentedhe underlying theory and rationale for using stated
choice methods and fafient experimental designdNe presented evidence that
orthogonal designare not optimised for nonlinear discrete choice moatng that
efficiency based designs offer a more compelling alternative. After evaluating the
methods available to practitionevge presented the waysperformsurveys of human
populations noting the possible biases that we would encounter by carrying out the
survey online and sampling the population following a convenience sampling approach.
Then, weoutlined adetailedmethodology for the design of a discrete choice experiment
to measure consumer preferencesldgalty schemes in the UK groceries market
doing so weundertook a qualitative assessment of this market and designed an
experiment which mimics the featuralsthe sectorWe performed a small pilot study
to estimate parameter priors to enter the final design of our survey, which is a
requirement in Befficient designs. We then also controlled for uncertaioity
parameter priorby relying on the Bayesian rgon of the Derror. Chapter Il of this
thesisoutlines and evaluates the method used to collect the data and presents the results
of theDCE
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Chapter Il
Empirical Results
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3.1 Introduction

This chapter psentsthe empirical results of aliscrete choice experiment
designedo modelheterogeneity ikonsumer preferencés grocery retailer attributes
namely loyalty schemeslLooking back to the literature revieshapter we found that
the economic models used to assess repeat purchase discount type styategyialy
assume that consumexse homogenous in their artificial costs of switchiriig other
words, when firms implement loyalty schemes, the strategy unilaterally increases the
costs of switchig for all consumers.We found that theoretical models can, and do in
many casesaccount for heterogeneity in consumer preferenggpically this is
through locational differences in a Hotelling frameworkddaional variation may for
example, be appliethrough random variation in preferences across different time
periods entering the modeéfowever,until recently,the fact that consumers are likely
to be heterogeneous in their switching costs has not been accounted for in the literature
(Biglaiser etal. 2016).

In light of this, thisthesis set out to fexamine the assumptions entering
theoretical models on costs of switching when firms implement loyalty schemes. By
using the mixed logit model we are able to test whetreicoefficient for the loglty
discount varies between consumers or not. If it doeshrest,it follows that consumers
are likely to be homogenous in their artifiataists of switching. This monsistent with
the nature of assumptions typically applied in the theory. On the other thand, i
consumerdaste for loyalty schemes varies in the population twsumers are likely
to be heterogeneous in their artificial costs of switchingated by the retailer’s
strategy. The empirical findings presentadthis chapter suggestdt loyalty schemes
do notaffect consumers in the same way #mat grocery retailers in the UK are likely
to competefor consumers acrosswide range of price and namice factorsincluding
loyalty schemes

Compared to other grocery retailer atttds which exhibit preference
heterogeneity, the most variation in households’ preferaadesthe loyalty scheme
discount attribute Based on our sample of datapund 97% of consumers prefer
grocery retailers who offer high levels of customer serincstore However,only
around 68% of consumers choose a grocery retaildne basis of being able to achieve
a loyalty discount.This indicates that in the population of grocery shoppers in the UK,
only someconsumers’ behaviour is affected by a loyalty scheme when choosing a

grocery retailer. This supports the hypothesis we set out in the first chapter which
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proposes that consumers are likely to incur artificial switching costs heterogeneously
This has implications for the theoretical models used to study endogenous switching
costs related to loyalty scheme type discounts. For exampidéinding implies that

loyalty discounts do not unilaterally increase switching costs for all consumers. We
also argue thaven if a consumer repeatedly buysogmoes from the same retailer who
offers a loyalty scheme, this will not necessarily mean the individual will then redeem
their lump sum coupon. This may be due to personal preferences and consumer seeking
to protect their personal data for exampfes such, the loyalty scheme mapt cost as

much to the retailer as implied by some of the models used to study repeat purchase
discountsWe also argue that the scheme is unlikely to affect market outcomes in the
way suggested by theoretical models. We disthisse aspesof the results at greater
length in the discussion section.

The overall structure of this chaptam be summarized as follows. Section 3.2
discusses the benefits and limitations associatedomiihe surveys and the resultant
sources bbias we need to consider when undertaking the empirical work. This sub-
section also sets out how we propose to test the quality of data coliecisdess
whether the empirical results are likely to be meaningfakttiBn 3.3compares survey
respondent characteristics agaihe UK population statistics along a range of different
factors such as location and disposable household income. For examfilg] that
certainincome and age groups as well as téigionsareunder or overrepresentéd
the cata. Thesampled respondendse proportionality youngerricherandgenerally
more likely to be fronmore prosperouggions where household incomesagiove the
national average. The comparison of sociodemogragiacacteristics of survey
responderst against actual population figures providies necessary information to
determine the relevafrequencyweights to be applied &pecific groups of consumers
found to be underrepresented within our samplee frequency weights applied to the
data are set out at the start of the empirical results section.

Throughout $ction 3.4we presenbur empirical results obtained by running
different model specificationmamely the conditional and mixed logit specifications,
with and without interaction term3he complete lisbf all the model specifications
that are referenced in this chapter can be found in the appendix under table A3.1.
Section 3.5resentadditionalresults to assist in the interpretation of the data, namely,
willingnessto-pay estimates for grocery retailer attributes and graphical

representations afidividuatlevel parameter estimated/TP is a useful and alteative
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way to interpret resultdy examining ordered preferences in the form of WTP
estimates Individuatlevel parameter estiateson the other hangllow the researcher
to graphicallymap howwidely (or narrowly) preferences are likely be dispersed
around the mean. Section 3.6 conchiiiés chapterwith a discussion afherelevant
insightsoffered byour findingsin the context of the academic literature, implications
for competition policyand possible directiorfer futureresearch
3.2 Data Collection & Data Quality

This subsectionoutlinesthe process undertaken for the collection of data
doing so, we set odttow we propose to test and control for sources of bias that may
impactthe quality of our results In the context of the methodological chapter, we
outlined the trad®ffs inherent to the different methods available to researchers aiming
to collect a representative sample of the population through a survey. Weimoted
particularthe potential sources of biasherent to data collected via survey methods
Theseissues, including sources of biadributed to online surveys, are discussed in
greater detailn the methodological chapter Section 2.7. In addition, we also note that
Section2.9 considershow to mitigate bias anetlicit truthful responses to sensitive
guestions such as household income

The surveyoutlinedin the second chapter of this thesias uploadedto the
online platform Qualtricsand preservetespondent anonymity The survey itself was
made up of two parts, (i) sociodemograpaimd household characteristics questions
and (i) the D-efficient survey containing.1 hypothetical shopping scenarios. All
survey datavas collected from the ¥7March 2014 up to the ¥8July 2017. The
purpose of launchinthe survey online was threefold: @jcit truthful responss (b)
adopta cost and resource efficient method; é&r)dfacilitate he collection of as large
as possible set of survey responses. As the survey was conducted online we benefited
from the ability to reach a wide audience. For example, the survey was shared via
multiple internal company and university mailing lists as well as social media channels
(e.g. Facebook, Twitter and LinkedIn). The survey platform also varied the sequence
of questions presented to each respondent to remove sources of bias arising from the
ordering of questions. Further, by conducting the survey using Qualtatded us to
purchase supplementasponses at very short notice

Whilst beneficial, our adopted approaghs also subject to certdimitations.
Firstly, there arespecificbiases associated with online surveys. Online surveys limit

researchersbility to reach certain respondent groupsidternet gnetration rates not
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being 100%. In addition, online surveys require the respondent to have minimum
threshold ottechnological skills For example, individuals the older age category

are less likely to be savvy internet usersvemald therefore beess lkely to participate

in online surveys. On the other handcertain respondent groups madye
overrepresentedor example students and higher income households.

Considering the abey by collecting the data online we were inadvertently
eitheroverincluding or excluding certain households from participatindpésurvey.

This is consistent with what we observe in the context of the analysis of
sociodemographicharacteristics oftsvey respondenizesented in the section below.
These results show that our samplsignificantly underrepresentative of older age
groupsandhas a large number sfudents than otherwise suggesteddgyupationievel

figures In addition, respondentgport very high disposable incomes. We also noted

in the methodological chapter the issues associated with asking individuals about
household versus personal income. This may increase the scope for reporting errors.
These issues are also discussed in the next section of the chapter.

Secondly, we chose to distribute the survey link across as many online channels
as possible which was by far the most convenient and least resource intensive way to
collecta sufficiently large sample afatafor the purposes of our empirical work. In
Section 2.6 of the methodological chapter we outlined a number of methods for the
collection and sampling of data. In doing so we explained teatomld have adopted
an alternative appach to the collection of data withaass to much bigger resources.
This is in terms of availability of timéo conduct the researdnd much greater
finances In this situation, & would have sought to for example, purchase a sampling
frame of a representative sample of the UK populatimh grawn a random sample
using one of the random sampling methods available. Alternatively, we could have
drawn from a radom sample of UK householdsing random dialling or drawing a
random sample froranlinetelephone directory

We would have thennvited individuals for facde-face interviews by
contacting them via post or telephdrexause facto-face interviews are said to deliver
the most reliable resultS. Alternatively, on the basis of a random sample of grocery
stores we could have interviesh a random sample of people leaving/ entering each
selected grocery stor€his would have also required fataeface interview techniques.

53 These issues are discussed at greater length in Section 2.6 of the methodological chapter.
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However, as we explaineid greater detail in Section 2.6here are a number of
difficulties associated in drawing a completely random and representative sample of
households on the basis of postal addresses in a telephone directory or other comparable
methods. Tis approach also represents thestresourcgtime and money) intensive
method for collecting the suryelata which was one of the main considerations when
choosing between different survey meth{@wpher 2012, p. 362)

Our choserapproach, an anonymous online survey\a a common method
used to collect survey data. Onlisgrveys ar&nown to bemore effective ireliciting
truthful responses by ensuring respondents are able tocargiete anonymitwhen
submitting their responsed hey also permit the careful design of questiorfartber
facilitate theelicitation of truthful responses. Thiwas particularly relevantas our
survey includednore sensitive questions in relation to incoriée note that extracting
truthful information on income levelsom respondents in surveys a weltknown
issue in survey methods.oWever,we were able to mimize this risk by conducing
the survey online and presenting available answer as ranges in multiple choice format.
As noted above, Section 2.6 discusses this issue in greater detail.

The collection of responses was carefully monitored throughout ttee da
collection process. In the first instance, the link to the survey was shared via a number
of online channels in the UK. Furthermore, additional responses were purchased
through the Qualtrics panel of respondents. The initial data gathering erediee
us to collect 293 responseshrdugh the Qualtrics panel we purchasefdirther 142
responsewhich were recorded durirthe same time frame as the first sample, adding
up to a total otollected435 responses. As explained in the methodologitapter,
researchers generally aim to achieve a sample size of 200 or 300 to achieve robust
parameter estimates in the context of discrete choice experiments (Rose and Bliemer
2013, Stopher 2012, p. 256).

After downloading the data from Qualtrics invc®rmat we performed a
number of checks on the data fiuality assurance purpos&sf the total 435 recorded
responses, 8 responses were removed from the total sample for one of three different
reasons. Firstly, we removed all respondents who comptlleéedurvey in under 5
minutes. This was to exclude individuals not actually reading the instruaions
guestions presented to them in the survey. Secondly, we removed a survey respondent
who selected the same option during each survey question. s&/éetermined the

approximate locations of survey respondents at the time of taking the survey using their
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GeolP location. In doing so we identified and removed the survey responses from
Northern Ireland where the grocery retail sector is significanffgrént to England,
Scotland and Wale¥. This left us witha total 0f292 and 135 remaining responses
from the first and second samplespestively.

After performing these initial quality controls wseught to verifywhetherwe
could identifyand controfor sources of bias in our datdich would likely affect the
quality of our resultsln doing so we noted thatgood quality and unbiased sample of
the population would beepresentative of UK household characteristics and consistent
with actual UK household preferences. This would enable us to estimate the data to
obtainreasonable empirical resulisth reliablereatworld applications Considering
the above w@erformed a series of checks to test the quality of the data, specifically

(i) compared the implied market shares computed on the basis of survey responses
to actual grocery retailer market shares in the same time period as when the
survey was conducted;

(i) compared the survey respondents’ household and sociodemographic
characteristicgo publically available statistics on the UK population with a
particular focus on known drivers gfocery shoppingreferencesncluding
but not limited to their househoidcome, age and household siged Section
3.3);

(i) compared the first and second group of respondents with reference to their
household and sociodemograpbi@racteristics to test for material differences
between these two sampleg¢ Section 3)3and

(iv) on the basis of the comparative assessment in (ii) apply population based
weights to the datataddress potential sources of bias (see Section 3.4)

To address bulletabove, we computadarket shares by taking the frequency
of responses attributed to retailérsB, CandD as a proportion of total responses and
compared these against actualagry retailer market share€ven though the survey
was “unlabelled”, in the sense that respondents did not choose between identifiable

>4 See for example a recent report by Kantar Worldpanel on the Northern Ireland Retail Landscape
which sets out the key players in the market and their corresponding market shares. The market
structure outlined in this report is very different to the UK grocery retail landscape. For example,
Tesco has nearly 35% market share (in the UK <30%) and retailers Morrison’s and Waitrose do not
appear to operate in Northern Ireland.
https://www.food.gov.uk/sites/default/files/coracampbellkantarworldpane¥pdessed 9 October

2017.
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retailer names, the experiment was designed on the basis of actual retailer offerings. In
this context, retailer pfiles A, B, C and D were modelled against actual grocery
retailer features of Tesco, Sainsbury’s, Asda and Waitrose respectivehsidering

the above, the similarity between the survey and actual market shagesod indicator

of the qualityand repesentativenessf the dataThe market shares computed on the
basis of the chosen alternatives are presented below in Tablée3dlso include a so

called “group of four market share”. In other words, market shares computed as a
proportion of the total 67.5% share attributed to these four retailers in the UK groceries

market.

Table 3.1-Implied and Actual Grocery Retailer Market Shares in 2014
Tesco  Sainsbury's Asda Waitrose  Total

Market Share (sample) 45.1% 17.5% 28.4% 9.0% 100.0%

2014 Market Sare (actual) 28.8% 16.2% 17.4% 5.1% 67.5%

2014 Group of Four 45 200 54006 258%  7.6%  100.0%
Market Share
Notes Survey market share figures were computed by calculating the proportion of times r
labelled as A, B, C or D were selected by resporsdéuting the survey. Actual market share figures
are sourced from Kant&f.Group of four market shares were computed by assuming the grocery market
was restricted to only the four retailers listed above taken as a proportion of actual market shades

The market sharas the first row ofTable 3.1 aboveare consistent with actual
market shares observed in real world markets both in terms of the overall split and
relative sizes of retailers. Firstly, roparingretailers’ relativesizes to each dter,in
terms of market share$esco, Asda, Sainsbury’s and Waitr@se the first, second,
third and fourth largest retailers in order of market share magnitesiesctively This
is the casavhen looking at both the sample and the actual UK marketaddition,
there is overall limited variation between the sampkrket sharesnd the actual
market shares. For example, H#atual market shares of Tesco, Asda and Waitrose are
less than 3% higherompared to the survey based market shares. Onhéeland,
Sainsbury’s market share is 6.5% lower in the sample than its actual marketlshare.
conclusionalthoughthe implied survey market shares aog strictly identical tavhat
we observe in actual markets, they are very similan b&ance, theesults of this
check are consistent witvhat would be expected ajood quality data that is

55 http://uk.kantar.com/consumer/shoppers/2014/2a0garworldpaneluk-grocerysharedata
september/

139



representative adctual UK household preferencasdthereforemore likely to deliver
reasonable empirical results.

The next section evaluatesspondent chacteristicsagainstthose ofthe UK
population. This data is alsisaggregated by respondent group to assess whether any
significant differences exist between these two sets of respondienizing so, we are
able to perform quality checksi)(iand (ii) described above. The results of this
evaluation indicate that althougrere is somédegree of/ariation between thsvo sets
of respondentson balance the differences are not substantistead, more material
differences arise between certain sdeimographic characteristics of survey
respondents and those found in UK population. These aspects of taadiat@awv we
propose to control for these sources of bias are discussed at greater length below.

3.3 Demographic Characteristics of Survey Respaients

In section2.10 aboveve outlined the aciodemographic questions that were
included inthe final survey designThe inclusion of these specific questions erdble
us tocollectrespondentevel datawhich can besegmented according tespondents
household and sociodemograplulearacteristics. Ultimately, the segmentation of
respondents allows us test for the presence of preference heterogeneity between groups
of consumers/ households through interaction terms contained in the various model
specifications®  In addition, his segmentatioallowsus to evaluate the quality of the
databy comparinghe characteristics dhe two groups ofurvey respondents &ach
other and also tthose of the general UK population. In doing sojest forsampé
representativenesand sources of likely biathat may be corrected through the
application of population weightd=or example, asoted abovethe surveywas
conductednlinerather tharusing the traditional methods like telephone interviews or
via posal delivery. This approach to the collection of data mhgve led to the
overrepresentation of younger and more educated individwmsl the
underrepresentation of less technologically sophisticated shoppers and also older
individuals We address thigype of issue further below thtgh the comparative
assessment

A key assumption we make in interpreting our results is that the choices made
by individual respondents also account for the preferences of the household they live
in. We note thatnidividuals in the population are likely to either:

56 Please see the appendix for a full list of model specifications and interaction term descriptions.
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be the main person responsible for their household’'s shopping; or
may share grocery shopping responsibilities with others in the household; or

may generally shop as a househald;

X X X X

may not go grocery shopping at.al
Being mindful of the above sgart of the preliminary survey questions, survey
respondents were asked whether they were responsible for performing the main shop
on behalf of their householdThe survey instructions also clearly set out that the
guestonnairerelatedto household behaviouAdditionally, the remaining questions in
the survey were also formulated to ensure the respondent would cdhsideverall
household spendingnd shoppindpabits.Thus weinterpret the estimated coefficients
as representing the preferences of individual shoppers (consumers) as well as the
householdshey live in. We also note that some individuals live by themselves in which
case this point is not pertinertdfowever as we show below, a majority of survey
partiapants do not live by themselves

Tables 3.2-3.6 below contain a number of statisticson respondent
sociodemographicharacteristicend shopping behavioulWe compare these figures
to UK populationstatistics which have been sourced from a number ohma&Zons
such aghe Office for National Statistics, HM Revenue & Customs, The Institute of
Grocery Distribution (“IGD”) and Kantar Worldpanel (“Kantar®). Most statistics,
unless otherwise stated, are representative of the year 2014 aehiebpondso the

yearthe survey was conducted.

57 A complete list of data sources can be found in the bibliography.
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Table 3.2— Survey Summary Statistics: General Household Characteristics

Demographic o Respondent  Respondent All UK
Variable Description Group 1 Group 2 Respondents  Population
(%) (%) (%) (%)
Age 18-24 16.44 8.89 14.05 11.54
25-44 61.30 58.52 60.42 33.63
45-64 19.18 25.93 21.31 32.37
65+ 3.08 6.67 4.22 22.47
Gender Male 41.78 36.30 40.05 49.22
Female 58.22 63.70 59.95 50.78
Household 1 17.12 11.85 15.46 27
Size 2 39.04 24.44 34.43 36
3 19.86 31.11 23.42 17
4+ 23.97 32.59 26.70 20.00
Primary Full-time employed 68.84 47.41 62.06 60.01
Occupation Parttime employed 8.22 23.70 13.11 22.04
Homemaker 1.71 14.81 5.85 6.27
Unemployed 1.37 10.37 4.22 5.16
Student 19.86 3.70 14.75 6.52
Disposable £0-£13,000 11.64 14.07 12.41 17
Household £13,001- £22,000 14.73 23.70 17.56 40
Income £22,001- £45,000 40.75 45.19 42.15 35
£45,001- £65,000 15.41 10.37 13.82 4
£65,000+ 17.47 6.67 14.05 4

Notes:These figures are based on 42i/ey responses. Respondent groups 1 and 2 have 292 and 135
survey responses respectively. Figures may not add up to 100 due to rounding. Data for age, gender,
household size and occupation was sourced from the ONS. Data on disposable householddacome w
sourced from HM Revenue & Customers. All data relates to 2014.

Let us first consider the distribution of respondents across the various age
categories. Both respondegitoups are similar to each other, however, there are
importantdifferences between the distributions of age groups in the sample groups
comparedo the UK population. In particular the 65+ age category is much srizadler
other age categori@s our samplend also in terms afhat is observed withithe UK
population. Instead, our saie contains nearly twice as many individuals in thet25-
age category than suggested by populaegeet data. Furthermore, our sample
contains relatively more female respondent than male respondents. This may be due to
the fact that the survey wagended to be completed by the primary shopper of that

household and women are more likely to carry out this role. For example, consider the
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findings of a large study conducted by the Food Standards Agency published in 2007.
“Consistently throughout the period of the study, more women (77% in 2006) took
all/most of the responsibility for household food shopping compared to men (29% in
2006).” °8

The population statistics for both age and gender were obtained using the ONS’s
Population Analysis Tool 2014. niployment statisticsvere derivedrom the2013
Labour Force Survey (“LFS”) published by the ONS. This data set contains information
ondifferenttypesof labour market activity/ inactivity for individuakgged 1664. We
chosethe LFSdataset as it proded a breakdown of labour market activity by type.
However, theLFS datasetllowed for multiple occupations. So for exampdertain
individualswere classified botlas partime employed ands students. On the other
hand, our questionnaire did notaall for respondents to select more than one answer
per question.Furthermore this data set contained statisticenftividuals aged 164,
while our survey was completed by individuals aged 18 to 65+. Considering the above,
we are unable to make a likerflike comparison to for this specific category and we
therefore do not place significant weight on the underlying reasons diffecdrs=msed
between our sample and the population level statistics.

Let us firstconsider the differences between the two samples of respomients
the occupation categaryThe primary occupations of survey respondents are visibly
differentbetween the two groups 1 and 2A number of the differences in primary
occupation between the two sets of respondents, could be e different ways
the two samples were collected. The first sample was collected by sharing the survey
via mailing lists and social media. On the other hand, the second set of responses were
collected via a paid service which required paying a lpafnespondents to complete
the survey. For example, e second sample contained around twice as many
unemployed individuals compared to what we observe in the national statistics. This
is consistent with the fact that someone who is emplayedfull-time job would be
less likely to participate in unconventional sjdés likebeing a partime panellist for
online sirveys. Furthermore, there are a large number of student respondents in the

first respondent group which is consistent with the channels that were used to distribute

58 We note that this study is ten years old and that more men are likely to be performing the household
shopping in 2017.
http://webarchive.nationalarchives.gov.uk/20111206144033/http://www.food.gov.uk/multimedia/pdfs/
cas07uk.pdf
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the survey, namely a number of university mailing lists. When takiegespondent
groups togetheron balancethe combined figures are representative overall in the
context offull-time employmenand unemployment. hEse figiresare very similar to
the UK populationtatistics in the fourth column.

In terms of household sizes, the data we collected is under representative of
single person household$lowever,it is worth noting that 37% of respondents who
participated in theurvey were located in London where living costs are higher than the
rest of the countryAs a consequence lilgherliving expenseand weltknown supply
side shortagesnore individualsare likely tolive in shared accommodatione( as part
of a largr household)n Londonwhich could be driving the abowaatistic The
locations of survey respondents may also be driving the way household income
categories are distributed in the sample, in particular the first sample group.

Over 17% of respondents in the first group stated their household earnings after
tax were over £65k whereas this figure was 7% and 4% for the second group and UK
population respectivelyTable 3.5 further below presents the gross disposable income
by UK region showing that London and the East of Engleace the highest average
disposable household incomesmpared to other regionsin addition, Table 3.4
contains locations of respondents at the time of completing the survey indicating that
the majority of our respondents werés@a from thesehigher incomeregions.The
reported household incomes are higher than the national awrddkere arat least
two biases driving this result. The first is the risk tfespondents will be uncertain
about their household income as this information is about another individual. Secondly,
another source of bias is the fact that the survey was carried out online which restricts
the sampling to more affluent individuals as discussed in more detail in the

methodological chapter.
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Table 3.3— Survey Summary Statistics: Household Shopping Behaviour

Grocery Shopping o Respondent Respondent All UK .
Variable Description Group 1 Group 2 Respondents Population
(%) (%) (%) (%)
Shopping Frequency 1 37.33 31.85 35.60 -
(weekly) 2 29.79 41.48 33.8 -
3 18.49 14.81 17.33 -
4+ 14.38 11.85 13.58 -
Online Shopping every week 7.53 15.56 10.07 2.43
Frequency few times a 13.36 3185 19.20 11.93
month
a few times a yea 29.79 22.96 27.63 7.74
Never 49.32 29.63 43.09 77.9
Weekly Expenditure £10- £35 17.81 14.81 16.86 -
(food & non-food £36- £61 28.08 28.15 28.10 -
nondurable £62- £87 25.00 25.93 25.29 -
household items) £88- £103 15.75 20.74 17.33 -
£104+ 13.36 10.37 12.41 -
Loyalty Scheme 0 17.12 5.19 13.35 -
Participation 1-2 49.66 46.67 48.71 -
(all types) 3-4 22.26 33.33 25.76 -
5+ 10.96 14.81 12.18 -
Drives a Car Yes 54.45 67.41 58.55 61
to Buy Groceries No 45.55 32.59 41.45 39

Notes:These figures are based on 427 survey responses. Respondent groups 1 and 2amav&3%92
survey responses respectively. Figures may not add up to 100 due to rounding. Sources for the
populationlevel figures can be found in the data sources section of the bibliography.

Table 3.3abovepresents the summary statistics for grocérypping related
guestions, such as loyalty scheme participation and shopping frequency. There are a
number of differences between the two groups of respondents throughout these
different categories.Let us consider them in turn. Firstlfhe second group of
respondentare more avidoyalty scheme participants than the first group. There are
in fact, 17% of respondents in the first group who stated they did not participate in any
loyalty scheme at all. The corresponding figure for the second group%vasn
addition, thereare significantly more individuals in the second group of respondents
who statel thattheytypically drive a car to go grocery shopping compared to those in
the first group. The combined figures however, are in line with the aopullevel
statistics.

Looking at the distribution of responses in relatiorpteferences foonline

shopping, the sampledspondents appear to purchase groceries online more frequently
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than the national averag&his holdsin particularfor the second group of respondents.
If we compare the overall statistics for online shopping prefereadigsires published
by Kantar, proportionately twice as many of our sampled respondents regularly
purchase groceries online. This could be due to individuatsiinsample working
demanding jobs with less time to shop ion@y they mayprefer alternative shopping
channels. This could also be attributed to the fact that the sample contains a larger
number of younger individuals than the national aver@ugthe surveyitself was
conducted online which, as noted above, may atirapiecific type ofespondent

On the basis of the table above, ost@pshopping remains the preferred shopping
methodamongroughly a third of survey respondents. Another third cpendents
state that they go grocery shopping at least twicemeerk The remaining 30% go
grocery shopping at least 3 times per wefkhough we could not find likdéor-like
data on grocery shopping frequency, we refer to an IGD report which looks at
developments in grocery shopping frequency over fonesome insights The IGD
shopper insight report focuses on the growth in pshopping’ through the analysis
of survey data on consumer shopping behavidim. the report, topsp shopping is
definedas a smaller shopping trip in terms of basket size, which is carried out by
customers wishing to topp their main grocery shop. According to 1GB6% of
respondents the surveyclaimed that they were tegp shopping more often that3-
years ago. Theeport highlights thatonsumersised to benore likely to carry out one
major shop per week and preferred grocery retailers offersogalledone stopshop
for all major items they needed for that wekkturn, the groceries sector experienced
growth of big out of town supermarkets. More recently, the sector hasgseeith of
convenience stores in line with consumers favouring more frequent shopping trips over

a onestopshop. This is consistent with what we observe in our data.

591GD ShopperVista Report, ‘Top Up Shopping’, June 2015
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Table 3.4— Locations of survey respondents

Respondent Group 1 Respondent Group z All Respondents UK Population

Location
(%) (%) (%) (%)

East of England 39.38 2.22 27.63 9.59
East Midlands 1.03 3.70 1.87 7.39
London 40.75 27.41 36.53 13.61
North East 1.03 4.44 211 4.17
North West 5.48 13.33 7.96 11.37
Scotland 1.71 6.67 3.28 8.52
South East 5.14 9.63 6.56 14.14
South West 1.71 10.37 4.45 8.64
Wales 0.34 5.19 1.87 4.93
West Midlands 1.71 11.11 4.68 9.10
Yorkshire & the Humber 1.71 5.93 3.04 8.54

Notes:Locations of 427 survey respondents were recorded at the time of survey completion. Responden
1 and 2 have 292 and 135 survey responses respectively. Figures may not add up to 100 due to rounding.
Populationlevel figures exclude N. Ireland andvesbeen sourced from the ONS.

Using the ONS’s population analysis tool, we calculatedptfoportion of
individuals living in differentJK regions. This data is presented in Table 3.4 above
The figures which represent the second group of respondents are significantly more
representative of the UK population statistics than those attributed to the first group.
In the first group, theraremore individuals located ibondon and the East of England
compared to the UK averagén fact there are mordan twice as many individuals
from London and the East of England in our sample compared to the UK demographic.
We noted above, that this figure is atetated to the high income levels reported by
surveyrespondentsonsidering thategional differenceare anmportantdeterminant
of income of households. able 3.4 below presents the respective regional gross
disposale household incomes (“GDHI") by region as well as respondent income group
by respondent locationThe GDHI regional averages presented in the above table
represent average incomes after taxation and other social contributions have been
deducted at the individudével not the average of household incomes in different

regions.
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Table 3.5—-Gross disposable household income (“GDHI”) by W region and survey
respondent income group by respondents’ location

£13,001- £22,001- £45,001-

Region G-?;-'- £0 -a:;ooo £22000  £45000  £65,000 56?[;/8)00+
(%) (%) (%)
United Kingdom 17,965 - - - - -
East of England 18,897 28.30 28.00 30.00 3051 16.67
East Midlands 16,217 1.89 2.67 1.67 1.69 1.67
London 23,607 39.62 29.33 33.89 32.20 55.00
North East 15,189 3.77 2.67 2.22 1.69 0.00
North West 15,776 7.55 13.33 6.11 11.86 3.33
Scotland 17,095 0.00 1.33 3.89 6.78 3.33
South East 20,434 3.77 5.33 7.78 5.08 8.33
South West 18,144 3.77 5.33 3.89 6.78 3.33
Wales 15,302 1.89 4.00 1.11 1.69 1.67
West Midlands 15,611 1.89 6.67 6.11 0.00 5.00
Yorkshire & the 15,498 7.55 1.33 3.33 1.69 1.67
Humber
Total - 100% 100% 100% 100% 100%

Notes:figuresare for 2014 and have been sourced from the ONS. Locations of 427 survey respondents
recorded at the time of survey completion.

We had initially suspected that the high incomes reported by respondents were
likely driven by regional differences. o@sidering the statistics presented in the table
abovepver half of respondents who reported household incomes of £65k+ were located
in London. On the other hand, 40% of individuals in the lowest income category were
also located in London. The secoadjest group of individuals in the highest income
category were located in the East of England. This is among the more prosperous
regions on the basis of the GDHI figures. Considering another example, the North East
is reported as having the lowest aggrdousehold incomes in the UK. None of these
survey respondents located in the North East reported as being in the highest household
income category. The collected data therefore captures both the income inequalities
prevalent in the capital as well as regional household income disparities across UK
regions captured in the first column abowdis finding is consistent with good quality
of data which is likely to be more representative of preferences within the UK

population.
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Table 36 —Average weeky household expenditure on food and noslcoholic drink by
UK region and survey respondent average spending by respondents’ location

Region av';:’a“gseecvoe'gkly £10-£35 £36-£61  £62-87  £88-103  £104+
cpording & () (%) (%) (%) (%)

United Kingdom 58.20 - - - - -
East of England 61.70 26.39%  28.33%  27.78%  25.68%  30.19%
East Midlands 57.80 1.39% 0.83% 1.85% 1.35% 5.66%
London 62.60 45.83% 34.17% 35.19% 32.43% 37.74%
North East 49.60 1.39% 0.83% 2.78% 4.05% 1.89%
North West 54.80 6.94% 8.33% 8.33% 8.11% 7.55%
Scotland 56.10 2.78% 0.83% 3.70% 5.41% 5.66%
South East 64.20 1.39% 7.50% 8.33% 10.81% 1.89%
South West 60.40 2.78% 6.67% 3.70% 4.05% 3.77%
Wales 53.20 1.39% 4.17% 0.00% 1.35% 1.89%
West Midlands 55.80 6.94% 3.33% 6.48% 2.70% 3.77%
vorkshire & the 51.40 2.78% 5.00% 1.85% 4.05% 0.00%
Humber

Total - 100% 100% 100% 100% 100%

Notes:figures are for 2014 and have been sourced from the ONS. Locations of 427 survey respondents
recorded at the time of survey completion.

Table 3.6 bove presents the average weekly household expenditure on food
and nonalcoholic drinks by region. The table also includes average weekly household
expenditure reported by survey respondents byardent location. As abover the
comparison of regionahcomesthe levels of spending on groceries and atmoholic
drink reported in the survey acensistent with the levels of expenditure on these items
in different regions. This is also consistent with average household expenditure on
groceries varyindgpetween households enjoyidgferentlevels of disposablancome.

The next section considers the empirical results we obtained when fitting the data to a
number of discrete choiceodel specifications. In doing so, we also explain the
weights appliedd the data on the basis of population statistics presented in the various
tables above.

3.4  Fitting the Data to the Conditional and Mixed Logit Models

Logistic regression models are frequently used by researchers to estimate data
obtainedthrough discretechoice experiments. As outlined in Section 2.3 of the
methodological chaptemhis family ofmodels allows the researcher to assess consumer

decisionmaking and preferencés a target populatiorDeveloped over 30 years ago,
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McFadden’s (1974) conditiohdogit model has been the most widely used across
disciplines The extension of conditional logit model to the mixed |egiecification
representst more recent developmenmt discrete choice modellify. The results
presented in this section were estimated by fitting the survey data to the conditional and
mixed logit models in Stata using the commadldg)it and mixlogit respectively.

The maindifference between the two model forms is that the conditional logit
assumes individuals in the popudat share the same preferenceas.other words, this
implies thathe computed mean coefficients for model attribatedixedregardless of
the individual However, whenestimating the data with the conditional logit
specification, researchers can inclueractions (i.e. covariates) between explanatory
variables and sociodemographic variables to test for preference heterogeneity (Hole
2008).We chose to test 39 interactions termgatal in the context of the empirical
work for both the conditional andixed logit models These results are presented
further below.

The interaction terms were chosen on the basis that there may be some variation
in preferences between certain sociodemographic groups. Specifically, we are
interested in understanding whethdifferences in gender, household composition,
occupation, age, shopping frequency, loyalty card ownership and household income
account for variation in preferences for grocery retailer attributeaddition to being
able to capture preference heterogeneity, we also rely on the analysis with interaction
terms to assess whether our results are reasonable and reliable in the sense that they are
consistent with general underpinnings of microeconomic theory and general common
sense. For example, on this isasve anticipate that the interactions will capture
differences in household income and/ or household size which are typically important
drivers of spending habits.

Compared to the structure of the survey questiamsihe purposes of the
empirical work we have redefined new categories of sociodemographic groups in order
to preserve degrees$ freedom For example, in the context of the survey, respondents
were asked whether their ages corresponded to a set range in one of four age categories.
Whereasfor the purposes of the empirical analysis, we restrict age to two categories

only: individuals aged 185 (“younger”) and individuals aged 45 and abdielder”).

60 Refer to Section 2.3 of the methodological chapter for more details on McFadden’s cohidigibna
model and extension to the mixed logit model specification.
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Similar reconfigurations have been feemed to design the other interaction terms and
a canplete list of these interactions and tlegirrespondinglescriptions are all outlined
in the Appendix under Table A.3.2.

The main benefit of the mixed logit model in this specific context, is that
preference heterogeneity can be captured not only thraggiodemographic
covariates but also through the magnitudes of the estimated standard deviations of the
random coefficients themselves. The magnitudes of the standard dewvatiopsted
by running a mixed logit specificatiomdicate how preferencese distributed among
individuals in the population of interest. For example, further below in the next section
of this chapter we include individubdvel parameter kernel density graphs depicting
the likely distribution of preferences (wide vs narrowgusrd the mean coefficient
computed through a simulation of responses on the basis of indiedeal
preferences.

Ahead of fitting our data to the conditional and mixed logit model, we sought
to control for likely sources of bias through the application of weights. We impose
weights on the age, income and location categories computed on the basis of
populationtevel statistics outlined in Table 3.7 belS8WFor the purposes of our
empirical analysis we sought to collect a representative dataset of UK households
across the various sociodemographic categories. In particular, to obtain meaningful
results, we wanted to ensure that the data would be representative of the population in
terms of known drivers of preferences and spending habits in the population. In
addition, given the UK dimension of our study, it was also important for regional
differences in the sample to be consistent with what is observed in populdagbn-
data. In the previousection we compared the sociodemographic characteristics of
suwvey respondents to those characteristics found in the general population. In doing
so, we found that certain categories of households and regions were over or
underrepresented in our sample. We note that this may not necessarily be an issue for
certain types of studies. However, when studying preferences which exist within the

general population, or which can be attributed to a specific type of consumer, the quality

61 Both Stata commands clogihdmixlogitaccommodate weights through the a@immandweight.
See the Stata manual for more details for the description of the different types of weights
accommodated by the software, https://www.stata.com/manuals13/ull.pdf#ull.l 6laemgssed
24/10/2017)
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of the study depends on whether the sample is representative of the population of
interest

When populatiorievel characteristics are known, it is possible to compute
frequency weights to be applied to specific sociodemographic variables in the sample
of data®? In other words, frequency weights replicate choices made by individual
respondentaissociated with those characteristics which need to be adjusted through
weighting. The researcher must compute the ratio of the survey to population values to
determine the appropriate weights to be applied (Stopher 2012, p. 426). The previous
section pesented the population level statistics which have been used to compute the
relevant population weights to be applied to the data. We also note that the Stata
commandsclogit and mixlogit both accommodate frequency weights through the
fweightsubcommand. Table 3.7 below presents the frequency weights determined on
the basis of the ratio between the survey and population statistics.

Table 3.7— Population Based Frequency Weights

Demographic Variable Survey (%) Population (%) F@z?gehr][cy
Age group Aged 65+ 4.22 22.47 5
Income group£13,001£22,000 17.56 40 2
Location: North East 211 4.17 2
Location: East Midlands 1.87 7.39 4
Location: Scotland 3.28 8.52 2
Location: South East 6.56 14.14 2
Location: South West 4.45 8.64 2
Location: Wale 1.87 4.93 2
Location: West Midlands 4.68 9.10 2
Location: Yorkshire & the Humber ~ 3.04 8.54 3

The results presented in this sectivere derived in Statafter applying the
weights outlined in the table above. However, for comparative purposesclueei
some specifications in the Appendix which do not apply population weights namely

models CL1 (b) and ML2 (b). A list of all the model specifications and descriptions

62 Stopher, P., Collecting, Managing, and Assessing Data Using Sample Surveys, Chapsal9 “
expansion and weighting”, Cambridge University Press, 2012.
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discussed in this section can be found in the Appendix under table An3atidition
to the application of weightsvhen running thevarious specifications in Statave
instructthe software to cluster standard errair¢he individualevel.®® In other words,
this restriction imposes the assumption that a single individual's preferdaast
vary between choice situations, however, they can vary betiwdesduals. This
restrictionensures thatoefficient estimates produce robust standard errors. We note
that this does not affethe magnitudes of the estimated coefficients.

The surveydatawas setup to contairan individual respondent identifier code
captured by variable pidTherefore vinen running the conditional logit modek are
able to applythe subcommandvce(cluster pid)to cluster standard errors at the
individuatlevel.  Similarly for the mixlogitcommand we use the sgbmmand
cluster(pid)to cluster standard errors at the individlealel. Without clustering, the
corresponding standard errors andtatistics are artificially too low and too high
respectively compared to their true valG&#\s above, for comparative purposes some
of the results presented in the Appendix do not control for robust standard errors.
However, we note that all tmesults presented in the main body of this chapter contain
both robust stndard errors anapply population weights

This subsection is structured as follows. We begin by presenting the results
obtainedwhenfitting the data to the conditional logit model specification, with and
without interaction terms. We then build on the complexity of these models by fitting
the data to a number of different mixed logit specifications. For example, we test the
impact of imposing different distributional assumptions on certain variables, including
the loghormal and standard normal dibtrtions. In evaluating the results, we compare
the goodness of fit of the different models by performing the likelihood ratiogesy
W K2Histibution.

Among the results presented in this section, we place the most emphasis on the
estimates obtained when fitting the data to two mixed logit model specificMichs
and ML4. The first is the mixed logit model without interaction terms and the second

includes statistically significant interaction terms. Howevenaed above, we begin

63 See guidance on clustering standard errors in Stata in different contexts contained in the following
presentation “Clustered Errors in Stakdtps://www.stata.com/meeting/13uk/nichols_crse.pdf
(accessed 24/10/2017)

64 See for example the differences in estimated standard errors between CL and CL (a) where model
CL clusters standard errors at the individiealel and model CL (a) does not. Standard errors are
higher for model CL than CL (a).
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this section by considering the less complex model specifications. As such, we first
consider the results in Table 3.8 for conditional logideis CL1 without interactions

and CL2 with interactions between the explanatory variables and respondent
sociodemographic characteristics.
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Table 3.8— Conditional logit models CL1 & CL2

CL1 CL2

Variable Coef. |zstat] O.R. Coef. |zstat| O.R.

Price -0.054*** 9.34 0.947  -0.046*** 3.05 0.955
(0.006) (0.015)

Discount 0.009*** 6.17 1.009 0.017*** 3.73 1.017
(0.001) (0.005)

Time -0.061*** 6.91 0.941  -0.111*** 4.79 0.895
(0.009) (0.023)

Medium Quality 0.558** 4.58 1.746 0.562*+* 4.39 1.754
(0.122) (0.128)

High Quality 0.555*** 4.02 1.741 0.558*** 3.77 1.747
(0.138) (0.148)

Very High Quality 0.830** 5.54 2.292 1.015%** 5.04 2.760
(0.150) (0.202)

Medium Range 0.707*** 6.72 2.027 0.898*** 7.78 1.978
(0.105) (0.115)

High Range 0.924*** 7.28 2519 0.833*** 5.75 2.454
(0.127) (0.145)

Very High Range 1.047*+* 9.38 2.850 1.199** 7.8 2.588
(0.112) (0.154)

Medium Service 0.845*** 7.90 2.327 0.682*+* 6.45 2.455
(0.107) (0.106)

High Service 0.988*** 8.11 2.687 0.898*** 6.97 2.300
(0.122) (0.129)

Very High Service 1.152%** 7.99 3.165 0.951*** 4.55 3.316
(0.144) (0.209)

Female*Price (6%01112) 111 0.988

Female*Discount (OOO%%Z) 0.68 1.002

Female*Time -0.024 1.27 0.976
(0.019)

N , -0.474** 2.46 0.623
Female*VH Quality (0.192)

Femalé¢VH Range (001%18?; 0.08 1.013

Female*High Service 0.077 0.47 1.080
(0.166)

Large Household*Price 0.017 1.52 1.017
(0.011)

Large Household*Discoun 0.005* 1.89 1.005
(0.003)

Large Household*VH Rangt -0.129 0.76 0.8™
(0.169)

Unemployed*Price -0.019 1.31 0.981
(0.014)

Student*Price 0.013 1.15 1.013
(0.012)

Unemployed*Discount 0.002 0.31 1.002
(0.005)

Student*Discount 0.0004 0.1 1.000
(0.004)

Unemployed*Time 0.0158 0.45 1.016
(0.035)

155



Student*Time -0.038 1.49 0.963
(0.025)

No Car*Time -0.0055 0.31 0.995
(0.017)

No Car*VH Range 0.281 1.55 1.324
(0.181)

18—44 Age Group*Price -0.026** 2.04 0.974
(0.013)

18—44 Age Group*Discount -0.001 0.48 0.999
(0.003)

< £22,000 HI*Pice -0.016 1.41 0.984
(0.011)

> £45,000 HI*Price 0.021 1.33 1.021
(0.016)

> £45,000 HI*Discount -0.004 0.94 0.996
(0.004)

> £45,000 HI*VH Quality 0.356 1.52 1.427
(0.234)

> £45,000 HI*High Service 0.542 3.07 1.719
(0.176)

< £22,000 HI*Discount -0.003 1.08 0.997
(0.003)

> £45,000 HI*Time 0.036 1.58 1.037
(0.023)

Frequent Online Shop*Pric 0.044*** 4.08 1.045
(0.011)

Frequent Online Shop*Discout -0.001 0.22 0.999
(0.003)

Frequent Online Shop*Tim 0.070*** 4.00 1.073
(0.018)

Infrequent Online Shop*Prict -0.010 0.89 0.990
(0.011)

Infrequent Online -0.003 0.99 0.997
Shop*Discount (0.003)

Infrequent Online Shop*Time 0.026 1.41 1.027
(0.019)

Infrequent Online Shop*VH -0.014 0.08 0.986
Range (0.180)

No Loyalty Cards*Price 0.008 0.66 1.008
(0.013)

No Loyalty Cards*Discount -0.014*** 3.52 0.987
(0.004)

No Loyalty Cards*Time 0.040* 1.71 1.040
(0.023)

1-2 Loyalty Cards*Time 0.020 1.05 1.020
(0.019)

1-2 Loyalty Cards*Discount -0.005 1.64 0.995
(0.003)

1-2 Loyalty Cards*Price -0.003 0.21 0.997
(0.012)
Log-likelihood -5204.184 -4942.885

Nr. of Resp. 427 427
Nr. of Obs. 18,832 18,832

Notes:Robust standard errors presented ireptheses. ***, ** * next to coefficients represents statistical
significance at the 1%, 5%, and 10% respectively.
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The above table shows that the estimates for model CL1 astaafitically
significantat the 1% level The estimates show that psaae an important determinant
of grocery retailer choigenowever the noprice store characteristics also impact the
odds of a consumer choosing a given retailer. Let take a closer look at these results.
The above table contairtise mean coefficientsfdhe explanatory variables with the
robuststandard errorpresented below these values in parenthesdw table also
includes columns foz-statisticsandthe mean coefficient values transformedoids
ratios. Thez-values which correspond to the meeoefficients indicate the relative
explanatory power of the various attributes in respondents’ choice of grocery retailer.
The attributes with the largestalues are the grocery basket price, very high level of
product range, high level of serviceyddty scheme discount and time travelling to the
store. The relative magnitudes of thstatistics in model CL1 indicate that presence of
a very high range of products in a grocery store and the average basket price account
for the most variation in chagcof grocery retailer.

The mean coefficient estatesthemselve$or models CL1 and CL2 indble 38
are in the form of log of odds ratios. These values can be interpreted as relative weights
that are assigned to the attributes in the underlying utility function set up by the analyst.
At times researchergfer to the coefficient estimates probabilities but these are in
factlogit probabilities and should be interpreted accordingly. A basic logistic regression
model can be expressed as I(@itlog(p/(1-p)) =loXo +...+RXk , where gs the overall
probability of choosing a given retailer and pfllexpresses this probability in the
form of an odds rati® To facilitate the interpretation the estimated coefficients we
have calculated the odds ratios by computing éxponent of the mean coefficient
valuesusing the posestimatiorf’or” command irbtata 12.Thelog(odds) is converted
to odds by taking the exponent of the coefficients produced by Stata for attribute k
other wordscalculating A . We include these values under the columns titled O.R. i.e.
odds ratios

Looking atthevalue of the odds ratio for price, our results show that keeping
everything else constant, a unit increase in the average weekly basket psde &ead
5% reductbn, on averaggn the odds of choosing a particufnocey retailer. On the

other hand, for every unit increase in the annual loyalty discount, the odds of choosing

65 We follow the guidance of UCLA Statistical Consulting Group for interpreting coefficient values and
corresponding odds ratios in logistic regression models wiaistbben obtained from
http://www.ats.ucla.edu/stat/mult_pkg/fag/general/odds_ratio.htm
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a given retailer go up by 1%. The effect of increasing drive time to the grocery store is
quite large in comparison to these two variables. For every additional minute of drive
time the odds of store visit go down by 6% .heestimated coefficient and odds ratio
values for thegualitative dummy coded variables can beerpreted as a marginal
movement from the base level ‘low’ to eitheneédiun, ‘high’ or to the very high’
level. The likelihood of the consumer selecting particular retailergoes up
significantly as the available product range in the store increasess these level$\
similar relationship is observed for the other qualitative variables estimates reveal
a strong preference for very high levels of serwideereby theodds of choosing a
retailer go up 3 times when we move from low level of service to very high.

In addition to testing the statistical significance of individual parameters, we use
W K2Hikellihood ratio test as a measure for the goodness ofdac respective model
This is computed automatically by Statalhe likelihood ratio test (“LR”) is an
important tool to assess the overall goodness of fit of a model that is based on using
maximum likelihood estimation procedures (Louviere et al. 2000, pp5h3Fhis test
is also useful when fitting the data to several model specifications becausesttakow
analyst to measure and compare the goodness of fit different model forms. We use the
log-likelihood values obtained from the Stata output to manwalhgpare structurally
similar models to each other

For an individual model, the test statistic igamnatically calculated btata
using the formula 2*(‘logikelihood of constrained model’ -log-likelihood at
convergence’) or alternatively as 2*(‘ldigelihood at convergence of less restrictive
model’ — ‘log-likelihood at convergence more restrictive model’), with degree of
freedom equal to the number of explanatory variables included in the model. The
calculated test statistic is then compareddatacal value of the chsquare distribution
with respecto the degrees of freedom. Stat#omaticlly performs this statistical test
when producing the output containing the estimated results. In the context of model
CL1 we have very low palue andreject the null hypothesis that the predictors
LQFOXGHG LQ WKH PRGHO KBMM2GBR4H[SODQDWRU\ SRZHU

Let us now considemodel CL2 results, whergve have included the 39

interaction terms we wanted test for statistical significance.Out of these 39
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interactions7 were found to be significaft. These terms werefFemale x ery high
quality”, “living in a household with 4 or more individuals x loyalty discount”, “aged
1844 x price”, “purchases groceries at least 1/ month x price”, “purchases groceries at
least 1/ month x travel time to store”, “does not own loyalty cards x loyalty discount”,
“does not own loyalty cards x travel time to stor&Ve reran a new specification of

the conditional logit and included these significant interaction terms. Following this
process we eliminated a further three interaction terms. The model containing only
significant interaction terms is titled model CBBd includes the interaction terms:
“Female x very high quality”, “purchases groceries at least 1/ month x price”,
“purchases groceries at least 1/ month x travel time to store” and “does not own loyalty
cards x loyalty discount”. In interpreting the results, it should be noteéakbhtof the
interaction terms’ corresponding coefficient values enter the model in an additive way.
For example, the mean effect of a unit increase in the average basket price for
individuals who shop online at least once a month, will be equal to the mean coefficient
for price plus the mean coefficient of the interaction term “purchases groceries at least
1/ month x price”. The results for this specification are presentedoie B below

66 We note that by clustering standard errors at the individual level the estimated standard errors are
higher and thus there are fewer of significant interaction temerswithout clustering. Nonetheless,
by clustering standard errors in this way have obtained more reliable results.
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Table 3.9— Conditional logit model CL3

Variable Coef. |zstat] O.R.
Price -0.068*** -8.82 0.934
(0.008)
Discount 0.011%** 6.78 1.011
(0.002)
Time -0.085*** -7.84 0.919
(0.011)
. . 0.551*** 4.44 1.734
Medium Quality (0.124
. . 0.554*** 3.91 1.740
High Quality (0.142)
. . 1.152%** 5.51 3.164
Very High Quality (0.209)
. 0.699*** 6.63 2.013
Medium Range (0.106)
: 0.917*** 7.16 2.502
High Range (0.128)
: 1.032*** 9.29 2.807
Very High Range (0.111)
. . 0.862*** 7.82 2.368
Medium Service (0.110)
. . 0.983*** 7.83 2.673
High Service (0.125)
. . 1.169%** 7.96 3.218
Very High Service (0.147)
. -0.563*** -2.79 0.570
*!
Female*VH Quality (0.202)
Frequent Online 0.038*** 3.43 1.039
Shop*Price (0.011)
Frequent Online 0.069*** 4.42 1.072
Shop*Time (0.019
No Loyalty -0.011*** -3.25 0.989
Cards*Discount (0.003)

Log-likelihood -5083.889
Nr. of Resp. 427
Nr. of Obs. 18832

Notes:Robust standard errors presented in parentheses. ***, ** * next to
coefficients represents statistical sfgrance at the 1%, 5%, and 10% respectively.

Let us first comparéhe loglikelihoods at convergence for CL1 and CL3hefe
is an improvement in the overall significance of the model following the inclusion of
covariates. The LR test outlineabove can also be used to directly compare the
goodness of fit between two models by testing the significance of the omitted
predictors,4 covariates in this case. The test statistic can be calculated as 2*(
5083.88935204.1841) =120.29%4 GHJUHHV R I?W:H20 GFPThi figure
implies a rejection of the null hypothesis at the 1% ld¢laat the addition of the
covariates does not improve the goodness of fit of the model
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In interpreting the interaction between the price variable and online shopping
frequency, we note that preferences for basket pricéocemme degrebke interpreted
as a proxy for relative price sensitivity between groups of consuthiersther words,
a more negative coefficient for a given average basket price interaction term indicates
greater price sensitivity relative to other groujisthis context, our results show that
individuals who are frequent online shoppers of groceries products (i.e. shop online for
groceries at least once a month) are relatively less price sensitive than those who never
shop online or shop online only a few times a ydaraddition those who prefer to
shop online also care less about the travel time to the store. Furthelmaaesults
show that there agender differences ipreferences for vergigh quality products in
store. We find that female shoppers dass about this attribute than male grocery
shoppersvhen choosing between retailerBhe results also show that househadldst
tend not to participate in any loygy schemes, care less about receiving a loyalty
discount when choosing between grocery retailerBhis is comparedto those
individuals who dgparticipate in loyalty schemesd would prefer to have a loyalty
discount offered by the grocery retailer. | Ahe main explanatory variables and
interaction terms in the results table are significant at the 1% level.

Having discussed the main reswfshe conditional logit model, we continue this
section by presentingnd discussing theain resultsobtained § runningthe mixed
logit specificatiols. One of the considerationghen fitting thedata to themixed logit
model is b decide which coefficients shoude fixed and which will be allowed to vary
between individual§Greene &Hensher 2003, Hole 2007a)h&coefficientsassumed
to be randonwill capturepreferencdneterogeneity in the data. This effectamtained
in the estimated standard deviations of their respente@n coefficients. Statistically
significant standard deviations suggest that tlefepencesexhibit heterogeneitjor
that attribute (i.e. variable). The analyst must also decide which type of distribution to
impose on the respective attribute coefficients which are allowed tobedtween
respondentsThe most commonly known, and wigeused approach, applies the
normal distribution to obtain the parameter values throungkimum simulated log
likelihood estimation (“MSLE").

A key feature of the mixed logit model is thatrélieson simulation methods.
This is discussed at greatendgh in the methodological chapter when the choice of

87 This interpretation of the price variable should be considered with caution as this is merely a proxy.
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econometric model is discusse@®ne of the assumptions that the researcher must
considemwhen running the mixed logit specification, is the number of draws to assume.
The main tradeff between usingow versus a high number of draws is thatthe
number of draws goes up, tlaecuracyof estimates increasest the expense of
increasedcomputational timgHole 2007). Following Hole (2007), when trialling
different model specifications we begtre procss by using onlyp0 Halton draws
which is the lowest recommended number. For comparative purposes, some of thes
results are presented in thepgendix, for example model ML2 (c)t is worth noting
that the literature suggests thab@0 draws, coeffientsconverge to their true value
(Hole 2007, Greene & Hensher 2003). The mixed logit specification results presented
below have all be estimated using 500 Halton draws.

Let us first consider mixed logit models ML1 and ML2 wherehageapplied
the nornal distributionto the coefficients assumed to be random when running the
specifications in StataThese results are presented in Table 3.10 belbwiest all
attributes for presence of preference heterogeneibgemMIL1 assumes that all the
variable coefficients are distributed randomly following a normal distributiorthis
specification, notll of the estimated standard deviations were found widreficant
and alternative specifications were rurStata. Model ML2 presents the results of the
model with only significant standard deviatioRseferences were found to vary among
households for the averalgasket price, loyalty discount, travel time, very high quality,
very high range and high levels of service. Pphalues for these standard deviations
are small suggesting we can reject the null hypothesis of all standard deviations being

equal to zero (Hole 2007).
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Table 3.10- Mixed logit models ML1 & ML2

ML1 ML2
Variable Coef. |zstat| St. Dev. Coef. |zstat] St. Dev.
Price  -0.091*** 10.5 -0.068*** -0.090*+* 9.62 0.067*+*
(0.009) (0.008) (0.009) (0.009)
Discount 0.013*+* 5.34 -0.027*+* 0.0171*+* 4.91 0.024*+*
(0.002) (0.003) (0.002) (0.003)
Time -0.110*** 7.47 0.118*** -0.102*+* 7.25 0.106***
(0.015) (0.015) (0.014) (0.015)
Medium Quality 0.516*** 3.17 -0.500*** 0.475%+* 3.00
(0.163) (0.180) (0.158) -
High Quality 0.603*** 3.03 0.423*+* 0.573*** 2.98
(0.199) (0.202) (0.193) -
Very High 0.864*** 4.44 0.750*+* 0.840*** 4.58 0.696***
Quality (0.195) (0.192) (0.183) (0.187)
Medium Range  0.758*** 531 -0.020 0.740*+* 5.49
(0.143) (0.113) (0.135) -
High Range 1.008*** 5.92 -0.002 0.984*+* 6.02
(0.170) (0.116) (0.164) -
Very High Range 1.206*** 7.49 0.947*+* 1.201%** 7.65 0.882***
(0.161) (0.139) (0.157) (0.142)
Medium Servie 1.156*** 7.2 -0.342 1.127%* 7.31
(0.161) (0.226) (0.154) -
High Service 1.364*** 8.22 0.752%+* 1.340%** 8.33 0.721%+*
(0.166) (0.180) (0.161) (0.162)
Very High 1.484%** 7.00 0.369 1.403%** 6.91
Service (0.212) (0.225) (0.203) -
Log-likelihood -4627.524 -4647.902
Nr. of Resp. 427 427
Nr. of Obs. 18,832 18,832

Notes:Robust standard errors presented in parentheses. ***, ** * represent statistical significance at th:
5%, and 10% respectively.

In the analysis of results wefer toML2 estimates wherestimated coefficient

and standard deviation valueere found to be significant at the 1% level.

Following

Train (2009, pp. 149) we interpret the mean coefficient estimates using the cumulative
VWDQGDUG QRUPDO G thvay with BEnarV fhaRdstarndarei d@viation. s

By applying this approach, wiend that individuals have preferences fower prices

Using the above formula and with reference totable, we determine th&6 of the

distributionin preferences for the average basket price is above zero #nis @&low

zero. This means that lower average basket prices are an attrqu@icery retailer

feature for 92% of consumers while 8% of consumers choose to shop at more expensive

retailersand/ or are not insensitive to the higher pri@m the other hand, 68% of

consumers prefer choosing a grocery retailer that offers a logatrding scheme and

correponding discount, while 32% of consumers do not care about the disspeaat



of the grocery retailer’s offeringn terms of travel time to the store,%83f consumers
have a preference for a grocery retailer@baer proxinity, while just 17% are willing
and/ or indifferent aboutravel further distances to a grocery store. Almost all
consumers would prefer to frequent stores that offer a high level of service and very
high quality products. 3 of householdare attracteditstores with high service levels.
In terms of service levels, 91% of households prefer stores with very high levels of
product rangand 896 householdsire attracted to stores with products tratofvery
high quality

We reran the above mixed logiodel by including the 39 interaction terms that
were tested as part of the conditional logit model specification. Of these 39 interactions,
8 were found to be statistically significant. We then ran another specification including
only these significanhteraction terms. Results fboth of thesenodek, which have
been labelled ML&Nd ML4 respectivelyare presented in Table 3.11 below.
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Table 3.11- Mixed logit models ML3 & ML4

ML3 ML4
Variable Coef. |zstat]  St. Dev. Coef. |zstat]  St. Dev.
. -0.059*** 0.051***  -0.081*** 0.058***
Price “0.023) 281 T(0.0o09) (0.014) 91 (0.008)
. 0.023*** 0.024***  (0.012%** 0.025%**
Discount 007y 332 “(0.003)  (0.003)  *8% (0.003)
. -0.150%** 0.096%**  -0.129%** 0.103***
Time o35y 425 0o17) (0016) 2 (0014)
. . 0.502%** 0.489***
Medium Quality (0.158) 3.18 - (0.159) 3.07
. . 0.602*** 0.588***
High Quality (0.196) 3.08 - (0.196) 3.01
. . 1.101%** 0.652***  1.161*** 0.675***
veryHighQuality 545y 45 “(0174) (0243 *7® (0187
. 0.738*** 0.737%**
Medium Range (0.132) 5.57 - (0.134) 5.51
. 0.978*** 0.982%**
High Range (0.161) 6.08 - (0.163) 6.01
. 1.110%* 0.923%**  1,029%** 0.897***
VeryHighRange ™ 574 406 5431y 0171y 890 (0134
. . 1.137%** 1.136***
Medium Service (0.156) 7.31 - (0.156) 7.29
. . 1.110%** 0.719**  1.260*** 0.701***
High Sevice 177y 627 “(0143) (0169 ' (0.147)
*kk *k*k
Very High Service 1.?02206) 6.91 - 1.?01206) 6.87 -
Female*Price (60601177) -1.05 - - -
Female*Discount (Oob%%z) 0.55 - - -
Female*Time (E)Ooc?g) -1.16 - - -
- *k _ Kk
Female*VH Quality O('g 72%8) -2.44 O('g 72?37) -2.41
Female*VH Range (00'202267) 0.12 - - -
Female*High Service (00‘220%2) 1.01 - - -
Large Household*Price (0060125‘; 1.61 - - -
Large 0.008* 0.009*
Household*Disount ~ (0.005)  +/? ©0.005) 186
Large Household*VH -0.182 081 ) i )
Range (0.224) '
Unemployed*Price (60601189)’ -1.08 - - -
Student*Price (0060114(; 1.14 - - -
Unemployed*Discount (OOO%%Z) -0.18 - - -
StudentDiscount (OOO%%Z) -0.31 - - -
Unemployed*Time (00&221) 0.5 - - -
Student*Time -0.038 -11 - - -
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(0.035)

No Car*Time (00002%?; -0.11 - - -
0.463** 0.421*
%! -
No Car*VH Range (0.230) 2.01 (0.250) 1.68
: -0.027
— * - - - -
18-44 Age Group*Price (0.019) 1.45
18-44 Age -0.002 -0.39 _ i _
Group*Discount (0.005) '
o -0.025* -0.038***
< £22,000 HI*Price (0.015) -1.65 (0.014) -2.79 -
o 0.006
> £45,000 HI*Price (0.031) 0.2 - - -
o -0.006
> £45,000 HI*Discount (0.006) -0.87 - - -
> £45,000 HI*VH Quality (00'2%27) 1.29 - - -
> £45,000 HI*High 0.530** 0.374*
Service  (0.235) 220 0228y 14 -
. -0.008
* - -
< £22,000 HI*Discount (0.005) 1.61
> £45,000 HI*Time (oobcifg 1.01 . . .
Frequent Online  0.050*** 0.044***
Shop*Pice  (0.013) 582 ©0.o014) 14
Frequent Online 0.000
Shop*Discount (0.005) -0.05 ) i )
Frequent Online  0.090*** 0.088***
Shop*Time  (0.023) >89 0023 38
Infrequent Online -0.012 083 ) i )
Shop*Price (0.014) '
Infrequent Online -0.004 081 ) i )
Shop*Discount (0.005) '
Infrequent Online 0.034 141 ) i )
Shop*Time (0.024) '
Infrequent Online -0.061 0.25 ) i )
Shop*VH Range (0.239) '
No Loyalty Cards*Price (00601%? 0.57 - - -
No Loyalty  -0.017*** -0.017***
Cards*Dscount  (0.006) 2@ (0.004) 39
. 0.051
* - - -
No Loyalty Cards*Time (0.032) 1.59
- 0.016
1-2 Loyalty Cards*Time (0.026) 0.59 - - -
1-2 Loyalty -0.006 134 ) i )
Cards*Discount (0.005) '
1-2 Loyalty Cards*Price (0002213()) -0.58 - - -
Log-likelihood  -4527.994 -4574.406
Nr. of Resp. 427 427
Nr. of Obs. 18832 18832

Notes:Robust standard errors presented in parentheses. ***, ** * next to coefficients repres
statistical significance at the 1%, 5%, di%6 respectively.
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The four interaction terms found to be significant in the conditional logit model
specification,are also significant when fitting the data to the mixed logit model. In
addition, the mixed logit modeepresents an improvement oviee tconditional logit
specification as ipicked up additionabtatistically significant variation in the data. In
addition to producing larger estimated coefficient values for the attributes, the above
results contain a further 4 significant interacti@asnpared to CL3.The statistical
significance of these terms varies between 1%, 5% and 10% level of signifiddrece.
additional covariatefound to be significant by running theixad logit modelare:

“living in a household of 4 or more individuals x discount”, “not driving a car to go
grocery shopping x very high range”, “household income under £22,000 x price” and
“household income above £45,000 x high level of service”.

Thetwo latter interactions captudiferences in preferences between higher and
lower income goups. Shoppers who have lower disposable household incomes, prefer
lower prices and are likely to be more sensitive to price when choosing between
retailers. On the other hand individuals who enjoy higher disposable household incomes
care less about price and prefer having a high level of service in store when choosing
between retailersin addition, large households prefer a grocery retailey offers a
loyalty discount and those who do not drive a car to go grocery shopping prefer
choosing a grocery retailer who offers a very high range of products in store.

The distribution of preferences implied by the estimated standard deviations are
similar to what we observe in model ML2. 92% of respondents prefer a grocery retailer
who chargesower average basket prices while 69% of respondents prefer to shop at a
store where they can obtain a loyalty discount. In terms of store proximity, 89% of
respondents prefer to travel shorter distances to the grocery store. While 96% of
individuals pefer grocery retailers who offer very high quality of products, 87% prefer
very high range of products in store and 96% prefer high levels of service at the grocery
store. Considering the aboube loyalty scheme attribute exhibits the most variation
in preferences between individuals in the sample.

We refer to the LR test to compare the goodiuésg between models ML2
(without interactions) and ML4 (with significant interactions).8Adegrees of freedom
we have $(8)= 73.496. This figure is greater than the critical value at 8 d.f. and
thereforeimplies a rejection of the null hypothesis at the 1% level that the addition of
the covariates does not improve the goodness of fit of the model. We now consider

alternative distributional assumptions accommodated by the mixed logit model which
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may be imposed on the variables assumed to be random instead of the normal
distribution.

The mixed logit moded discussed abovessumedhe normal digibution for the
coefficients. However, there are other distributions whichatembe applied to the
modelling. Other less well known distributions, also more rarely discussed in the
literature, are the uniform, triangular and lognormal (Greene & Hensher 2003). The
uniform and tiangular distributions will generally report the same or similar values for
parameter estimates as when assuming the normal (Greene & Hensher 2003). In
contrast, the imposition of a lognormal distribution can lead to different estimates and
create additipal challenges as compared to assuming simply normally distributed
coefficients. Namely, problems relating to noomvergence and complexities
associated with the calculation of willingndsspay estimates (Greene & Hensher
2003). However, the main bertefif the lognormal distribution is that it restricts
coefficient values to be either positive or negative for all individuals which may
improve the results of the model in some cases. This may be desirable for variables
such as price, which is likely tovedys have a negative coefficient value for individuals.

This type of distributional assumption may be desirable if the researcher knows
for certain whether a change in the value of the attribute, will either increase or decrease
total utility for that abslute vast majority of consumers within the population. For
example, the researcher can say for certain that the costs incurred of choosing a given
alternative will always have a negative impact on utility (Train 2009, pp158% The
evidence overall is mixed with regards to the benefits of the lognormal because in some
cases it will improve oreduce the goodness of fit of the data (Hole 2008). In this
context, the researcher must decide which assumptions are appropriate for their
particular data by congping the results of different model specificatiohlse mixlogit
command in Stata 12llows the analyst to either impose a normal or lognormal
distribution by adjusting the underlying command syntax and adjusting the variable
assumed to be logermally dstributed (Hole 2007).

When fitting the data to the mixed logit model we wanted to compare if restricting
the sign of some of the coefficient values, either being positive or negative, would
improve the quality and explanatory power of our restitsloing so, wemposean
assumption in the modellingat both the average weekly basket price and travel time
to the store represent a direct cost to the consumer and subtract from gained utility.

With respect to the other variables in the data, it was not obwibatherthey would
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resulteither only positive or negative coefficient values for all respondardsvere
therefore assumed to follow a normal distribution as in the other mixed logit
specifications.Table 3.12 below presents the results of twwed logit specificatios
which assumehat price and time are randomly distributed following arogmal
distribution. Model ML5 contains only the main explanatory variables while model
ML6 contains 11 significant interaction terms. The results for thaehwehich restricts

time and price to be logermally distributed and contains the 39 candidate interactions
terms is labelled model ML6 (a) and can be found in the Appendix under Table A.3.7.
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Table 3.12— Mixed logit models ML5 & ML6

ML5 ML6
Variable Coef. |zstat]  St. Dev. Coef. |z-stat]| St. Dev.
Price -0.120** 587  0.180**  -0.127**  10.79 0.135***
(0.020) (0.063) (0.021) (0.062)
Discount 0.014** 555  (0.024** 0.017*** 6.04 0.024***
(0.003) (0.003) (0.003) (0.003)
Time -0.178**  4.32 -0.124%*** 8.78 0.194***
(0.041) - (0.026) (0.064)
Medium Qualit 0.441** 276 0.439*** 2.64
Y (0.160) - (0.166) -
. . 0.537** 2,81 0.534*** 2.68
High Quality ™4 191y - (0.199) -
Very High Qualit 0.878*** 4.7 0.607** 1.194** 4,67 0.598***
yHig Y (0.187) (0.244)  (0.256) (0.193)
Medium Range 0.710%** 5.3 0.685*** 5.1
(0.134) - (0.134) -
Hioh Range 0.945** 501 0.921**+* 5.63
9 9 (0.160) - (0.164) -
Verv High Ranae 1.145**  7.36  0.901*** 0.947**+* 5.4 0.874***
yHig 9 (0.156) (0.131)  (0.175) (0.135)
Medium Service 1.090***  7.09 1.124%** 7.26
(0.154) - (0.155) -
High Service 1.298***  8.31  0.720*** 1.194%** 6.89 0.683
9 (0.156) (0.153) (0.173) (0.145)
Verv Hiah Service 1.416***  6.93 1.405** 6.77
yHig (0.204) - (0.208) -
Female*Time 0047 1.96
(0.024) -
. . -0.595*  2.44
Female*VHQuality (0.244) )
. 0.025**  2.02
*
Large Household*Price (0.012) )
. -0.028*  2.04
*|
Unemployed*Price (0.014) )
0.443* 1.79
%' -
No Car*VH Range (0.247)
o -0.025*  1.83
< £22,000 HI*Price (0.014) -
o 0.040*  2.09
> £45,000 HI*Price (0.019) -
" . 0.464**  1.99
> £45,000 HI*High Service (0.233) -
. . 0.039*** 2.9
*| -
Frequent Online Shop*Pric (0.014)
. . 0.090***  4.77
*° -
Frequent Online Shop*Tim (0.019)
. -0.018*** 3.65
* -
No Loyalty Cards*Discount (0.005)
Log-likelihood -4656.764 -4538.897
Nr. of Resp. 427 427
Nr. of Obs. 18832 18832

Notes:Robust standard errors presented in parentheses. ***, ** * next to coefficients represents
statistical significance at the 1%, 5%, and 10% respectively.
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Theresults table shows that all variables in ML5 are significant at the 1% level.
Compared to model ML2where all coefficients followed a normal distributipn
coefficients for time and price are restricted to being only negative in the poptitation
model ML5. This assumption has had an impact on the magsitodéhe mean
coefficientsfor price and timavhich are now visibly moreegative in model ML%han
ML2. In addition, the variable representing the loyalty scheme discount has a relatively
larger coefficient value than in specification ML2. Howeveryd@ compare the leg
likelihood values at convergence between ML2 and ML6, the normal distribution
assumption for all the coefficients results in a slightly better fitting model. This result
is only indicative,however, the fact that the normal distribution results in a slightly
better fitting model is consistent with the evidence from the literature (Greene &
Hensher 2003, Hole 2008).

Consideringmodel ML6 results,the addition of interactions results more
negative coefficient values for price and time and a bigger positive coefficient value for
the dizount variable. In addition, the interaction terms found to be significant are not
strictly that same as ithe previous specificatioML4 and these lao vary in their
statistical significance levelsWhen running model ML6, the results pigk gender
differences in preferences for travel time to the stémeother words, we find that the
effect of being female leads to a more negative coefficienthfe time attribute
indicating that women shoppers are more sensitive to the location of the store than their
male counterpartsin these resultghe covariate*household income is greater than
£45,000 x price”is statistically significantt the 5% leel, further evidencing the
differences in price sensitivity between households earning meaningfully different
disposable incomes. The interaction between the lowest income category and price is
also significant but only at the 10% level

We also find hat respondents who indicated they were unemployed prefer
grocery retailers who offer lower average basket prices indicating these individuals are
likely to be more price sensitive than individuals in other occupatibnthis model,
the interaction beteen large household size and discount is no longer significant.
Instead, the interaction between large household size (i.e. 4 or more people) and price
is significant indicating that large households have a preference for lower average
basket prices whechoosing between grocery retailers and are likely to be more price

sensitive. Applying the LR test to compare models ML5 and ML6, we can reject the
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null hypothesis that the addition of 11 interaction terms does not constitute an
improvement over the mét UHVW UL FAUB-GIIR.BEGHO $

As noted at the beginning of this section, we place the most weight on models
ML2 and ML4 with 8 interaction terms in the context of the discussion of results. These
models represent an improvement over the conditional logit specifications by
accommodating unobservable (i.e. not tied to covariates) preference heterogeneity
between individualsaptured in the standard deviations of coefficiendge note that
these models assume the normal distribution, which accotdlitige literature is the
least restrictive assumption to impose on the coefficiedsumed to be random
Further, the preferred specifications ap@§0 Halton draws, includ@opulation
weights and cluster standard errors at the individual level. r8glmceeding to the
discussionsection we present additionaksults obtained using the pastimation
commanddor the mixlogitin Stata 12, including willingnes®-pay and individual
level parameter estimates.

3.5 Willingnessto-Pay & Individual -L evel Parameter Estimation

In this section we presenwillingnessto-pay estimates for different grocery
retailer attrilutes. Further below we include someaphical representations of the
distributions of preferences using individlevel mean coefficiets estimates. The
purpose of computing willingnegs-pay estimates it0 provide a sense of ordered
preferences for the attributes included in this DCke WTP estimates were calculated
usingestimates obtained by using the estimates from the condlitbgitamodels CL1
and CL3andby running additionaimixed logit model specificationsith fixed price
coefficients The analysis of WTP estimatesfers an additional means to interpret the
results by identifying the relative importance of attributes in an ordered and simple way
(Hole & Kolstad 2012).

In the context of the below resultwe highlight that our experiment was not
designed to produce precise WEBtimates.This task would have requiregery
specific considerations in tiseirvey design inerms of carefully designed variation in
price levels displayed to respondents between choice situafisrsichthe estimates
of the WTP for various attributes should be interpreted with caution. The results in this
section have been derivbyg applyirg a commonly used approach that requires running
a model specification using a fixed cost coefficient (Hole & Kolstad 2012). While it
may be unreasonable to assume that the effect of price is the same for all individuals,

using a fixed monetary cost coeféintis convenient as it overcomes many modelling
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issues in random parameter models such as ours (Bliemer & Rose 2013, Hole & Kolstad
2012). In current literature there are other, newer and more advanced approaches for
modelling WTP. However, these appchesare beyond the focus and scope of this
paper.

Following the approachoutlined above, we assume that attributieak a fixed
coefficient equal tov4. In the case of our data, we assunfiged cost coefficientYs,,
which is the average basket price. véa therexpress willingnesto-pay as:f €| - =
F Y4l Y44, The below Table 3.13 presents the WTP estimates computed on the basis of
model CL1 and CL3 coefficient estimates.

Table 3.13—- Models CL1 & CL3 Willingness-to-Pay Estimaes (95% Confidence
Intervals)

CL1 CL3
ocery Reater Aere Lo Ubper Aege Lo oo
(£) (£) (£) (£) (£) (£)
Grocery Basket Price - - - - - -
Loyalty Scheme Discount  0.17 0.11 0.23 0.16 0.10 0.22
Travel Time to Store (mins) -1.13 -1.43 -0.82 -1.24 -1.55 -0.93
Medium Quality  10.26 5.93 14.58 8.06 4.41 11.71
High Quality  10.20 5.15 15.25 8.11 3.88 12.34
Very High Quality  15.26 9.53 20.99 16.86 9.88 23.84
Medium Range 13.00 8.87 17.13 10.24 6.84 13.63
High Range  17.00 11.78 22.22 13.42 9.08 17.76
Very High Range  19.27 14.29 24.25 15.11 10.97 19.24
Medium Service 15.54 10.72 20.36 12.62 8.54 16.69
High Service  18.18 11.93 24.44 14.39 9.16 19.62
Very High Service  21.19 14.87 27.51 17.11 11.58 2263

We must note that many of the above WTP estimates, particularly for the
gualitative attributes in models CI1 and CL2, appear quite inflated, however, we
interpret their magnitudes relative to each other. This allows us to get a sense of ordered
prefeences individuals may have for these attributes when choosing between retailers.
Looking at the estimates f&L1, in terms of ordered preferences, when choosing
between retailers, receiving very high levels of service is the most valuable attribute to
shoppers. Based on the above resutissamers are willing to pay £0.17 more for their

weekly average basket price in return for an additional unit increase in the average
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annual loyalty discount they receive. The negative willingitesmy estimates fdahe

store proximity variable are the result of this variable’s negative coefficient estimates
which indicate that increasing the value of this variable (i.e. increasing drive time)
decreases consumer utility. In this contegtisumers are willing to pay £1.13ore for

their average weekly basket price if they must travel one minute less to theystare

Let us now consider the mixed logit specifications we ran to compute additional
WTP estimates. In the case of the mixed logit model, the distnibiaddVTP isequal
to the variable’s assumatistribution scaled with respect to the monetary fixed cost
coefficient. Using thewvtp postestimation command on Stata 12, we specified the
default ‘delta method’ to determine the confidence intervals forntean WTP
values®® This approach assumes that WTP is normally distributed and Stata
automatically calculates the relevant confidence intervals for the estimated values. This
implies that WTP will also likely be normally distributed. Furthermore, the agsamp
that WTP is normally distributed is said to hold whiee $ample size is larglke cost
coefficient is a precise estimate (Hole 2007b).

We re-rana number of differentixed logit specificatiomand in each of these,
assumedh fixed coefficient vala for the average basket price coefficient. In total, we
ran a further 4 specificatiorfer the purposes of WTP estimat&dL7 (a), ML7 (),

ML8 (a) and ML8 (b). The resultdor these models are presented unles3.14
and 3.16 below.

68 Please refer to Hole (2007l)daBliemer & Rose (2013) for an appraisal of the different methods
available for calculating confidence intervals for willingrnéspay measures

174



Table 3.14- Mixed logit models ML7 (a) & ML8 (a)

ML7 (a) ML8 (a)
Variable Coef. |zstat| St. Dev. Coef. |z-stat]| St. Dev.
Price _0'?06.306) -9.40 ] _0'?06.806) .9.32 ]
Discount  0.010*** 0.025%** 0.01 1% 0.025%**
©0.002) ** (0003)  (0.002) 64 (0.003)
Time  -0.095*** 0.109*** -0.133*** 0.301*
©0013 2 0013)  (0.023) > (0.124)
Medium Quality ~ 0.534*** 0.533*** -
3.79 3.79
0.141 - 0.140
High Quality 0.%15***) 352 O.ESOS***) 3.48 -
(0.175) ' - (0.174) '
Very High  0.838*** 4.74 -0.684*** 0.826*** 4.69 0.646%**
Quality (0.177) ' (0.210) (0.176) ' (0.210)
Medium Range  0.772*** 0.732%** -
5.83 5.58
(0.132) - (0.131)
High Range 1?(;)1*5*;) 6.47 ] 0?()6%*5*;) 6.07 -
Very High Range  1.295*** 8.60 1.016%** 1.275%** 8.57 1.004**
0.151 ' 0.116 0.149 ’ 0.110
Medium Service 1.(()61***) 720 ( : 1.(()23***) 6.97 ( -)
(0.147) ' - (0.147) '
High Service 1.(382***) 8.70 O.(726***) 1.(342***) 855 O.(739***)
0.159 ) 0.131 0.157 ) 0.127
Very High  1.420*** 1.396*** -
Service  (0.198) 17 - ©0.19) 13
Log-likelihood -4780.929 -4780.832
Nr. of Resp. 427 427
Nr. of Obs. 18,832 18,832

Notes:Robust standard errors presented in parentheses. ***, ** * represent statistical significar
the 1%, 5%, and 10% respectively.

Model ML7 (a) is a mird logit model without interactions, which assumes that
the attributes assumed to be random follow a normal distribution. On the other hand,
Model ML8 (a) is also a mixed logit, however the time attribute is assumed to follow a
random logrormal distribubn. The estimated values are similar between these two
models, bar the coefficient for time travelling to the store. Belavable 3.15ve
presenthe WTP estimates derived from the above resultse WTP values we obtain
below are very similar to tse based on estimates from the conditional logit model
specifications. However, the attribute representing travel time to the store represents a
greater value. Based on the WTP estimates below individuals are willing to pay an
additional £2.23 for theibasket price to travel one minute less to the store. On the
basis of the relative WTP values presented below, both the level of product range and

levels of service are very important to shoppers choosing between grocery stores.
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Table 3.15- Models ML7 (a) & ML8 (a) Willingness-to-Pay Estimates (95%
Confidence Intervals)

ML7 (a) ML8 (a)
corocey Reater Ajeri9® LU U A Lover oo
(£) (£) (£) (£) (£) (£)
Grocery Basket Price - - - - - -
Loyalty Scheme Discount  0.17 0.09 0.25 0.18 0.09 0.26
Travel Time to Store (mins) -1.57 -1.98 -1.15 -2.23 -2.45 -1.49
Medium Quality 8.77 4.32 13.21 8.92 4.38 13.46
High Quality 10.11 4.53 15.69 10.13 4.44 15.83
Very High Quality ~ 13.77 8.13 19.42 13.84 8.09 19.59
Medium Range 12.68 8.30 17.07 12.25 7.81 16.69

High Range 16.54 11.26 21.81 16.12 10.77 21.46
Very High Range  21.26 16.00 26.53 21.35 15.98 26.71

Medium Service 17.43 11.91 22.96 17.13 11.60 22.66
High Service  22.69 15.94 29.45 22.47 15.71 29.24
Very High Service  23.32 16.15 30.48 23.39 16.14 30.63

Table 3.16 below presents the results for models ML7 (c) and ML&Kizh
assume a fixed coefficient for the average basket price. ML7 (c) is an extension of
model ML7 (a) as it contains interaction terms with the remaining assumptions
remaining constant. Similarly, model ML8 (b) represents an extension of model ML
(a), as it follows the same assumptions albeit it contains interaction terms. Table 3.17
further below presents the WTP estimates contpatethe basis of theesults of the

above modd
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Table 3.16— Mixed logit models ML7 (c) & ML8 (b)

ML7 (c) ML8 (b)
Variable Coef. |zstat]  St. Dev. Coef. |zstat]  St. Dev.
. -0.058*** -0.057***
Price (0.010) -5.78 ) (0.010) -5.71 -
, 0.013*** 0.024**  0.013*** 0.024***
Discount = 003y 203 “(0.003)  (0.003) °9°  (0.003)
. -0.122%* 0.102***  -0.126*** 0.316*
Time — “oo15y 835 0014y (0033 38 (0239
. . 0.534x** 0.533***
Medium Quality (0.145) 3.67 ) (0.145) 3.68 )
. . 0.623*** 0.612***
High Quality =151y 344 - (0.180) 339 -
. . 1.231%** 0.616**  1.207*** 0.567***
veryHighQuality 543y 506 0184y (0240) 502 (0.198)
. 0.753*** 0.715%**
Medium Range (0.131) 5.75 ) (0.129) 552 )
. 0.987** 0.948***
HighRange ™ 155 635 - (0.154) 6.5 -
. 1.276%* 0.992%*  1.248%** 0.984***
VeryHighRange ™ 150 851 5951y (0149) 835 (0.112)
. . 1.077*%* 1.049%**
Medium Service (0.149) 7.23 ) (0.148) 707 )
Hiah Service 1.291*** 78 0.709**  1.265*** 0.693
9 (0.166) ' (0.129)  (0.168) 7.54  (0.138)
. . 1.421%** 1.396***
Very High Service (0.199) 7.13 ) (0.198) 704 )
- -0.048*
Female*Time i - ) (0.024) 202 )
. . -0.672%* -0.661***
Female*VH Quality (0.243) -2.76 ) (0.241) 275 )
: -0.035*** -0.035***
*| -
<£22,000 HI*Price. ™'y, -3.28 ~ 0011 326 )
> £45,000 HI*High 0.358* 1.71 0.370*
Service (0.209) - (0.208) 1.78 -
Frequent Online  0.035*** 313 0.035***
Shop*Price (0.011) - (0.011) 3.14 -
Frequent Online  0.085*** 3.89 0.076***
Shop*Time (0.022) ' - (0.017) 4.43 -
NS pralty -0.018 365 _ -0.018
Cards*Discount (0.005) (0.005) -3.61 -
Log-likelihood -4672.343 -4661.221
Nr. of Resp. 427 427
Nr. of Obs. 18,832 18,832

Notes:Robust standard errors presented in parentheses. ***, ** * next to coefficients repres
statistical significancat the 1%, 5%, and 10% respectively.
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Table 3.17 — Models ML7 (c) & ML8 (c) Willingness-to-Pay Estimates (95%
Confidence Intervals)

ML7 (c) ML8 (b)
Coceny Retaer A9t oV e Aee Lo Uppe
(£) (£) (£) (£) (£) (£)
Grocery Basket Price - - - - - -
Loyalty Scheme Discount 0.22 0.11 0.34 0.23 0.12 0.35
Travel Time to Store (mins) -2.11 -2.85 -1.37 -2.22 -2.51 -1.62
Medium Quality 9.21 3.74 14.67 9.36 3.79 14.94
High Quality 10.74 4.19 17.29 10.75 4.06 17.45
Very High Quality 21.24 11.05 31.43 21.19 10.82 31.56
Medium Range 12.99 7.36 18.63 12.56 6.90 18.22
High Range  17.03 9.97 24.09 16.64 9.51 23.77

Very High Range 22.01 14.19 29.84 21.92 14.00 29.84
Medium Service  18.58 10.68 26.48 18.42 10.51 26.33
High Service  22.27 12.97 31.57 22.22 12.73 31.71
Very High Service 24.51 13.93 35.09 24.52 13.83 35.20

The above WTP estimates are similar to the results when running the other model
specifications. Service levels at the grocery store and both product quality and range
are valuable retailer attributes to grocery shoppers, with high levels of service being the
most valuable on the basis of ordered preferences. We note that the time attributes in
the above models follow two different tibutions: normal and legormal
respectively. Nonetheless, these specifications have produced relatively similar WTP
estimates for the time attribute. In the above table, the loyalty discount has a larger
magnitude relative to the previous models Miaj énd ML8 (a) as a result of the
inclusion of interaction terms. &/kontinue this section by considering theividual
level parameter estimates we derived using results from mixed logit médd2land
ML4.

This additional feature of the mixed logit nu®l allows the researcher to
graphically map the distributions of preferences fomtitr@butesusing individuallevel
parameter estimatesa simulation In performing this procedure, the researcher must
obtainmean parameter estimates for each samgisdraation. In other words, perform
simulations of the data on the basis of the sequence of choices made by respondent n

and compute the individuddvel coefficient estimate for each respondent. These
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individuaklevel parameter estimates can thenntegppel using kernel density plots
(Greene. & Hensher 2003). This exercise can further assist in the interpretation of
results through a graphical representatiorthef distribution of preferences as they
appear in the data (Train 2009 pp. Z8t).Let us congler the details underlying this
postestimation technique.

The values for the individudével coefficients %orrespond to the sequences of
choices made by individual respondents. The mixlbetamand enables the analyst to
approximate the individudével mean coefficients of the estimated variables with
simulation procedures that use Halton draws. Thus adstd estimating a mean
coefficient value ¥4 which applies across respondents as done previowsiyare
computing ¥ which represents the individukdvel parameter estimates. Following
Hole (2013), the expected value ®fs conditional on the pattern of choicesaynd the

set of alternatives defined by their respective attributes:in x
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We obtained individualevel mean coefficient distributions by relying on the
postestimation procedures for mixlogitStata 12as set out in Hole (2007). Using the
commandmixlbetawe computed simulated individukgvel coefficient estimates and
applied the kdenistyommand to generate the graphs. The approach we adopt follows
the steps set out by Hole (2013) to estimate indivithwadl coefficients in Stata 12
using the mixlbetacommand The process firstly requiresstimation of amodel

specification Then the values of individuddvel coefficientsand graphsare

179



approximated by considering the sequence of choices made by an individual respondent
and drawing from this distribution using the above commands. Only the variables
assumed to be random can be used for thisgsighation procedure. The results are
presented below in Figures 3.1 — 3.6.

Figure 3.1—Individual -level parameter estimate for grocery basket price
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Figure 3.2— Individual -level parameter estimate for loyalty scheme discount
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Figure 3.3—Individual -level parameter estimate for travel time to store

ML2 — Travel Time to Store ML4 — Travel Time to Store
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Figure 3.4— Individual -level parameter estimate for very high quality
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Figure 3.5— Individual -level parameter estimate for very high range
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Figure 3.6— Individual -level parameter estimate for high level of service
ML2 —High Level of Service ML4 —High Level of Service
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The above kernel density graphs representing the distributions of individual
level coefficient estimates are slightly different for the two model typeg&igure 3.6
above, model ML4 with interactions produces a distribution which is centred more
closely around the mean value than in the case of ML2. However this is not consistent
across the above figures. The distribatof preferences for travel time to the store
appears to bmore widely spread compared to the other distributions. Conversely, the
distributiors for very high qualityarecentredmore closely anand the mean, indicating
the general preference for higher levels of product quality in store. However, these
curves are unevenith some bumps due to unobservable variation in preferefites.
loyalty scheme discourtistribution follows a relativelgmoothnormal distribution in
the context of model ML2 and is spread more widely after including the 8 interaction
terms. The next section evaluates the results of the empiricalpnes&nted above
the context of thditerature review chapter where we considered whelinglty
schemescould induce perceived switching cosiis consumerschoosing between
retailers

3.6 Discussion
In this section wevaluateour results in the context e¥/idence from realvorld

marketsas well aghetheoreticaland empiical literature reviewedn the first chapter.

We explain how our results may affect the assumptions on consumer preferences which
enter theoretical models used to study markets forduoable goodswWe alsooutline
potentialcompetition policy implicationsf loyalty inducing strategida retail markets

on the basis of these resulia doing sove consider whether the trends we observe in
our data substantiate the evidence on actual consumer behaviour in retail markets, in

particular grocery retailWe briefly look atrecent developments in the way that firms
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use byalty rewarding scheman practiceand suggest directions for future research.
We begin the discussiday presentingsummary othe empirical resultsf the discrete
choice experiment with the most emphgsiscedon parameter estimates obtin
through models ML2 and MLA4.

Individualstook part in our discrete choice experiment by completisgreey
with 11 choice situationsurvey questionsgs well as sociodemographic questiolms
each choice situation participantere presented with 4 alternative grocery retail
profiles and had to select only one as their preferred alternative. Each choice situation
presented respondents with differemateoff between variousombinationf retailer
features, including different sizes of loyalty scheme discount, different average basket
prices, alternative travel time to the store ahtkvels of product quality, product range
and customer service respectively. The choice of what valygegento respondents
to ensure visible tradeffs between alternatives is explained at length in the
methodological chapter where we discuss survey desighe choice situations
presented to respondeaissumed thawo of the four grocery retailerdfered a loyalty
scheme, while the others did nothrough the sequence of choices made by each
individual respondent we were able to meadhee relative importance of grocery
retailer attributes taonsumerswhen choosing between retailettsrough discrée
choice modelling.

As noted further abovie Section 3.3, we interpret the coefficient estimates as
representing preferences of both individual shopaedsthe households in which they
live. In the data, theéhree variables price, discount and time, accounsifgmificant
variation in choice of grocery retailamong all the variables entering the model with
no interactions We find that the price variable accounts for the most variation in the
data andhis variable corresponds to theerage basketipe a consumer can expect to
pay when visiting the grocery store. The variable capturing travel time to the grocery
store accountdor the second most variation in the data out of these three variables,
followed by the loyalty scheme discount. All terevariables exhibited preference
heterogeneity i.e. preferences were not constant for these three variables. When looking
at the distribution in tastes (i.e. unobservable variation in preferences) among grocery
shoppers the discount variable displays timeost variation with 68% of grocery
shoppers favouring a loyalty scheme when choosing between grocery retailers. While

the remaining 32% of shoppers prefer not to participate in any loyalty scheme.
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Our results showhat households hawestrong preferase for grocery retailers who
offer high to very high levels of customer service, product range and product quality.
The data revealed that respondesxhibited preference heterogeneity for high levels
of product quality, very high levels or product raragel very high level of customer
service. The remaining qualitative attributes were found to have fixed mean coefficient
values among respondents assessing the qualitative variables in terms of how they
impact consumers’ choice of grocery retailer, we note that this data was collected via
survey. When answering hypothetical questions, it is likely that some individuals may
believe that in a real world context they woalttuallychoosetheretailer offering the
highest levels of customer servicegtest quality of products and a massive range to
choose from. In reality however, the majority of consumers are likely to be driven by
price and the location of the shoyl/e are not suggesting thiiesenon-price aspects
of the grocery shopping experienc®, not matter to consumers. We do however note,
thatthe estimatesnay be slightly inflatecs a result of this effecAs we discussed in
the methodological chaptetated preference analydias its limitations becaugethe
context ofexperimentsjndividuals do not always respond in the same way as they
would in a realworld situation.

When analysing our data, we also looked at whether there was any variation in
preferences within identifiable groups of consumers (i.e. observable taste variation).
The 8 interaction terms found to be significant in model ML4 were:

x Female*VH Range”: the effect of gender on preferences for very high range of

products at the grocery store;

x “Large Household*VH Range”: the effect of living in a large household of four
or more individuals, on preferences for very high range of products at the
grocery store;

x “No Car*VH Range”: the effect of not driving a car to go grocery shopping on
preferences for very high product range;

X “< £22,000 HI*Price”: the effect of being in the lower household income group
earning less than £22,000 annually (after tax) on preferences for grocery basket
price;

x “>£45,000 HI*High Service”: the effect of being in a higher household income
group earning more than £45,000 annually (after tax) efence for very
high levels of service in store;
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X “Frequent Online Shop*Price”: the effect of regularly purchasing groceries
online (i.e. at least once a month) on preferences for the grocery basket price;

X “Frequent Online Shop*Time”: the effect of regijapurchasing groceries
online (i.e. at least once a month) on preferences for grocery store proximity;
and

X “No Loyalty Cards*Discount”: the effect of not participating in any loyalty
schemes on preferences for the loyalty scheme discount.

In our data, fenale respondents displayed a lower preference for very high
levels of product quality than male respondents. Participants who indicated they lived
in a large household displayed a greater preference for very high product range
availability than those who indicated they lived in smaller sized households. We also
find that those individuals who typically do not drive a car to go grocery shopping,
prefer a grocery retailer who offers a bigger product rddgsurprisingly, we find that
households in the lovgeincome category have a stronger preference for lower average
basket prices than households in higher income groups. While those grocery shoppers
who live in households in the highest income category, prefer a grocery retailer with
high levels of custoer service than those who live in households earning lower
disposable incomes.

There are also differences in the preferences of individuals who are frequent
online shoppers. We find that these individuals are less sensitive to the basket price
and theravelling time when choosing their preferred grocery retailer compared to those
who are either infrequent online shoppers, or those who never shop online at all. The
final interaction we consider, is between loyalty card ownership and the loyalty scheme
discount. The results show that while the loyalty scheme coefficient is positive for most
individuals, this is not constant for everyone. On the basis of our estimates, respondents
who indicated that they do not participate in any loyalty schemes at all, prefer to not
have a loyalty scheme at all when choosing between retdil@ssfurther emphasises
differences between customer groups in terms of their tastes for loyalty schaimes.
keep the above findings in mind throughout the discussion which proceeds below.
Next, we consider specific aspects of our results and howctirapare to realvorld
markets.

In Section 3.2, we considered the data collection method we adopted and
whether we could expect meaningful results on the basis of this data. Isiragses
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whether our results would be reasonable, we computed implied market shares of the
four retailers labelled A, B, C and D, as chosen by the survey respondents. Although
they were labelled as A, B, C and D, these four retailer profiles were designed by
gathering information on actual retailer characteristics, including prices, namely,
Tesco, Sainsbury’s, Asda and Waitrose. The market shares we computed were very
similar to the actual real world market shares of the four major UK retailers during the
sane year that the survey responses were collected. This suggests that variation in our
data closely follows type of variation in retailer preferences observed in the UK
population. In addition we applied population weigbtavoid sources of bias affeagin

the robustness of results we found a divergence betwesome ofthe sampldevel
statistics versus populatidevel sociodemographidatistics. The standard errors of
estimates have also been clustered at the level of the individual to improve the
robustness of resultdn consideration of these pointse proceed with the confidence

that the empirical results presented in this chapter offer meaningful insights into
behaviourof consumers in actual markets.

When designing the attributes to includehe discrete choice experimente
relied on some of thiendings of the Competition Commission’s market investigation
into the UK groceries market.The CC’s Final Report published following the
completion of the investigatidn 2008, noted that grocergtailers mainly compete for
customers through price, quality, product range and service, also knowQRS":P
However, the CC’s assessment did not factor in loyalty schemes. Belconaiger
how our findings sit in the context of tltiemand estimatioprocedureperformed by
the CC using an extensive tirseries household dataset. The main findings of the
demand estimation were published in the Final Report.

The CC found that preferences for retailers could didyexplained by
socialemographic vaables to an extentnstead,using a mixed logit model with
random parameters allowed the @apture additional aspects of tasééerogeneity.
Overall our results are comparable with the CC’s findings when considerieffebe
of store proximity,consumers’ preferences for product range @redevel of service.

The CC’s demand model produced statistically significant and negative effect
associated with distance from the store, a positive sffecproduct availability and
levels of service. e CC'’s reportalsofound evidence differences in preferences for
store proximityand product availabilitgs a result of differences in car ownership and

household sizeSpecifically, he CC’s analysis of results found that larger households,
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and those who own a car, are more likely to travel greater distances to a given grocery
store (Competition Commission 2008, Annex 4 p.18). This corresponds to a similar
effect we discussed as part of our results where we fawgignificant relationship
between diffeences in household size and availability of products in the store.

As mentioned above, the CC investigation identified that an important aspect of
consumer satisfaction was the presence of a grocery store at close proximity,
irrespective of the retailerdénd itself. During its investigation, the CC identified that
there was substantial gain in consumer satisfaction from having a grocery store within
5 minutes of driving distance. This is also interesting form an exogenous switching cost
perspective. Thisuggests that consumers in the UK groceries sector suffer less from
brand related exogenous switching costs than other markets. Our results also show that
consumerdave a strong preference for having a store at close proximity confirming
that proximityremainsa key determinant of grocery retailer choice.

In the UK groceries sector, discount stores are also popular which is consistent with
the importance consumers place on pritbeCC’s market investigationancluded in
2008 and imce then, discountetsdl and Aldi experienced growth in market share in
the UK. This has been partially at the expeofsether leading grocery retailerShe
increase in popularity of the discount retailers is consistent with consumers caring a
significant amount about the prices they pay. On the other hand, the increase in market
shares of Aldi and Lidl, also shows that a lot of consumers dealby care about the
shopping experience itseifhere the shopping experience is captured through quality,
range and servicattributes. As noted above, we also found that average basket price
accounted for the most variation in consumers’ choice of grocery retailer. In addition,
although our data also shows that consumers are likely to care about the quality of
products, custmer service and product range, these effects are likely overstated for the
reasons previously outlined above.

Theevolution in the market shares in the UK’s groceries market is presented
Figure 3.7below. The top bar represents August 20i&rket slares and the lower bar
representAugust 2013 market share data respectivelyhe figure shows a visible
growth of market shares of the discounters and a contraction in the market share of the

leading retailer Tesco.
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Figure 3.7 —UK Grocery Retailer Market Shares (top bar shows Augusk015
market share figures, lower bar shows August 2013 market share figures)

The importance of price is consistent wiiidings of a recent IGD report on
drivers ofgrocery shopper loyalt{ Based on the results of IGDshopper insight
survey, convenienc@.e. proximity) and price are by far the biggest drivers of store
loyalty. "t In addition, thelGD report findsthatloyalty schemes aralsovaluable to
some shoppers. In the rep@8% of surveyed shoppers statkdt a store loyalty card
is the mairreason for their loy& to a given grocery retailer white1% of respondents
stated that a loyalty card was either artfemelyimportant”or “very importarit driver
of store choice. Thus while loyalty schemes mé#ée very important to some grocery
shoppers, this certainly is not the case for all. This also corresponds to our empirical
results.

We now apply our empirical findings to the literaturevirewedin the first
chapter We focus mainly on the assumptions on consumer preferences and how
consumers react when firms adopt repeat purchase discount strategies. In doing so we
comment on the likely implications of our findinfyg the firm strategies and market
outcomes suggested by the theoretical mod@is.thebasis of our empirical results,
we arguethat unlike the typical assumptions entering theoretical models, loyalty
schemes do not unilaterally increases costs of switching for consumers. The coefficient
estimates we obtained indicate that around a tHircbnsumers and/ or households

prefernotto receive a repeat purchase discount and would not want to participate in a

59 Market share data sourced from Kantar Worldpanel, http://www.kantarworldpanel.com/en/grocery
marketshare/geatbritain.

01GD ShopperVista Report ‘Shopper loyalty in 2015’, April 2015.

Y The report is based on a survey of 943 UK grocery shoppers.
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loyalty program. Br this subset of the population, the choice of retailer is independent
of the availability of a repeat purchase discoulrt.fact, ourresults indicate that a
loyalty scheme may actually reduce utility for some individuals. For example, these
individuals may not like the idea of their data being collected, stored and analysed by
companiesWe apply this result to the some of the nyzapers we discussed in the first
chapter on loyalty scheme strategies.

In the literature review chapter we illustrated and solved Lal and Bell's (2003)
model of loyalty discountandexogenously sgiroduct promotions This model is set
up differently to the models of loyalty rewarding schemeke industrial organisation
literature. Itassumes that some consumers are simply loyal due their proximity to a
grocery storefollowing a Hotelling framework There are promotions which are
determined exogenously and the authors consider a scenario when one of the two
retailers offers a loyalty scheno@ top of the promotional product pric€onsumers
who are located in the middle segment of the unit line lagergpickerswho look for
the best deals Loyalty schemes are shown to radtect the behaviour of consumers
who are loyal to either one of the two retailkrsated at the ends of the linear city
These consumers do however, redeem the repeat purchase diguchnteduces the
retailer's profit In addition, themodel is set up so that only thehaviour of those
consumersvhocherry pickbetween stores &ffected by the loyalty scheme. This result
holdsso long as the opportunity cost of shopping around for a better deal isesulffici
compeasated by the loyalty discount.

The empirical results presented above are consistent with Lal and Bell’'s
assumption that not all consumers will base their purchasing decisions on loyalty
schemes.Of course, the model is relatively simplisiticits form and does not account
for the fact that firm’s may respond to the consumers’ behaviour in future pefioes.
model does not consider the wider features of a retail market which may also affect
consumers’ choice of retaildn addition, our emirical results suggest that not all the
consumers would redeem their repeat purchase discount even if they had earned one by
shopping at the same retaildrifdwer consumers redeerpeat purchase discounts and
they continue to choose that retailer, the fwuould achieve greater profits than
suggested by Lal and Bell's model. The same applies to the Caminal and Claici model
which we consider below.

Caminal and Clait (2007) model assumes that consumers vary in their

preferences for variety and are hetgneeous in respect of the brands available.
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Caminal and Claici’'s model also captures the profit incentive driving firms to invest in
loyalty schemes when there are few firms in the market. The endogenously created
switching costs lock in a segment @dnsumers enabling the firm to charge higher
prices in future. The investment however, reduces profits of the firm and the firm will
only offer a repeat purchase discount if the additional profits exceed the cost of the
strategy. In the modelpasumersre also uncertain about their future prefereaoces

firms are able to discriminate between consum@&rsumber of model variations are
considered, including an extension to multiple periods of competition and where firms
discriminate between generations consumers. This offers a more sophisticated
interpretation of consumer preferences than the Lal and Bell model.

In the model, when irm implements a loyalty scheme, consumers’ transport
costsincreasedue the endogmusly created switching cosaadin certain cases this
reduces overall welfareOn the basis of our results we would argue that this increase
in transport costs would affect fewer consumers than suggested by the model. This
implies that a loyalty scheme would have an impact on fignegegies of firms In
this context, with the knowledge that not all consumers redeem repeat purchase
discounts, the forward looking firnmayfor example, decide to offer larger smaller
repeat purchase discounts when maximising pay dfstther, iffirms are able to
effectively discriminate between consumers with different switching cost \¥igése
loyalty scheme, this would have further implications for firm strategies and market
outcomes.

Caminal (2012glsoargues that discount strategiesy not achieve the most
efficient outcome because in practieefuture price commitmerdchieves the most
efficient outcome in terms of welfar&Vithout a commitment in place, a firm can raise
prices unilaterally to compensdte the reduction in profitrbm offering customers a
repeat purchasdiscount. In this context, some consumenrdl find themselves in a
prisoner’'s dilemmawherethey are equally better off not participating in the scheme as
they end up facing higher prices in future periddsre generally,Caminal (2012)
notes that the models of endogenous switching cestsely the models above as well
as the model of Caminal and Matutes (19882 set up in a way thatRs allow firms
to retain previous customers, even when rival firms offer goods or services that better

match their current preferences. As a result, LRs are welfare reducing because they
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cause a mismatch in the allocation of consunier$ it is unclear whether LRs tertd
relax or exacerbate price competitioft

In light of our empirical resulfsve argue that theeduction in welfarsuggested
by a broad range of models of endogenous switching costs would be less pronounced.
As noted above, theesults suggest that when choosing between retailers, a third of
consumers prefarot to haveand/ orparticipate in a loyalty scheme. This suggests that
some consumers may even be deterred by the schestead,choosethe retailer
corresponding to their current preferen@en if it is the retailer who offers the loyalty
scheme.In real world markets, consumers are not forced into redeeming loyalty points
in the form of lump sum coupons or other rewards. It is therefore unrealistic to assume
that when a firm implements a loyalty rewarding scheme, this unilaterally increases
artificial switching costs in consumer§Ve note that variation in the way consumers
incur endogenous switching costeay have ambiguous welfare effects depending on
the model design, namely whether the firms can observe this aspect of behaviour and
how they would react in response. Considering the above, we argue that the strategy is
likely to have a weaker effect on price competition than suggested by the literature.
While the extent that consumers are heterogeneous in their switching costs is only one
of many assumptions entering a model, it would be of interest to understand how this
assumption would affect the outcomes suggested in the theory.

We now consider the implications of oumdings for competition policy. Let
us first consider the UK groceriesarket. In this sectofirms compete over various
aspectsof the retail offerto attract consumers to their stores and invest heavily in
branding and advertising his is supported by our DCE results. Since the CC’s market
investigation which concluded in 2008, thein playersin particular Tescavho
previously dominated the markeixperienced fluctuating performances as a result of
changing market conditionpoor investments and accountancy related scanilialse
generally, we noted above thattailers facecompetitive pressures from shifting
shopping patternowards convenience and pressures from newpandingentrants
such agliscount retailers Aldi and Lidl.

Considering these wider aspects of the groceries maet, no one retailer is

likely to enjoysignificant market power. Therefore on the basis of our resoysity

72Caminal, R., ‘The Design and Efficiency of Loyalty Rewards’, Journal of Economics and
Management Strategy/ol. 21, Nr. 2, 2012p. 340
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schemesare unlikely to be an anticompetitive devioethis market. Instead, loyalty
schemes in this market represené afi manyaspecs of the competitive process a
mature market In reality, a loyalty schemein this particular marketnay have a
locking-in effect on certaigroupsof consumersFor example thosedicating they
participate in no loyalty schemes at all are found to prefer not receiving a loyalty
scheme discounfThis is consistent with Section Iobthe first chaptern the context

of the retail energy and retdanking market investigations, the surveys commissioned
by the CMA suggestethat some groups of consumers were likely to face differen
costs of switchingnd were switching at different frequency, with some consumers not
switching at all. These findings also sugghat consumers are heterogeneous in their
costs of switchingn markets with exogenous switching costSor example inhe
context of retail banking, younger consumers are rnemie savvyandcan be expected

to be more engaged and willing to switch (Banking MI, para 5.165) balance,
loyalty schemes are unlikely to be problematic from a competition policy perspective
in dynamic markets for nondurables assuming that consumers face minimal exogenous
switching costs and firms continually invest in maintaining market share, for example,
through lower prices and/ or better quality.

Giventhesignificantweight placed on conswenoutcomes by EU competition
authorities, understandingonsumer behaviour is an important first stegn a
competition related investigationThe favourablestatistical properties and insights
offered by the discrete choice experiment outlined in tlasish could also be of value
to competition authorities or researchers in industrial organization. DCE can help
investigate the effects of a business strategy on consumer behaviour or identify how
preferences are distributed in the population of interéistaddition, the approach
outlined in this thesis can help assist in policy design. For example, if the competition
authority is seeking to have a better understanding of consumer preferences in a market
associated with consumer switching costs. The approach may help support a broader
analysis to identify the relevant policies to reduce switching costs and increase
switching by consumers for example.

Compared to a discrete choice experiment, theoretical models may not capture
the wider aspects of the retail offer. In particular, such models are less able to
accommodate diverse consumer preferences and the differentiated characteristics of
sellers which prevail in realorld markets. However, in evalirag our approach we

also note that in the context of DCEs, consumers may not respond in the same way as
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they do in real world markets. In addition, experiments more generally are imperfect
due to the complex nature of competitive interactions in markets namely, changes to
strategies in response to change®thers’ strategies. Thus both approaches suffer
from drawbacks. We therefore argue that when analysing the effects of business
strategies which rely heavily on assumptions on consumer choices, a combination of
theoretical and experimental evidence rhayoptimal.

An advantage of performing a DCE compared to the above model, is that we
were able to ass loyalty schemes in the context of price angrigenfactors which
matter to consumers. On balance, DCEs enable the researcher to address very specific
guestions on drivers of consumer choice by mimickingwweald markets through a
series of survey questions or controlled lab experiments. Importantly, the approach
accommodates all types of behavioural patterns, includingunlity maximising
behaviour. Thus, empirical evidence can help determine realistic assumptions to enter
a theoretical model whictanthenbe appliedo achieve broader analysis of business
strategiesand its implications for policwhich consider both the demand and supply
side d the market

In this context,theoretical modelling is essential in explaining broader
dynamics of markets toelp us understand the underlying rationale and incentives for
the pricing and discounting strategies adopted by firms, including loyalty sshem
However, this approach focuses on the firm rather than the consumer. It is therefore of
essence to accurately introduce consumer behaviour into such models and their
responses to various firm strategies. Thus, in the assessment of strategic belaviour
firms which prevail in realvorld markets, we favour the approach which combines
insights from theoretical and empirical modelling. This is more likely to overcome
some of the tradeffs associated with theoreticahdexperimental approaches and is
therefore more likely to offer the greatest insights on different aspectaarfkat. For
example, looking back at Shi's (2012) model of exogenousaddgenous switching
costs.Our modelling exercise did not include brand names as we deliberately designed
an unlabelled choice experiment which is discussed at length in the methodological
chapter. However, we note thatnbuld be of inteest to empirically assess whether the
brand attachment effeatr other exogenous switching costs would be greatetthiaan
of a loyalty scheme wheronsideringactual consumer behaviour. Let us look at some

further areagor future research
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Loyalty cards typically enable firms to collect vast amounts of data to improve
their knowledge of customers’ behaviour and @refices. In the United States and
United Kingdom, loyalty schemes have achieved popularity among both firms and their
customers. In the US, the second largest chemist CVS has a loyalty scheme with 69
million subscriber<? The loyalty scheme strategy ainasrhaintain existing customers
using regular price discounts and targeted coupons based on purchase’history.
Similarly to the US experience, a report by YouGov (2013) on British shoppers,
identified that 76% typically carry one to five loyalty cards inrthellets. The report
also finds that 32% of shoppers are willing to exchange further personal information in
return for extra loyalty points. In this context, loyalty schemes offer perceived benefits
to both firms and consumers.

On the basis of our findings, we argue that loyalty schemes are likely to continue
to play a role as a differentiation mechanifmn firms. For example, Tesco have
developed novehobile payments via a new app. This allows customers to quickly pay
for their shopping and collect points all in one go as their payment details are linked to
the app The payment facilitycould easily be expanded to a digital wallet loyalty
scheme allowing customers to collect and spend points across different channels. This
is already a possibility with some credit cafdsln this context, in future, firmsill
still likely be able to rely on loyalty schemesmschanisrafor differentigion. Thus
future research should consider the competitive implications of loyalty schemes which
affect multiple markets instead of only focusing on one market or one type of product.

In addition to the above strategy, firrmay also use loyalty schemigscollect
rich customer datalLal and Bell’'s modeand our empirical results sugg#dst a loyalty
scheme’profitability depends on the firm’s ability to identify and target the consumers
whose behaviour iaffected by the loyalty discount.irfas activelyuse loyalty reward
programgo help them identify consumers using the data that have accumulated. This
facilitatestargeted marketing and product discounts. The same can be said about firms
who operate online and target consumers with adds on the basis of their search history.

73 ‘Retailing: Spies in your Wallet’, The Economist, November 5th 2011 (available online
http://www.economist.com/node/215366§04

" 1bid.

> Research by IGD has already identified existence of “smart” loyalty cards that have beewréatrodu
in the United States. See: IGD, ‘What impact do loyalty schemes have on store chdich®y 2913,
http://www.igdcom/Research/Shoppérsight/shoppeputlook/15151/Whatmpactdodoyalty-
schemeshaveon-storechoice/
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Thereforefirms are likely to have the incentive to invest in scheme effectiveness to
target consumers whose behaviour can be impacted through strategic behaviour. This
also has implications for competition and a firms’ market power. We understand that
firms cangain a competitivelata advantage ovewals where thé‘data’s competitive
significance (and value) arise in part from the ability of firms to exclude others from
access and analysing it as quickk} There is therefore a growing interest in the role

of big data in competition policy This is in the context dhe likely implicaions of

firms’ access to proprietary customer data used to inform basic internal company
workings as well as strategic business decisidnsThis s consistent with Tesco’s
Clubcard loyalty scheme being central to its business whickexpéinedin the irst
chapter in Section 2.2.

An argument previously outlined in an article in The Economist stated that
retailers’ investment into loyalty cards is not intenttieénduce customer loyalty but
rather to collect their dat®. Tesco was the first retailer to implement a loyalty scheme
strategy in the UK groceries market and bagn collecting and analysing data on
customerdn this way ever since. The company, Dunnhumby, whiglpdd Tesco
establish the Clulzxd in the early 1990s, is wholly owned by T@s®unnhumby is
also a leading firm in customer data science for retailers and bfandgile this
highlights Tesco’'slataadvantageif, or to whatextenf Tesco’s market share can be
explained by this aspect of its businesanother question altogetheérhus while this
was not the focus of our thesis, it offers a fruitful direction for future reseémdhis
context, itwould be of interest to model and assess the competitive data advantage
conferred to firms offering loyalty programs. Additioyalfuture research should
consider lhe impactof companiesiacquisitionand analysis o¥astcustomer dia on
their strategic decisions and resultarairket power, boti online as well abrick and
mortar channels respectively.

3.7  Conclusion
This chaper presented the results of the discrete choice experiment on the UK

groceries market developed as part of the methodological chdpt&ection 3.2 we

6 Stucke M., Allen Grunes A., Big Data and Competition Polic@®xford University Presparagraph
4.26,2016.

T |bid. Part I, Section 4, The Compatit Significance of Big Data.

8 ‘Retailing: Spies in your Wallet’, The Economist, November 5th 2011 (available online
http://www.economist.com/node/215366§04

7 https://www.tescoplc.com/abous/ourbusinesses/dunnhumby/abdabie-business/
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explained the processes undertaken to evaluate the quality of the survey data and we
also tested the data for sources of bias through a comparative assessment on the basis
of populationlevel statistics in Section 3.3. We were then able to control for sources
of samplebias through the application of frequency weights. In sections 3.4 and 3.5
we preserdd a number of model outputs based on different specifications of the
conditional logit and mixed logit models. Section 3.6 applied the empirical results to
the theoretical literature presented in the first chapter and disdbhssieaplications of
our resultsto competition policy. We critically assessed our approach with respect to
theoretical modelling and concluded with a discussion on directions for further research
on loyalty scheme strategies.

As part our results, we found thatividuals have ateng preference for nen
price aspects of the grocery store offering, namely the product quality, range and level
of customer service. For example, 97% were found to prefer high levels of product
guality. We explained the possibility that these effecty beoverstated because the
results were obtained using stated preference instead of revealed preference data. As
such, we concluded that on balance, the majority of households prefer lower prices over
and above other retailer features. Furtherfawad that households are heterogeneous
in their preference for a number of price and nonpguogcery retailer attributes
Notably, ofall the variables entering the specification, preferences were the most varied
for the loyaltyrewardschemawith a third of consumengreferringnot to have a loyalty
scheme when choosing between retailers.

In considering theutcomes suggested in the theavg,recalled that firms have
the profit incentive to offestrategiadiscountsas this increasestificial switching osts
in consumers On that basisfirms can increase prices in future periods if no
commitmentsare in place. In this type of set upyalty rewarding schemesan be
shown to impaatompetitionin different wayseither having a softening or intensifying
effect Outcomes tend to depend on the market structure, the type of price commitment
in placeand number of periods entering the theoretical m@&lal resultandicatethat
becauseconsumersare heterogeneous in their switching co#is, effects of repeat
purchase discounts do not have a consistent edfgoss the population of grocery
shoppers in the UK

On the basis of our results, we conclubat loyalty schemes doot create
artificial switching costs for all consumers, at least not to the same degree. lhdurn, t

effects of the strategy are likely to be weaker and produnéder impact on price
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competitionthat suggested in the literatuleis therefore unrealistic to assume that
when a firm implements a loyalty rewarding scheme that this will unilaterally increase
artificial switching costs in all consumers. This also suggests that firms may be less
incentivisedto engage in harvestingf consumers and will choose to investnarket

share instead. The investment incentive willst®ngif most consumers are active
switchers in a nowlurable goods marketith low brand effect related switching casts
While this has not been tested as part of this thesis, lack of brand attachment in grocery
retailmay also explaimvhy competitionn this maketis strongly driven by priceWe

also note thani practice, grocery retailers are unable to price discriminaenaterial

way between different groups of consumevi#h varying sensitivities to loyalty
rewarding scheme3he evidence and argumemtstlined in this chapter suggest that
retailersareunable torely on loyalty schengealone to retain and build their market
share. Instead, it is more likely that such firms must rely on tehers of competition

to attract different types of consumes, namely by choosing lucrative geographic

locations, offering better serviceigher quality products or lower average prices.
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Appendix

Table A.2.1—-Raw basket price data using ONS CPI list of 139 food and household
items most frequently purchased by UK households. The table shows the prices
and item descriptions for the cheapest own brand product at Tesco, Sainsbury,
Asda and Waitrose. The data was collected using the grocery retailer online
websites during January 2014.

Tesco Sainsbury’s Asda Waitr ose
Total CPI Basket Items Price  £216.64 £234.34 £201.32 £305.57
Item
Bread and Cereals
1 Cereal bars (cheapest option 150 gr) 0.92 0.99 0.83 1.92
2 Chocolate wafers N/A N/A N/A N/A
3 Corn based snacks (Cheese Puffs 100 gr) 0.66 0.64 0.66 0.66
4 Cornflakes (500 gr) 1.29 1.29 1.28 1.29
5 Cream Crackers (300 gr) 0.45 0.36 0.50 0.36
6 Crusty Bread rolls (4 Fresh from Bakery) 0.65 0.70 0.70 1.40
7 Flour (Plain 1.5 kg) 0.60 0.60 0.60 1.11
8 Frozen pizza (Cheese and Tomato 250-300 gr) 0.60 0.60 0.60 1.84
9 Fruit pies (Fresh Bramley apple pie) 1.00 1.10 1.00 2.50
10 Garlic bread (twin pack 420 gr) 1.50 1.50 1.20 1.50
11 Hot oat cereal (porridge 1 kg) 1.20 1.20 0.85 1.10
12 Jam Doughnuts (5 pcs) 0.65 0.65 0.65 0.69
13 Large white loaf (Fresh Sandwich Loaf 800 gr) 1.30 1.25 1.30 1.28
14 Large wholemeal loaf (medium sliced 800 gr) 0.50 0.50 0.47 0.80
15 Long Grain Rice (1 kg) 0.40 0.44 0.40 1.39
Pack of individual cakes (Chocolate chip muffins 4
16 pk) 1.50 1.50 1.00 1.50
17 Fresh Pasta (Penne 500 gr) 1.72 1.60 1.43 1.70
18 Pasta (Dry Spaghetti 500 gr) 0.39 0.39 0.39 0.95
19 Sponge cakes (Victoria Sponge Cake) 2.20 2.30 2.48 2.29
20 Various selected biscuits (Custard Creams 400gr) 0.40 0.40 0.31 0.90
Meat
Beef
21 Beef mince (500gr) 1.56 1.46 1.46 3.19
22 Braising steak (cheapest available 500 gr) 4.00 4.00 4.00 5.00
23 Frozen burgers N/A N/A N/A N/A
24 Rump Steak (500 gr) 5.00 6.32 5.50 8.75
Topside (Joint 500 gr) 5.00 5.00 5.39 5.65
25 Lamb
26 Leg of Lamb (1 KG) 10.99 10.99 6.00 12.99
27 Loin chops (500 gr) 4.00 5.13 4.50 8.50
28 Shoulder (half shoulder joint 1 KG) 7.00 7.00 5.50 7.99
Pork
29 Loin chops (500 gr) 2.43 2.43 2.00 3.73
30 Bacon (300 gr) 1.64 1.64 1.70 2.85
31 Gammon (Steaks 500 gr) 2.60 4.69 2.25 5.00

198



32
33
34
35
36

37
38

39
40
41
42
43
44

45

46
47
48
49

50

51

52
53
54
55
56
57
58
59
60
61
62
63
64

65
66
67

68
69
70
71

Chicken

Chicken Breasts (500 gr)
Frozen Chicken Nuggets (300 gr)
Fresh/chilled whole chicken (1.5 kg)
Frozen chicken breasts (1kg)
Rotisserie cooked hot whole chicken

Other Meats
Steak Pie (550 gr)

Pork Sausages (8pcs)
Cooked meats — eg ham (roast turkey breasts 200
ar

Fresh turkey steaks (4 pk 500 gr)
Canned meats (corned beef 300 gr)
Frozen Chicken Nuggets (300 gr)
Chicken kievs (2 pk)
Oven-ready joint (pork belly 1kg)
Fish

Frozen Breaded Cod Fillets (500 gr)
Fresh white fish fillets (Pre-Packed Cod Fillets 250

ar
Fresh salmon fillets (pre-packed 300 gr)
Canned tuna (185 gr)

Fish fingers (Frozen Cod 300 gr)
Frozen prawns (Cooked and peeled King prawns
250 gr)

Milk, Cheese and Eggs

Cheese spread (Soft cheese 200 gr)
Chilled pot dessert (Chocolate Mousse Pack 6 x
62.5=3757¢r)

Edam (wedge 310 gr)
English Medium Cheddar (300gr)
Fresh cream (Single 300 ml)
Fromage frais (low fat 500 gr)
Medium Free Range Eggs (12 pcs)
Milk (6 pints half fat)
Other regional cheeses (Mozzarella 125 gr)
Parmesan (200 gr)
Powdered baby formula
Pro-biotic drink
Soft continental cheese (French Brie 200 gr)
Yoghurt (Natural Low-Fat 500 gr)

Oils and Fats
Butter Salted (250 gr)
Margarine/low fat spread (Olive spread 500 gr)
Olive ail (1 It)

Fruit

Pineapple (1 pc)
Avocado (ready to eat twin pack)
Bananas (Loose 1 kg)

Cooking apples (1 kg)
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6.00
1.00
3.72
4.75
N/A

3.50
0.61

2.70
4.54
2.02
0.68
1.39
5.00

2.20

2.98
2.69
0.75
1.75

3.25

0.49

0.33
2.00
2.26
1.05
1.00
2.65
1.89
0.44
3.25
N/A
N/A
1.09
0.49

1.19
1.39
3.80

1.00
2.00
0.79
1.95

6.50
1.64
3.75
6.49
N/A

3.65
0.65

3.34
4.50
2.01
1.17
1.98
5.33

3.20

2.98
2.69
0.75
191

2.99

0.60

0.33
2.16
2.36
0.95
1.00
2.65
1.89
0.65
3.29
N/A
N/A
1.09
0.65

1.20
1.50
3.69

1.00
2.00
0.79
1.99

4.85
1.04
3.72
3.99
N/A

3.38
0.44

4.16
3.69
1.36
0.68
2.18
5.30

2.00

3.25
2.69
0.75
141

3.58

0.49

0.33
2.00
2.25
0.95
1.00
1.98
1.48
0.44
3.20
N/A
N/A
1.00
0.49

0.98
1.39
3.48

0.80
1.75
0.68
1.95

6.89
3.00
4.92
8.80
N/A

3.59
1.39

5.58
5.00
3.12
3.00
2.27
6.39

3.00

3.66
4.08
171
191

3.82

0.80

0.90
2.55
2.49
0.95
1.19
2.92
1.89
0.95
3.72
N/A
N/A
1.67
1.00

1.20
1.50
3.69

1.69
1.99
0.79
1.99



72
73
74
75
76
77
78
79
80
81
82
83
84
85

86
87
88
89
90
91
92
93
94
95
96
97
98
99
100
101
102
103
104
105
106
107

108
109
110
111
112
113
114

115

Dessert apples (Gala Bag of 6)

Dried fruit (Dried Mango 100 gr)

Grapefruit (Red x 3)

Green Seedless Grapes Pack (500 gr)

Kiwi fruit (6 pk)

Oranges (Loose 5 pcs)

Organic fruit (Lemons 4pk)

Peaches/nectarines (Punet of 4)

Pears (Ripe 4 pk)

Plums (loose 500 gr)

Salted/roasted peanuts (200 gr)

Small oranges (bag of 5)

Strawberries (300 gr)

Various canned fruits (pineapple pieces 500 gr)
Vegetables

Broccoli (1 unit 335 gr)

Onions (Red 3 pk)

Baking Potatoes (Bag 2.5 KG)

Cabbage (Savoy 1 pc)

Canned baked beans (4x420 gr)

Canned sweet corn (325 gr)

Canned tomatoes (4x400 gr)

Carrots (loose 1 kg)

Cauliflower

Courgettes (loose 1 kg)

Crisps — single and multi-packs (sea salt 150 gr)

Cucumbers (1 pc)

Frozen chips (1.5 kg)

Frozen Garden Peas (1kg)

Lettuce (Round 1 pc)

Mushrooms (White Closed Cup 400 gr)

Organic vegetables (Organic Leeks 400 gr)

Peppers (Mixed Bag 600 gr)

Pre-packed salad (Leafy Rocket Salad 100 gr)

Tomatoes (500 gr)

Vegetable pickle (Onion 440 gr)

Vegetarian burger/grills

1.70
1.50
1.50
2.25
1.00
1.50
1.33
1.50
1.75
2.50
0.55
0.59
2.31
0.30

1.00
1.00
2.40
0.80
1.60
0.62
2.19
0.90
0.89
1.90
1.39
0.80
1.00
1.60
0.57
0.97
2.00
1.34
1.39
0.95
0.30
N/A

Sugar, Jam, Honey, Syrups, Chocolate and Confectionery

Chocolates (Milk chocolate bar 200 gr)
Gum
Ice cream (Vanilla 2 litres)
Mints (Assortment 200 gr)
Sugar
Various jams (Strawberry Jam 454 gr)
Various selected popular brands of sweets
Food Products (not elsewhere classified)

Mayonnaise (500 ml)
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0.60
N/A
1.00
0.89
N/A
0.29
N/A

0.45

1.99
1.75
141
2.50
1.25
1.75
1.50
2.50
1.80
2.50
0.72
0.93
1.80
0.71

1.00
1.00
2.60
0.80
1.60
0.69
2.49
0.90
1.00
2.00
1.50
0.80
1.00
1.76
0.60
0.97
2.00
151
1.88
0.90
0.31
N/A

0.66
N/A
0.89
0.78
N/A
0.29
N/A

0.50

1.50
1.47
1.08
2.00
1.00
1.50
1.87
1.75
1.75
2.50
0.48
0.48
1.32
0.28

0.50
0.90
2.20
0.80
1.27
0.59
1.56
0.90
0.50
1.62
1.00
0.50
0.93
1.60
0.57
1.07
2.00
1.52
111
0.89
0.30
N/A

0.60
N/A
0.89
0.80
N/A
0.29
N/A

0.45

1.99
1.93
1.44
2.75
1.25
1.50
1.99
3.00
2.50
2.50
1.08
1.99
3.80
0.92

1.69
1.25
2.75
0.80
1.68
0.69
2.49
0.90
1.00
2.00
1.50
0.90
141
177
0.60
1.30
2.00
1.75
1.66
1.69
0.99
N/A

1.62
N/A
1.50
1.00
N/A
0.80
N/A
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117
118

119
120
121

122
123
124
125
126
127
128
129
130

131
132
133
134
135
136
137

138
139

Ready cooked meals (Fresh Cottage Pie 450 gr)
Soup (Leek and Potato 600 gr)
Tomato Sauce (Squeezy Ketchup 500 gr)
Non-alcoholic Beverages
Coffee, Tea and Cocoa
Tea Bags (80 bags)
Instant Coffee (Rich Roast 100 gr)
Ground Coffee (227 gr)
Mineral Waters, Soft Drinks and Juices
Cola (2 litres)
Energy drinks
Fruit drink (Cranberry Juice 1 litre)
Fruit smoothie (Tropical Fruit 1 litre)
Lemonade (2 litres)
Mineral water (Sparkling 4x2 litres)
Squash (Orange Double Strength 1.5 litres)
Various fizzy drinks (Ginger Ale 1 litre)
Various pure fruit juices (Orange Fresh 1 litre)
Goods and Services for Household Maintenance
Non-Durable Household Goods
Bin liners (Standard Tie Top Refuse 20 Pack)
Bleach (Thick Citrus 750 ml)
Washing powder (3 kg Bio Powder)
Washing-up liquid (500 ml)
Aluminium foil (20 m)
Dishwasher tablets (30 pk)

Fabric conditioner (2 1)
Household cleaner cream/liquid (all purpose liquid
1

Kitchen roll (2 rolls)
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2.30
1.00
0.92

0.27
1.50
1.69

0.17
N/A
1.00
1.33
0.17
1.50
1.50
0.61
1.20

2.50
0.79
2.80
0.33
1.13
1.60
0.90

0.33
1.25

2.30
1.70
1.03

0.35
1.50
1.69

0.20
N/A
1.00
2.00
0.20
1.65
1.59
0.51
1.20

2.50
0.87
2.88
0.40
0.68
1.80
1.20

0.33
1.25

2.25
1.00
0.87

0.35
1.84
2.28

0.17
N/A
1.00
1.33
0.18
1.50
1.49
0.45
1.00

2.50
1.00
2.52
0.33
0.72
1.67
0.90

0.33
1.25

2.69
1.99
1.03

1.50
1.50
2.29

0.95
N/A
1.80
2.39
0.69
1.65
2.24
0.50
1.20

2.66
0.87
6.45
0.89
2.98
3.70
2.20

1.52
1.58



A.2.2 — Ngene pilot design syntax

alts=T,S, AW

;rows = 10

;eff = (mnl,d)

;alg = mfederov

;require:

T.P=[56.07] and S.P=[60.65] and A.P=[52.60] and W.P=[80.59],
T.Disc=[0] or T.Disc=[29.16] or T.Disc=[58.31] or T.Disc=[116.62],
S.Disc= [0] or S.Disc=[31.54] or S.Disc= [63.08]

;reject:

W.Qual=0,

A.Qual=3

: model:

U(T) =bl[- .01]*P[52.60, 56.07, 60.65, 80.59] + b2[0.0001]*Disc|0,
29.16, 58.31, 31.54, 63.08, 116.62]

+ b3[- .001]*Time[5, 8, 12, 17] + b4.effects| -.0002| -
.0001|.0001]*Qual[0,1,2,3]

+ b5.effects|- .0002| -.0001].0001]*Ran[0,1,2,3] + b6.effects[-
.0001|.0001]*Serv[0,1,2,3]

+i1[.0001]*Disc*Time + i2[- .0001]*P*Time + i3[.0001]*Disc*P +
i4[.0001]*P*Qual.effects[2]+ i5[.0002]*P*Qual.effects[3]

+i6[- .0002]*P*Qual.effects[0] + i7[.0001]*P*Serv.effects[2] +
i8[.0002]*P*Serv.effects[3]

+i9[- .0002]*P*Serv.effects[0]

/

U(S) = b1*P + b2*Disc + b3*Time + b4*Qual + b5*Ran + b6*Serv

/

U(A) = b1*P + b3*Time + b4*Qual + b5*Ran + b6*Serv

/

U(W) = b1*P + b3*Time + b4*Qual + b5*Ran + b6*Serv

$

A.2.3 — Screen shoof pilot survey instructions for participants
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A.2.4 — Screenshot of aample question fromthe pilot survey
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A.2.5 -Pilot survey results before clustering standard errors at individual level

Model 1 Model 2
Variable Coef. |zstat| Coef. |z-stat]|
Price -0.036* 3.67 0.012 0.11
(0.01) (0.1112)
Discount 0.01* 3.47 -0.105 1.63
(0.003) (0.065)
Time -0.081* 3.62 -0.234 0.8
(0.022) (0.293)
Medium Quiality 2.39* 4.35 18.313 1.34
(0.549) (13.68)
High Quality 2.73* 5.25 20.432 1.39
(0.52) (14.685)
Very High Quality 2.938* 5.46 22.92 1.61
(0.538) (14.229)
Medium Range 0.481* 1.84 0.322 0.12
(0.262) (2.662)
High Range 0.576 1.63 -0.820 0.32
(0.354) (2.6)
Very High Range 0.772* 2.71 3.203 1.19
(0.285) (2.683)
Medium Service 0.744* 0.066 0.56 1.44
(0.271) (0.388)
High Service 0.814* 0.103 0.793 1.50
(0.308) (0.0529)
Very High Service 1.101* 0.007 1.521* 412
(0.336) (0.369)
Price*Discount 0.002 1.79
(0.001)
Price*Time 0.003 0.52
(0.293)
Time*Discount -0.001 1
(0.001)
Price*Low Quality 0.293 1.22
(0.241)
Price*High Qudity 0.293 0.54
(0.063)
Price*Very High Quality -0.067 1.07
(0.062)
Price*Low Service -0.0005 0.01
(0.044)
Price*High Service 0.014 0.31
(0.458)
Price*Very High Service -0.051 0.97
(0.052)
Log-likelihood -270.565 -262.059
Nr. Respondents 26 26
Nr. Observations 1040 1040

Notes:Standard errors presented in parentheses. ***, ** * represent statistical significance at
1%, 5%, and 10% respectively.
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A.2.6 — Ngene main design syntax: model averaging approach with Bayesian
approximation

Design

;alts(ml) =T, S, AW

;alts(m2) =T, S, AW

;alts(m3) =T, S, AW

;rows = 11

;eff = 2*m1(mnl,d,mean) + 1.5*m2(mnl,d,mean) + m3(mnl,d,mean)
;alg = mfederov

;bdraws= Halton(40000)

;require:

T.P=[56] and S.P=[61] and A.P=[53] and W.P=[81],

T.Disc=[0] or T.Disc= [29] or T.Disc= [58] or T.Disc=[117],
S.Disc= [0] or S.Disc=[32] or S.Disc= [63]

;reject:

W.Qual=0,

A.Qual=3

;model(m1):

U(T) = b1[(n, - .04, .05)]*P[53, 56, 61, 81] + b2[(n,0.01,.02)]*Disc[O0,
29, 58, 32, 63, 117] + b3[(n, -.08,.01)]* Time[5, 8, 12, 17]
+ b4.dummy[(n,2.39,2.7)|(n,2.73,2.8)|(n,2.94,2.7)]*Qual[1,2,3,0] +
b5.dummyl(n,.74,1.38)|(n,.81,1.57)|(n,1.1,1.71)]*Ran[1,2,3,0]

+ b6.dummy[(n,.48,1.34)|(n,.58,1.81)|(n,.77,1.71)]*Serv[1,2,3,0]

/

U(S) = b1*P + b2*Disc + b3*Time + b4*Qual + b5*Ran + b6*Serv
/

U(A) = b1*P + b3*Time + b4*Qual + b5*Ran + b6*Serv

/

U(W) = b1*P + b3*Time + b4*Qual + b5*Ran + b6*Serv

;model(m2):
U(T) = b1[(n, - .04, .05)]*P[53, 56, 61, 81] + b2[(n,0.01,.02)]*Disc[O,
29, 58, 32, 63, 117] + b3[(n, -.08,.01)]*Time [5, 8,12, 17]

+ b4.dummy[(n,2.39,2.7)|(n,2.73,2.8)|(n,2.94,2.7)]*Qual[1,2,3,0] +
b5.dummy[(n,.74,1.38)|(n,.81,1.57)|(n,1.1,1.71)]*Ran[1,2,3,0]

+ b6.dummy[(n,.48,1.34)|(n,.58,1.81)|(n,.77,1.71)]*Serv[1,2,3,0]

+il[- .001]*Disc*Time + i2[.001]*P*Time + i3] .001]*Disc*P + i4[
.001]*P*Qual.dummy[2]+ i5[- .001]*P*Qual.dummy[3] +
i6[.001]*P*Qual.dummy[0] + i7[.001]*P*Serv.dummy[2]

+i8[- .001]*P*Serv.dummy[3] + i9[- .001]*P*Serv.dummy|0]

/

U(S) = b1*P + b2*Disc + b3*Time + b4*Qual + b5*Ran + b6*Serv

/

U(A) =b1*P  + b3*Time + b4*Qual + b5*Ran + b6*Serv
/
U(W) = b1*P + b3*Time + b4*Qual + b5*Ran + b6*Serv

;model(m3):

U(T) = b1[(n, - .04, .05)]*P[53, 56, 61, 81] + b2[(n,0.01,.02)]*Disc[O0,
29, 58, 32, 63, 117] + b3][(n, -.08,.01)]*Time[5, 8, 12, 17]

+ b4 .effects[(n,2.39 ,2.7)|(n,2.73,2.8)|(n,2.94,2.7)]*Qual[1,2,3,0] +
b5.effects[(n,.74,1.38)|(n,.81,1.57)|(n,1.1,1.71)]*Ran[1,2,3,0]

+ b6.effects[(n,.48,1.34)|(n,.58,1.81)|(n,.77,1.71)]*Serv[1,2,3,0]

/

U(S) = b1*P + b2*Disc + b3*Time + b4*Qual + b5*Ran + b6*Serv

/

U(A) = b1*P + b3*Time + b4*Qual + b5*Ran + b6*Serv

/

U(W) = b1*P + b3*Time + b4*Qual + b5*Ran + b6*Serv

$

205



A.2.7 — Ngenemodel evaluation syntax forthe mixed logit specification

Design

;alts(ml) =T,S, AW
;rows = 11

;eff = m1(rppanel,d)
;rdraws= halton(1000)

; rep = 1000

;eval = 6.ngd

;model(m1):

U(T) = bl[n,- .04, .05]*P[53, 56, 61, 81] + b2[n,0.01,.02]*Disc|0, 29,
58, 32, 63, 117] + b3[n,- .08,.01]*Time[5, 8, 12, 17]

+ b4.dummy[n,2.39,2.7|n,2.73,2.8)|n,2.94,2.7]*Qual[1,2,3,0] +
b5.dummyln,.74,1.38|n,.81,1.57|n, 1.1,1.71]*Ran[1,2,3,0]

+ b6.dummy[n,.48,1.34|n,.58,1.81|n,.77,1.71]*Serv[1,2,3,0]

/

U(S) = b1*P + b2*Disc + b3*Time + b4*Qual + b5*Ran + b6*Serv
U(A) = b1*P + b3*Time + b4*Qual + b5*Ran + b6*Serv

/

U(W) = b1*P + b3*Time + b4*Qual + b5*Ran + b6*Serv
$

A.2.8 — Instructions for survey participants for the main survey
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A.2.9 — Screenshot of a sample question from the main survey
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A.3.1 — List of Model Specifications

Model Model specification
x Conditional logit
CL1 x Contains only the main explanatory variables (no interaction terms)
X Applies population weights
x Individuallevel clustered standard errors
x Conditional logit
CL1 (&)* x Contains only the main explanatory variables (no interaction terms)
x Applies population weights
x Conditional logit
CL1 (b)* x Contains only the main explanatory variables (no interaction terms)
x Individuallevel clustered standard errors
x Conditional logit
CL2 x Contains the main explanatory variables and all candidate interaction terms
x Applies population weights
x Individuatlevel clustered standard errors
x Conditional logit
x Contains the main explanatory variables and statistically significant
CL3 interaction terms
X Applies population weights
x Individuallevel clustered standard errors
X Mixed logit
x Contains only the main explanatory variables (no interaction terms)
ML1 x All explanatory variables are assumed to be random
X Applies population weights
x Individuatlevel clustered standard errors
x 500 Halton draws
X Mixed logit interim model to identify which of the explatory variables has
significant standard deviations to verify if preferences vary in the population
for that particular attribute
x Variables assumed to be random and normally distributed are Price,
ML1 (a)* Discount, Time, Very High Quality, High and Very High Rangligh and
Very High Service
x Applies population weights
x Individuatlevel clustered standard errors
x 500 Halton draws
x Interim mixed logit to identify which of the explanatory variables has
significant standard deviations to verify if preferencay\in the population
for that particular attribute
x Variables assumed to be random and normally distributed are Price,
ML1 (b)* Discount, Time, Very High Quality, Very High Range, High and Very High
Service
X Applies population weights
x Individuatlevel clustered statard errors
x 500 Halton draws
X Mixed logit
x Contains only the main explanatory variables (no interaction terms)
ML2 X Vgriable_s assume_d to be rand_om and _normally d_istributed are resf[ricted to
Price, Discount, Time, Very High Quality, Very High Range and High
Service
X Applies population weights
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Individuaklevel clustered standard errors
500 Halton draws

ML2 (a)*

X X X |X X

Mixed logit

Contains only the main explanatory variables (no interaction terms)
Variables assumed to be random and normally distributed are restoicted t
Price, Discount, Time, Very High Quality, Very High Range and High
Service

Applies population weights

500 Halton draws

ML2 (b)*

X X X |X X

Mixed logit

Contains only the main explanatory variables (no interaction terms)
Variables assumed to be random and normally distributed are restricted to
Price, Discount, Time, Very High Quality, Very High Range and High
Service

Individuallevel clustered standard errors

500 Halton draws

ML2 (c)*

X X X |X X

Mixed logit

Contains only the main explanatory variables (no interaction terms)
Variables assumed to be random and normally distributed are restricted to
Price, Discount, Time, Very High Quality, Very High Range and High
Service

Applies population weights

Individuatlevel clustered standard errors

50 Halton draws

ML3

X X X |[X X X

Mixed logit

Contans the main explanatory variables and all candidate interaction terms
Variables assumed to be random and normally distributed are restricted to
Price, Discount, Time, Very High Quality, Very High Range and High
Service

Applies population weights

Individud-level clustered standard errors

500 Halton draws

ML3 (a)*

X X X |[X X X

Mixed logit

Contains the main explanatory variables and all candidate interaction terms
Variables assumed to be random and normally distributed are restricted to
Price, Discount, Time, Very High Quality, Very High Range and High
Service

Applies population weights

Individuatlevel clustered standard errors

50 Halton draws

ML4

X X |X X X

x

Mixed logit

Contains the main explanatory variables and statistically significant
interaction terms

Variables assumed telvandom and normally distributed are restricted to
Price, Discount, Time, Very High Quality, Very High Range and High
Service

Applies population weights

Individuatlevel clustered standard errors

500 Halton draws

ML4 (a)*

X X |X X X

Mixed logit
Contains the main @kanatory variables and statistically significant
interaction terms
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Variables assumed to be random and normally distributed are restrictec
Price, Discount, Time, Very High Quality, Very High Range and High
Service

Applies population weights

Individuatlevel clustered standard errors

50 Halton draws

ML5

X X X |[X X X

x

Mixed logit

Contains only the main explanatory variables (no interaction terms)
Variables assumed to be random and normally distributed are restricted to
Discount, Very High Quality, Very High Range and High Service

Variables assumed to be random andrognally distributed are restricted

to Price and Time

Applies population weights

Individuatlevel clustered standard errors

500 Halton draws

ML6

X X X |[X X X

x

Mixed logit

Contains the main explanatory variables agdiicant interaction terms
Variables assumed to be random and normally distributed are restricted to
Discount, Very High Quality, Very High Range and High Service
Variables assumed to be random andriogmally distributed are restricted

to Price and Tira

Applies population weights

Individuatlevel clustered standard errors

500 Halton draws

ML6 (a)*

X X X |[X X X

x

Mixed logit

Contains the main explanatory variables and all candidate interaction terms
Variables assumed to be random and normally distributed are ezbtoct
Discount, Very High Quality, Very High Range and High Service

Variables assumed to be random andrognally distributed are restricted

to Price and Time

Applies population weights

Individuatlevel clustered standard errors

500 Halton draws

ML7 (a)

X X X [X X X

Mixed logit

Contains only the main explanatory variables (no interaction terms)
Variables assumed to be random and normally distributed are restricted to
Discount, Time, Very High Quality, Very High Range and High Service
Price is assumed to have a fixazkfficient for WTP estimates

Applies population weights

Individuatlevel clustered standard errors

500 Halton draws

ML7 (b)*

X X |X X X X

x

Interim mixed logit to find significant interaction terms

Contains the main explanatory variables and interaction terms that wer
statistically significant in model ML4

Variables assumed to be random and normally distributed are restricted to
Discount, Time, Very High Quality, Very High Range and High Service
Price is assumed to have a fixed coefficient for WTP estimates

Applies population weights

Individuallevel clustered standard errors

500 Halton draws

ML7 (c)

X [ X X X X

Mixed logit
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x Contains the main explanatory variables and only statistically significan
interaction terms

X Variables assumed to be random and normally distributed aretexsto
Discount, Time, Very High Quality, Very High Range and High Service

x Price is assumed to have a fixed coefficient for WTP estimates

x Applies population weights

x Individuaklevel clustered standard errors

x 500 Halton draws

ML8 (a) X Mixed logit

x Containsonly the main explanatory variables (no interaction terms)

X Variables assumed to be random and normally distributed are restricted to
Discount, Very High Quality, Very High Range and High Service

x Variables assumed to be random androgmally distributedare restricted
to Time

x Price is assumed to have a fixed coefficient for WTP estimates

X Applies population weights

X Individuaklevel clustered standard errors

x 500 Halton draws

ML8 (b) X Contains the main explanatory variables and significant interaction tern

from ML 6 (b) Variables assumed to be random and normally distributed are
restricted to Discount, Very High Quality, Very High Range and High
Service

x Price is assumed to have a fixed coefficient for WTP estimates

X Variables assumed to be random androgyally distributed are restricted
to Time

X Applies population weights

x Individuatlevel clustered standard errors

x 500 Halton draws

Notes:* indicates that théable ofresults for this modedpecification is presentéd the appendix.
This table does not atude the pilot survey model specifications which are outlined in Chapte
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A.3.2 - Description of interaction terms tested in the conditional and mixed logit

model specifications

Interaction

Interaction description

Female*Price|
Female*Discount

Female*Time

Female*VH Quality

Female*VH Range

Female*High Service

Large
Household*Price

Large
Household*Discount

Large Household*VH
Range

Unemployed*Price

Student*Price|

Unemployed*Discoun

Student*Discount

Unemployed*Time
Student*Time

No Car*Time

No Car*VH Range|

18—-44 Age
Group*Price

18-44 Age
Group*Discount

The effect of gender on preferencesduoocery baskeprice.
The effect of gender on preferences for a loyalty scheme discount.
The effect of gender on preferencesdamcerystore proximity.

The effect ofgender on preferers for very high quality giroducts at
the grocery store.

The effect of gender on preferences foygigh range oproducts at
the grocery store.

The effect of gender on preferencestimgh lewels of service at the
grocery store

The effect of living in a large househadfifour or more individualspn
preferencefor grocery baskeprice

The effect of living in a large household of farrmore individuals, on
preferences for a loyalty scheme discount.

The effectof living in a large household of four or more individuals, o
preferences for very high range of products at the grocery store.

The effect of being unemployed on preferences for grocery basket f
The effect of being a student on preferences for grocery basket pric

The effect of being unemployed on preferences for a loyalty scheme
discount.

The effect of being a student on preferences for a loyalty scheme
discount.

The effect of being unemployed on preferences for grocery store
proximity.

The effect of being a student on preferencegffocery store proximity.

The effect of not driving a car to go grocery shopping on grocery stc
proximity.

The effect of not driving a car to go grocery shopping on very high
product range.

The efect of being in the 184 age group on preferences for the groc
basket price.

The effect of being in the 184 age group on preferences for a loyalty
scheme discount.
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< £22,000 HI*Price|

> £45,000 HI*Price

> £45,000
HI*Discount

> £45,000 HI*VH
Quality

> £45,000 HI*High
Service

> £45,000 HI*Time

< £22,000
HI*Discount

Frequent Onling
Shop*Price

Frequent Onling
Shop*Discount

Frequent Onling
Shop*Time

Infrequent Onling
Shop*Price

Infrequent Onling
Shop*Discount

Infrequent Online
Shop*Time

Infrequent Onling
Shop*VH Range

No Loyalty
Cards*Price

No Loyalty
Cards*Discount

No Loyalty
Cards*Time

The effect of being in the lowdousehold income growgarningless
than £22,00@nnually (after tax) on preferences for grocery basket price.

The effect of being in a higher household income group earning mol
than £15,000 annuallyafter tax) on preference for grocery basket price.

The effect of being in a higher household income group earning mol
than £15,000 annuallyafter tax) on preference ftne loyalty scheme
discount.

The effect of being in a higher heehold income group earning more
than £15,000 annuallyafter tax) on preference feery high quality of
products in store.

The effect of being in a higher household income group earning mol
than £15,000 annuallyafter tax)on preference fovery high levels of
service in store.

The effect of being in a higher household income group earning mol
than £15,000 annuallyafter tax) on preference fgrocery store
proximity.

The dfect of being in dower household income group earning less tt
£22,000 annually (after tax) on preferencetfar loyalty scheme
discount.

The effect of regularly purchasing groceries online (i.e. at least once
month) on preferences for the grocery basket price.

The effect of regularly purchasing groceries online (i.e. at least once
month) on preferences for the loyalty scheme discount.

The effect of reg@rly purchasing groceries online (i.e. at least once
month) on preferences for grocery store proximity.

The effect of rarely purchasing groceries online (i.e. few times a yee
never) on preferences for the grocery basket price.

The effect of rarely purchasing groceries online (i.e. few times a yee
never) on preferences ftire loyalty scheme discount.

The effect of rarely purchasing groceries online. few times a year/
never) on preferences fgrocery store proximity.

The effect of rarely purchasing groceries online (i.e. few times a yee
never) on preferences feery high product range in store.

The effect of not participating in any loyalty schemes on preference:
the grocery basket price.

The effect of not participating in any loyalty schemes on preference
the loyalty scheme discount.

The effect of not participating in any loyalty schemes on preference:
grocery store proximity.
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1-2 Loyalty | The effect of participating in-2 loyalty schemes on preferences for
Cards*Time| grocery store proximity.

1-2 Loyalty | The effect of participating in-2 loyalty schemes on preferences for tt
Cards*Discaint | loyalty scheme discount.

1-2 Loyalty | The effect of participating in-2 loyalty schemes on preferences for tr
Cards*Price| grocery basket price.

A.3.3 — Conditional Logit Models CL1 (a) & CL1 (b)

CL1 (a) CL1 (b)
Variable Coef. |zstatf O.R. Coef. |zstat| O.R.
Price -0.054*** -0.054***
(0.002) -23.94 0.947 (0.003) -15.95 0.947
Discount  0.009*** 0.009***
(0.001) 16.22 1.009 (0.001) 9.66 1.009
Time  -0.061*** -0.075%**
(0.005) -12.84 0.941 (0.006) -12.58 0.928
Medium Quality ~ 0.558*** 0.725*+*
(0.061) 9.09 1.746 (0.071) 10.21 2.065
High Quality =~ 0.555*** 0.764*+*
(0.065) 8.59 1.741 (0.082) 9.31 2.146
Very High Quality  0.830*** 1.035%**
(0.075) 11.05 2.292 (0.089) 1162 2.815
Medium Range  0.707*** 0.571***
(0.065) 10.82 2.027 (0.062) 9.24 1.769
High Range  0.924*** 0.960***
(0.070) 13.18 2.519 (0.072) 13.27 2.613
Very High Range  1.047*** 1.006***
(0.061) 17.12 2.850 (0.068) 14.7 2.735
Medium Service  0.845*** 0.782**
(0.059) 14.35 2.327 (0.062) 12.6 2.186
High Service  0.988*** 0.945%**
(0.058) 17.1 2.687 (0.072) 13.11 2.572
Very High Service  1.152*** 1.110%**
(0.073) 15.79 3.165 (0.081) 13.68 3.034
Log-likelihood -5204.184 -5109.258
Nr. of Resp. 427 427
Nr. of Obs. 18832 18788

Notes:Standard errors presented in parentheses. ***, ** * represent statistical significance
1%, 5%, and 10% respectively.
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A.3.4—Mixed Logit Models ML1 (a) & ML1 (b)

ML1 (a) ML1 (b)
Variable Coef. |zstat| St. Dev. Coef. |zstat]| St. Dev
Price -0.094*** 935 0.067**  -0.091*** 0.067***
(0.010) ' (0.008) (0.010) 8.97 (0.009)
Discount  0.012*** 504 0.024**  (0.012*** -0.025%**
(0.002) ' (0.003) (0.002) 5.11 (0.003)
Time -0.107*** 73 0.110**  -0.104*** 0.1171 %
(0.015) ' (0.013) (0.015) 7.09 (0.015)
Medium Quality 0.473*** 3.02 0.392**  0.478*** 0.286
(0.156) ' (0.178) (0.161) 2.97 (0.544)
High Quality 0.563*** 292 0.284 0.574***
(0.193) ' (0.283) (0.192) 2.99 -
Very High Quality  0.875** 4.64 0.688**  (0.836*** 0.659***
(0.188) ' (0.206) (0.197) 4.25 (0.235)
Medium Range 0.741*** 545 0.743***
(0.136) ' - (0.137) 5.43 -
High Range 0.982*** 594 0.983***
(0.165) ' - (0.164) 5.98 -
Very High Range 1.196*** 758 0.863**  1.209*** 0.893**
(0.158) ' (0.132) (0.156) 7.77 (0.147)
Medium Service 1.141*** 708 1.122%+*
(0.161) ' - (0.154) 7.27 -
High Service 1.320*** 777 0.679**  1.330*** 0.757**
(0.170) ' (0.1712) (0.163) 8.15 (0.148)
Very High Service 1.433*** 6.79 1.416%+*
(0.2112) ' - (0.205) 6.9 -
Log-likelihood -4640.753 -4646.057
Nr. of Resp. 427 427
Nr. of Obs. 18832 18832

Notes:Robust standard errors presented in parentheses. ***, ** * represent statistical

significance at the 1%, 5%, and 10% respectively.
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A.3.5—Mixed L ogit Models ML2 (a), ML2 (b) & ML2 (c)

ML2 (a) ML2 (b) ML2 (c)
Variable Coef. |zstat]  St. Dev. Coef. |zstat] St. Dev Coef. |zstat] St. Dev
Price  -0.090*** 0.067***  -0.089*** 16.21 -0.065**  -0.080*** 7.18 0.060**
(0.005) 16.99  (0.005)  (0.005) (0.006)  (0.011) (0.024)
Discount  0.011*** 0.024***  0.012*** 8.96 -0.023**  0.011*** 4.49 0.024***
(0.001) 7.98  (0.001)  (0.001) (0.002)  (0.003) (0.003)
Time  -0.102*** 0.106***  -0.126*** 12.99 0.131***  -0.092*** 7.09 0.100***
(0.008) 12.63  (0.008)  (0.010) (0.010)  (0.013) (0.015)
Medium  0.475** 0.701*** 7.72 0.488*+* 3.20 -
Quality (0.073) 6.49 - (0.091) - (0.153)
High Quality =~ 0.573** 0.843*+* 7.68 0.580*** 3.15 -
(0.079) 7.28 - (0.110) - (0.184)
Very High  0.840** 0.696***  1.087** 9.98 0.665***  0.809*** 4.39 0.527*
Quality (0.094) 8.94 (0.106) (0.109) (0.106) (0.184) (0.256)
Medium  0.740*** 0.513*** 7.05 0.711*** 5.53 -
Range (0.076)  9.76 - (0.073) - (0.129)
High Range  0.984*** 1.018%+* 11.51 0.955*** 6.08 -
(0.080)  12.3 - (0.088) - (0.157)
Very High 1.201%+* 0.882***  1.110*** 12.54 0.900***  1.151*** 7.75 0.709***
Rarge (0.087) 13.87 (0.083) (0.088) (0.087) (0.149) (0.210)
Medium  1.127** 1.005**+ 12.00 1.086*** 7.35 -
Service (0.072) 15.57 - (0.084) - (0.148)
High Service  1.340*** 0.721*  1.211%+* 13.47  -0.692**  1.229%* 7.85 0.646***
(0.079) 16.90 (0.085) (0.090) (0.101) (0.157) (0.160)
Very High 1.403*** 1.321%** 12.51 1.367** 6.83 -
Service (0.087) 16.15 - (0.106) - (0.200)
el LG 4647.902 -4600.321 -4674.851
ikelihood
Nr. of Resp. 427 427 427
Nr. of Obs. 18,832 18,788 18,832

Notes:Standard errors presented in parentheses. ***, ** * represent statistical significance at the 1%, 5%, and 10% res
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A.3.6—Mixed logit models ML3 (a) & ML4 (a)

ML3 (a) ML4 (a)
Variable Coef. |zstat] ~ St. Dev. Coef. |zstat| St. Dev.
. -0.076*** 0.062*** -0.076 0.051***
Price ©0019  *1 (0009 (0o16) *+B° (0.010)
, 0.025*** 0.024*** 0.011 0.024***
Discount ©0o007) > (o003  (0ooz *1° (0.003)
. -0.158*** 0.091*** -0.121 0.091***
Time ©0032 *% o016 (0014 (0.013)
. . 0.488*** 0.499
Medium Quality (0.156) 3.13 - (0.154) 3.23 )
. . 0.588*** 0.602
High Quality (0.195) 3.02 - (0.190) 3.17 )
. . 1.125%* 0.475* 1.137 0.443**
Very High Quality (0.244) 4.61 (0.213) (0.238) 4.78 0.12)
. 0.725*+* 0.708
Medium Range (0.129) 5.62 - (0.126) 5.60 -
. 0.94 7% 0.948
High Range (0.156) 6.06 - (0.156) 6.09 -
. 0.990*** 0.739*** 1.000 0.693***
Very High Range ©0261) > T(01e1)  (©162) o7 (0.170)
. . 1.122%** 1.088
Medium Service (0.158) 7.12 - (0.153) 7.11 -
. . 1.056*** 0.679*** 1.156 0.667***
High Service ©0.180) > (0198 (0165 O (0.148)
. : 1.408*** 1.376
Very High Service (0.208) 6.76 - (0.205) 6.71 -
o -0.019*
Female*Price (0.011) 1.76 - - - -
o 0.003
Female*Discount (0.005) 0.54 - - - -
. -0.014
* - - - -
Female*Time (0.025) 0.57
. -0.540%** -0.565**
* -
Female*VH Quality (0.233) 2.32 (0.232) 2.43
0.027
* - - - -
Female*VH Range (0.221) 0.12
Female*High Service 0.144 0.75 ) ) i i
(0.190) '
Large Household*Price 0.027** 256 ) ) i i
(0.0112) '
Large 0.006 0.006
Household*Discount (0.005) 1.16 ) (0.006) 1.12
Large Household*VH -0.226 0.99 ) ) i i
Range (0.229) '
Unemployed*Price 0.006
0.23 - - - -
(0.026)
Student*Price 0.025*
1.73 - - - -
(0.015)
Unemployed*Discount -0.003 0.48 ) ) i i
(0.006) '
Student*Discount ~ -0.005*** 0.9 ) ) i i
(0.005) '
Unemployed*Time 0.032
0.78 - - - -
(0.0412)
Student*Time -0.037 1.15 - - - -
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(0.032)

No Car*Time -0.022
0.97 - - - -
(0.022)
No Car*VH Range 0.340 0.375
0232) 140 T (0241) 158 -
18—44 Age Group*Price -0.027** 29 ) ) )
(0.012) '
18-44 Age -0.004 0.84 ) ) i i
Group*Discount (0.005) '
< £22,000 HI*Price -0.019 -0.033*
©0o012) 1°° " (©0019) L7? -
> £45,000 HI*Price 0.023 136 ) ) i i
(0.017) '
> £45,000 HI*Discouh -0.006 0.86 ) ) i i
(0.007) '
> £45,000 HI*VH Quality 0.317 1.06 ) ) i i
0.299 '
> £45,000 HI*High O(.562**) 241 0.521** 200
Service (0.233) ' ) (0.261) ' )
< £22,000 HI*Discount -0.007* 168 ) ) i i
(0.004) '
> £45,000 HI*Time 0.043
©0031) T - - -
Frequent Online 0.059*** 517 ) 0.046** 29 )
Shop*Price (0.011) ' (0.021) '
Frequent Online 0.000 0.08 ) ) i i
Shop*Discount (0.004) '
Frequent Online 0.101*** 0.082***
Shop*Time (0023 448 T 002 3 -
Infrequent Online -0.011 0.98 ) ) i i
Shop*Price (0.011) '
Infrequent Online -0.005 138 ) ) i i
Shop*Discount (0.004) '
Infrequent Online 0.024 103 ) ) i i
Shop*Time (0.023) '
Infrequent Online 0.088 0.36 ) ) i i
Shop*VH Range (0.244) '
No Loyalty Cards*Price 0.020 156 ) ) i i
0.013 '
No Loyalty -0.((317***) 258 -0.014*** 3.19
Cards*Discount (0.007) ' ) (0.004) ' )
No Loyalty Cards*Time 0.060** 198 ) ) i i
(0.030) '
1-2 Loyalty Cards*Time 0.034 143 ) ) i i
(0.023) '
1-2 Loyalty -0.004 0.72 ) ) i i
Cards*Discount (0.005) '
1-2 Loyalty Cards*Price -0.003 0.24 ) ) i i
(0.011) '
Log-likelihood -4537.429 -4592.741
Nr. of Resp. 427 427
Nr. of Obs. 18832 18832

Notes:Robust standard errors presented in parentheses. ***, ** * next to coefficients represents
stdistical significance at the 1%, 5%, and 10% respectively.
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A.3.7—-Mixed logit models ML6 (a) & ML7 (b)

ML6 (a) ML7 (b)
Variable Coef. |zstat| St. Dev. Coef. |zstat| St. Dev
Price  -0.112%* 531 0.125**  -0.058*** 581 0.024***
(0.021) ' (0.032) (0.010) ' (0.003)
Discount 0.025*** 3.99 0.023** 0.011%* 418 0.102%**
(0.008) ' (0.003) (0.003) ' (0.014)
Time -0.155*** 0.174**  -0.122%**
0035 437 0.064)  (0.015) 835 -
Medium Quiality 0.457** 0.534***
2.82 3.68
(0.162) - (0.145) -
High Quality 0.551 %+ 0.621***
2.8 3.43
(0.197) - (0.181) -
Very High Quality 1.116%* 4.39 0.578** 1.224%** 506 0.611**
0.254 ' 0.187 0.242 ' 0.187
Medium Range O.(700***) 5924 ( : O.(752***) 574 ( :
0.133 ' - 0.131 ' -
High Range O.(937***) 58 0.&84***) 6.35
(0.161) ' - (0.155) ' -
Very High Range 1.?20***) 3.68 0.5(379***) 1.(134***) 6.69 O.??G***)
0.277 ' 0.130 0.170 ' 0.122
Medium Service 1.129*** 1.077***
7.17 7.22
(0.157) - (0.149) -
High Service 1.091*** 0.683*** 1.285%** 0.703***
6.04 7.7
0.180 ' 0.166 0.167 ' 0.129
Very High Service 1.5110***) 6.71 ( : 1.2121***) 714 ( :
(0.210) ' - (0.199) ' -
. -0.006 - - -
*|
Female*Price (0.013) 0.42
o 0.002 - - -
Female*Discount (0.005) 0.33
Female*Time '0('8 ?)926) 1.87 i i )
. , -0.559** -0.666***
Female*VH Quality (0.240) 2.32 (0.241) 2.76 )
0.028 - - -
*!
Female*VH Range (0.237) 0.12
Female*High Service 0.183 0.89 - - -
(0.205) '
Large Household*Price 0.026** 241 - - -
(0.012) '
Large Household*Discoun 0.007 0.005
©0.005) 137 ©o005) 107 -
Large Household*VH Rangt -0.160 0.68 - - -
(0.236) '
Unemployed*Price -0.035** 215 - - -
(0.016) '
Student*Price 0.008 - - -
©0013  9°°
Unemployed*Discount 0.002 0.31 - - -
(0.007) '
Student*Discount -0.001 - - -
©0.o005) 022
Unemployed*Time 0.018 - - -
0032 08
Student*Time -0.042 - - -
0.029) 1
No Car*Time -0.007 - - -
©0o021) 9%
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No Car*VH Range 0.411* 0.369
©0236) L4 0253 146
18—-44 Age Group*Price -0.019 149 -
(0.013) '
18—44 Age Group*Discount -0.001 0.33 -
0.005 '
< £22,000 HI*Price -(0.021’2 18 -0.035*** 323
(0.012) ' (0.011) '
> £45,000 HI*Price 0.034* 179 -
(0.019) '
> £45,000 HI*Discount -0.008 123 -
(0.007) '
> £45,000 HI*VH Quality 0.383 13 -
(0.294) '
> £45,000 HI*High Service 0.554** 0.365*
0233 238 ©0210 74
< £22,000 HI*Discount -0.007 162 -
(0.005) '
> £45,000 HI*Time 0.023 - -
' 0.62
0.037
Frequent Online Shop*Pric O.(()45***) 373 0.036*** 3.15
(0.012) ' (0.011) '
Frequent Online Shop*Discour 0.001 0.27 -
(0.005) '
Frequent Online Shop*Timc  0.087*** 0.084***
©0o021) 412 ©0022) 38
Infrequent Online Shop*Prict -0.005 0.37 -
(0.013) '
Infrequent Online Shop*Discour -0.003 0.66 -
(0.004) '
Infrequent Online Shop*Time 0.026 115 -
(0.022) '
Infrequent Online Shop*VH Rang 0.021 0.09 -
(0.250) '
No Loyalty Cards*Price 0.010 0.75 -
(0.013) '
No Loyalty Cards*Discount  -0.022*** -0.018***
©oo7r) 310 ©o00s) 88
No Loyalty Cards*Time 0.040 1.44 -
(0.08) '
1-2 Loyalty Cards*Time 0.028 1.5 -
(0.022) '
1-2 Loyalty Cards*Discount -0.008 151 -
(0.005) '
1-2 Loyalty Cards*Price 0.009 0.72 -
(0.013) '
Log-likelihood -4511.693 -4667.179
Nr. of Resp. 427 427
Nr. of Obs. 18,832 18,832

Notes:Robust tandard errors presented in parentheses. ***, ** * represent statistical significance at the 1%, 5%, anc
respectively.
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	This thesis re-examines a common assumption entering theoretical models of endogenous switching costs. Through a discrete choice experiment we test the hypothesis that consumers are heterogeneous in the way they respond when firms offer repeat purchas...

