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Abstract—In this paper, we propose an optimal dispatch scheme for a cascade hydroelectric power system that maximises the head levels of each dam, and minimises the spillage effects taking into account uncertainty in the net load variations, i.e., the difference between the load and the renewable resources, and inflows to the cascade. By maximising the head levels of each dam the volume of water stored, which is a metric of system resiliency, is maximised. In this regard, the operation of the cascade hydroelectric power system is robust to the variability and intermittency of renewable resources and increases system resilience to variations in climatic conditions. Thus, we demonstrate the benefits of coupling hydroelectric and photovoltaic resources. To this end, we introduce an approximate model for a cascade hydroelectric power system. We then develop correlated probabilistic forecasts for the uncertain output of renewable resources, e.g., solar generation, using historical data based on clustering and Markov chain techniques. We incorporate the generated forecast scenarios in the optimal dispatch of the cascade hydroelectric power system, and define a robust variant of the developed system. However, the robust variant is intractable due to the infinite number of constraints. Using tools from robust optimisation, we reformulate the resulting problem in a tractable form that is amenable to existing numerical tools and show that the computed dispatch is immunised against uncertainty. The efficacy of the proposed approach is demonstrated by means of an actual case study involving the Seven Forks system located in Kenya, which consists of five cascaded hydroelectric power systems. With the case study we demonstrate that the Seven Forks system may be coupled with solar generation since the “price of robustness” is small; thus demonstrating the benefits of coupling hydroelectric systems with solar generation.

Index Terms—Robust Optimisation, Hybrid Hydro-Solar, Optimal Dispatch Scheme, Solar Forecast, Markov Chain.

I. INTRODUCTION

Renewable-based resources have been integrated into power systems at a very high pace the last decades. As a result, the net load, i.e., the difference of load demand and generation of renewable resources, is highly variable and uncertain. Operators need to schedule adequate flexible resources to cope with the increased uncertainty and variability in the system. If they fail to do so, the demand and generation do not match; and this may lead to outages experienced by consumers. Over 2003-2012, weather-related outages are estimated to have cost the U.S. economy an inflation-adjusted annual average of $18 billion to $33 billion [1]. In this regard, developing methods that help minimise the occurrence of outage events is of high importance.

Uncertainty and variability in renewable-based resources affects everyday power systems operations (see, e.g., [2]). The existence of advanced forecast techniques that may predict the output of the renewable resources, such as solar, help in power system operations since it improves the quality of the energy delivered to the grid and reduces the ancillary costs associated with weather dependency. Several methodologies have been developed to forecast renewable-based generation output; a detailed literature review may be found in [3]. However, most methodologies focus on single-valued forecasts and do not provide a probability associated with a certain renewable-based resource generation realisation. Probabilistic predictions are useful since they may be used as input to decision making processes under uncertainty. For example, the authors in [4] provide reliable probabilistic predictions of photovoltaic (PV) generation of very-short term, i.e., 10-minute and one-hour lead times. As the forecast horizon increases, i.e., 24-hour lead times, the uncertainty rises significantly from less than 1% to more than 20% [5]. The aforementioned uncertainty caused by imperfect renewable energy forecast raises significant challenges to power grid operation (e.g., [6]).

A method of mitigating the risks associated with uncertainty sources related to renewable-based generation is with the development of hybrid energy systems. Several studies have been made to present the value of hybrid systems. For instance, the authors in [7] propose the development of grid-tied photovoltaic-wind hybrid systems with centralised battery back-up. The hybridisation of energy systems is useful especially when complementary resources are coupled, e.g., the value of hybrid hydro-solar generation is discussed in [8] and [9]. The advantage of hydroelectric power is its low generating cost and short initiating time. With the fast expansion of renewable resources, there is a growing interest in using hydroelectric power systems as good candidates for smoothing the output of renewable resources since they have high ramp rates and may considered to be “storage” devices with energy shifting capabilities. For example, pumped storage is viewed as the most promising technology to increase renewable energy source penetration levels in power systems and particularly in small autonomous island grids, where technical limitations are imposed by the conventional generating units [10]. In order to integrate renewable-based resources and maximise their benefits for operational and planning purposes new mathematical models and algorithms that are able to effectively deal with the uncertainty of future hybrid energy systems need to be developed.

Several papers have addressed the problem of investigating how renewable resources may be smoothly integrated into
power systems, e.g., see [11] and references therein. In [12], dynamic programming is used to determine hydroelectric power scheduling. The authors in [13] use Monte Carlo techniques for the short-term operation of the Itaipu hydroelectric power system subject to inflow uncertainties. Another case study is presented in [14] where a model predictive control scheme for the Mid-Columbia hydropower system is proposed. In [11], stochastic mixed-integer programming is formulated to account for hydrological uncertainty by using moment-based scenario reduction techniques to reduce the complexity. A two-stage robust scheduling approach for a hydrothermal power system taking into account water inflow uncertainty is presented in [15].

In this paper, we propose a robust short-term optimal dispatch framework for a cascade hydroelectric power system taking into account uncertainty in the net load due to renewable-based generation and the inflows to the cascade. In particular, we extend a deterministic hydroelectric dispatch framework given in [16] that uses water efficiently, i.e., uses the minimum amount of water to meet the energy target; and increases the system resiliency in dry months and benefits irrigation. The maximum efficiency of the hydroelectric power plant occurs when the reservoir is full because the power output for a given amount of water is higher. In this regard, we construct the hydroelectric system optimal dispatch by appropriately choosing the objective function, i.e., maximise the water level in the dam, and representing the physical and power balance constraints. In order to incorporate the uncertainty sources from renewable-based generation we develop correlated probabilistic forecasts; we use historical data and based on clustering and Markov chain techniques we determine the probabilistic forecasts. It should be noted that instead of the Euclidean distance, typically used in such cases, we use a shape-based distance (or SBD), recently published in the machine learning community. Predictions computed on the training set are then compared with actual training data to calculate empirical cumulative distribution functions of the relative forecast errors. Next, we incorporate the generated forecast scenarios in an optimisation and define a robust variant of the hydroelectric dispatch problem. We present a methodology of incorporating uncertainty both in the net load that the hydroelectric system has to meet as well as in the inflows to the reservoirs. The resulting optimisation problem is intractable due to the infinite number of constraints. In this regard, we use tools from robust optimisation and we reformulate the resulting problem in a tractable form that is amenable to existing numerical tools, while offering immunisation of the computed dispatch against uncertainty. The resulting tractable robust variant of the hydroelectric dispatch problem may be used to quantify the “cost of robustness” in a particular hydroelectric power system. We design an actual detailed case study for the Seven Forks cascade. We demonstrate the proposed approach through the Seven Forks system located in Kenya, which consists of five cascaded hydroelectric power systems. We quantify the benefits of coupling hydroelectric and solar generation and demonstrate how hydro may increase the amount of solar generation a system may accommodate by smoothing the variability introduced by the renewable-based resources.

The remainder of the paper is organised as follows: in Section II, we present the preliminaries of hydroelectric power system dispatch by defining the objective function and constraining factors, e.g., maximum live volume, maximum power output. The cascading effect of a system of hydroelectric power systems and spillage constraints are explicitly modelled. In Section III, we formulate the forecasting algorithm based on historical data where a Markov chain is developed to model the transitions between states. In Section IV, we use the forecasts and define a robust variant of the hydroelectric dispatch problem and recast it into a tractable form. In Section V, we illustrate the proposed methodology through the Tana river cascade located in Kenya; and discuss the cost of robustness. In Section VI, we make some concluding remarks and discuss on future work.

II. Preliminaries

In this section, we describe the simplified deterministic hydroelectric power system dispatch problem by defining the objective function and constraining factors. More details may be found in [16].

A detailed hydroelectric power system dispatch model results into a highly non-linear and non-convex optimisation problem due to the electrical and hydraulic coupling of the dams; and for every plant, the nonlinear dependence between the power output, the water discharged, and the head of the associated reservoir (e.g., [17, Ch. 7]). Such an event is a challenge for independent system operators (ISOs), who are responsible for the operation of hydroelectric power plants and do not usually have optimisation tools to efficiently use the generation resources [18]. Thus, there is a need to develop cascade hydroelectric power system dispatch tools that provide a balance between accuracy and complexity; and may be used for the short-term operation of cascade hydroelectric power plants [19]. This need is exacerbated when uncertainty is taken into consideration; thus, it is imperative to use as a starting basis a computationally efficient deterministic model. In this regard, several approximation methodologies have been proposed based on semidefinite programming (e.g., [20]), or on piecewise affine approximations with integer variables (e.g., [19]). However, such methodologies remain complex (e.g., [21]) and are not scalable (e.g., [22]) due to cost in terms of computation; and would likely be intractable for use in system operators. The advantage of the proposed model compared to other works is that it approximates the system behaviour in satisfactory levels and is scalable to incorporate a large number of hydroelectric systems in a cascade. Numerical results validating the good accuracy of the used model may be found in [16].

We consider a hydroelectric power system with $H$ hydroelectric power plants indexed by $\mathcal{H} = \{1, \ldots, H\}$ that we wish to schedule for a time period $\mathcal{T} = \{T_1, \ldots, T_T\}$. We denote by $\Delta t = T_{i+1} - T_i$ the time intervals, which cannot be smaller than half-hour, since only the steady-state system behaviour is modelled.

1) Objective Function: In order to formulate the hydroelectric system optimal dispatch, we define a set of requirements that the system must satisfy: (i) maximise the system efficiency, and (ii) minimise the spillage effects. The maximum efficiency of the hydroelectric power plant occurs when the reservoir is full. The main reason behind this statement is that for a given water discharge the higher the head the higher the power output. To this end, we wish to maximise the
head of each reservoir at every time instant, i.e., \( h_i(t) \), for all \( i \in \mathcal{H}, t \in \mathcal{T} \). The minimisation of the spillage effects are accomplished by including in the objective function the term \( \sum_{i \in \mathcal{J}} \sum_{t \in \mathcal{T}} M \sigma_i(t) \), with \( M \) a large positive number and \( \sigma_i(t) \) the spillage discharge of hydroelectric power plant \( i \) during time to \( t \). In this regard, the objective function is:

\[
\sum_{i \in \mathcal{J}} \sum_{t \in \mathcal{T}} h_i(t) - \sum_{i \in \mathcal{J}} \sum_{t \in \mathcal{T}} M \sigma_i(t).
\]

(1)

2) Power balance constraint: The output of a hydroelectric power system is used to meet the load at every time instant \( t \in \mathcal{T} \). In this regard, we have

\[
\sum_{i \in \mathcal{H}} P_i(t) = \Delta P_L(t), \forall t \in \mathcal{T},
\]

(2)

where \( \Delta P_L(t) \) is the net load at time \( t \) and \( P_i(t) \) the power of a hydroelectric power plant \( i \) at time \( t \).

3) Power output of hydroelectric power plant: A hydroelectric power plant \( i \in \mathcal{H} \) may be characterised by its input-output curves. The input is in terms of water discharge and the output is in terms of power generation. The power generated by a hydroelectric power plant depends on the characteristics of the net hydraulic head, i.e., the difference between the level of the reservoir and the tail water, and the water discharge. In particular, the power of a hydroelectric power plant \( i \) at time \( t \) is defined as \( P_i(t) = \eta_i(h_i(t), q_i(t)) \rho g h_i(t) q_i(t) \), \( \forall i \in \mathcal{H}, \forall t \in \mathcal{T} \), where \( \rho \) is the density of the water in kg/m\(^3\); \( g \) is the gravitational acceleration in m/s\(^2\); \( h_i(t) \) is the net head of water (the difference in water level between upstream and downstream of the turbine) of hydropower plant \( i \) at time \( t \) in m; \( q_i(t) \) is the discharge of water of plant \( i \) during time \( t \) in m\(^3\)/s; \( \eta_i(h_i(t), q_i(t)) \) is the efficiency of the turbine generator at head \( h_i(t) \) and discharge \( q_i(t) \). There are minimum and maximum limits associated with the discharge rate, the head levels, and power output:

\[
q_i^m \leq q_i(t) \leq q_i^M, \forall t \in \mathcal{T}, i \in \mathcal{H},
\]

(3)

\[
h_i^m \leq h_i(t) \leq h_i^M, \forall t \in \mathcal{T}, i \in \mathcal{H},
\]

(4)

\[
P_i^m \leq P_i(t) \leq P_i^M, \forall t \in \mathcal{T}, i \in \mathcal{H},
\]

(5)

The non-convex relationship of the output of a hydroelectric power system, the head and the water discharge is a bilinear function for a constant turbine efficiency. We assume the efficiency is constant, i.e., \( \eta_i(h_i(t), q_i(t)) = \eta_i \) and replace the remaining bilinear term with a convex envelope consisting of linear over- and underestimating inequality constraints to transform the non-convex constraint into a set of linear inequality constraints. In particular, we have that \( P_i(t) = v_i h_i(t) q_i(t) \), with \( v_i = \eta_i \rho g \). By using McCormick’s envelopes (e.g., [23]), we obtain:

\[
P_i(t) \geq v_i(q_i^m h_i(t) + h_i^m q_i(t) - h_i^m q_i^m),
\]

(6)

\[
P_i(t) \geq v_i(q_i^M h_i(t) + h_i^m q_i(t) - h_i^M q_i^m),
\]

(7)

\[
P_i(t) \leq v_i(q_i^m h_i(t) + h_i^M q_i(t) - h_i^M q_i^m),
\]

(8)

\[
P_i(t) \leq v_i(q_i^M h_i(t) + h_i^M q_i(t) - h_i^m q_i^m).
\]

(9)

4) Reservoir constraints: The modelling of water stored in a reservoir and its mapping to a certain head level is important. This relationship in most reservoirs is determined from topographical surveys of the dam site and is highly nonlinear, which is denoted by \( h_i(t) = \phi_i(V_i(t)) \), where \( V_i(t) \) is the live volume of hydroelectric power plant \( i \) at the end of time \( t \) in m\(^3\) [24]. In this regard, we convert the nonlinear mapping of the head level to the volume to a piecewise affine relationship, since one of the most useful applications of the piecewise affine representation is for approximating nonlinear functions. We consider \( j = 1, \ldots, J \) intervals and thus have:

\[
h_i(t) = \beta_i^j v_i^j(t) + \gamma_i^j, v_i^j(t) \in [\zeta_j, \zeta_{j+1}], \text{ for } j = 1, \ldots, J,
\]

(10)

where \( \beta_i^j, \gamma_i^j \in \mathbb{R}^+ = \{ x \in \mathbb{R} | x \geq 0 \} \), for \( j = 1, \ldots, J \), \( \zeta_1 < \zeta_2 < \cdots < \zeta_{J+1} \), \( v_i^j(t) \in \mathbb{R}^+ \) with \( V_i(t) = \sum_{j=1}^J v_i^j(t) \). An analysis of the piecewise affine approximation of the head to the volume of existing reservoirs based on data found in [25] showed that \( \beta_1 > \beta_2 > \cdots > \beta_J \) and we are maximising \( h_i(t) \), which is this case (e.g., [26]). Thus, we may rewrite the equations as

\[
h_i(t) = \sum_{j=1}^J (\beta_i^j v_i^j(t)) + \gamma_i, v_i^j(t) \in [0, \zeta_{j+1} - \zeta_j],
\]

(11)

for \( j = 1, \ldots, J \).

Notice the slight abuse of notation with the term \( v_i^j(t) \); the interpretation will always be clear from the context. Expressing the concave piecewise affine function with the min operator, i.e., \( h_i(t) = \min_{j=1,\ldots,J}(\beta_i^j V_i(t) + \gamma_i^j) \); and formulating its max \( (h_i(t) = \max_{j=1,\ldots,J}(\beta_i^j V_i(t) + \gamma_i^j) \) would not work since we have double sided inequalities, i.e., \( h_i^m \leq h_i(t) \leq h_i^M \), making the resulting optimisation problem non-convex.

5) Hydroelectric cascade constraints: Another physical constraint that needs to be taken into consideration in the operation of a cascade hydroelectric power system is the water balance between reservoirs. A mathematical formulation of the water balance of the cascade hydroelectric power system with the use of the hydraulic continuity equations is given below:

\[
\sum_{j=1}^J \sum_{t^{(j)}} v_i^j(t) = \sum_{j=1}^J \sum_{t^{(j)}} v_i^j(t-1) + (r_i(t) - q_i(t)) - \sigma_1(t) \Delta t,
\]

(12)

\[
\sum_{j=1}^J \sum_{t^{(j)}} v_i^j(t) = \sum_{j=1}^J \sum_{t^{(j)}} v_i^j(t-1) + (r_2(t) + q_1(t - \tau_1) - q_2(t) - \sigma_2(t)) \Delta t + \sigma_1(t - \tau_1) - q_2(t) - \sigma_2(t) \Delta t,
\]

(13)

\[
\vdots
\]

\[
\sum_{j=1}^J \sum_{t^{(j)}} v_i^j(t) = \sum_{j=1}^J \sum_{t^{(j)}} v_i^j(t-1) + (r_H(t) + q_{H-1}(t - \tau_{H-1}) - q_H(t) - \sigma_H(t)) \Delta t,
\]

(14)

where \( r_i(t) \) is the inflow into hydroelectric power plant \( i \) during time to \( t \); this is an input to the optimisation problem and is a function of several parameters, e.g., rainfall or evaporation, \( \tau_i \) is the time delay between reservoir \( i \) and \( i + 1 \), i.e., the time water needs to travel from one to the other. Some additional physical constraints that may be taken
into consideration are the initial and terminal reservoir storage volumes, i.e.,
\[
\sum_{j=1}^{J} v_i^j(1) = V_i(\text{start}), \quad i \in \mathcal{H} ,
\]
(15)
\[
\sum_{j=1}^{J} v_i^j(T) = V_i(\text{end}), \quad i \in \mathcal{H} .
\]
(16)

The upper and lower limits associated with the storage volume are given below:
\[
v_i^m \leq v_i^j(t) \leq v_i^M , \quad \forall j = 1, \ldots, J, t \in \mathcal{T} , i \in \mathcal{H} .
\]
(17)

6) Hydroelectric power system dispatch: The proposed optimal dispatch of a hydroelectric power system may be rewritten as
\[
\max_{h_i(t),P(t),\sigma_i(t),q_i(t)} \sum_{t \in \mathcal{T}} \sum_{i \in \mathcal{H}} h_i(t) - \sum_{t \in \mathcal{T}} \sum_{i \in \mathcal{H}} M \sigma_i(t)
\]
subject to \( (2) - (9), (11) - (17) \).
(18)

The output of (18) determines the power output, live volume, spillage and water discharge for every hydroelectric power plant at every time instant.

III. FORECAST OF THE SOLAR PRODUCTION

The robust optimisation formulation presented in Section IV models the forecast uncertainty by two components: a nominal (or deterministic) forecast, plus a forecast error around that nominal prediction. In the present section, a solar forecasting methodology which fits particularly well with that optimisation formulation is proposed. The procedure is summarised in Fig. 1, and can be decomposed into three steps:

1) Pre-processing: arrange the historical solar production dataset in a database of \( N \) objects, each object \( X^{(i)} = \{X_1^{(i)}, \ldots, X_T^{(i)}\} \), \( i = 1, \ldots, N, t = 1, \ldots, T \) being a time series of solar production with \( T \) entries. Hourly data and daily solar profiles are considered in the present paper, so that \( T = 24 \). A clustering phase is then performed on the database in order to extract \( K \) representative objects \( \mu^{(k)} \), \( k = 1, \ldots, K \). The prototype (or centroid, or representative object) of each cluster will play the role of the nominal forecast in step 2.

2) Nominal forecast: assign each cluster prototype to a state of a high order Markov chain of order \( r \) with \( K \) states, and identify that Markov chain, so that transitions between successive days are modelled. Given a past sequence of solar production days, the model is able to output the next day (i.e. the prototype of the cluster that will occur the next day).

3) Uncertainty modelling: compare the forecast model outputs with the real training data to compute forecast error quantiles.

The contributions of the proposed methodology compared to the existing literature are threefold:

1) a clustering algorithm and a high order Markov chain are combined to provide a three-step procedure for the forecast of solar production which fits naturally with robust optimisation. This is original in the Power Systems community to the best of the authors’ knowledge. More particularly, compared to reference [27] which is dedicated to scenario-based stochastic optimisation, the clustering algorithm is not employed for merging the forecasts obtained by sampling a given model (i.e., not employed for performing scenario reduction), but as a preprocessing step for generating the nominal forecasts requested by our robust optimisation tool. Moreover, the clustering algorithm in step 1 does not require to make any assumptions on the probability density functions of the input data, whereas the AutoRegressive Moving Average models employed in [27] work with normal distributions.

2) a shape-based distance, based on the time correlation between series and recently proposed in the Machine Learning community [28], is employed to compare the solar production patterns during the clustering step. Its superiority over the classical Euclidean distance is demonstrated numerically for time series of solar production, which had never been done so far.

3) the uncertainty around predictions is modelled by extracting quantiles from the forecast error cumulative distribution functions of each possible past observed state (or days) sequence. By doing so, the error behaviour as a function of the transitions between days is finely captured. Moreover, the level of risk assumed during the subsequent optimisation procedure can be adjusted easily by selecting the appropriate quantiles.

Fig. 1: Solar forecasting methodology.
The methodology is further detailed in the following subsections, and results are presented in Section V-B.

A. Database

The database used in this study contains solar production profiles recorded at a quarter-hourly resolution, from the 1st of February 1994 to the 31st of January 2016, for three solar production sites located on the Tana River in Kenya, namely Masinga, Gitaru, and Kiambere sites [24], [29]. The data from the three sites are aggregated into one solar generation plant and are arranged in daily profiles for the purpose of this study. They are then averaged in order to work with hourly time series of solar production. Zeros of solar production occurring during nights are finally removed to reduce the computational times.

B. Clustering

The clustering step aims at computing \( K \) typical daily solar profiles from the historical database. Particular attention is paid on the distance employed to compare the objects, on the methodology for computing the cluster representative patterns (or prototypes), and on the features representing the objects.

a) Distances: The choice of a distance measure is crucial in clustering algorithms, as it quantifies the similarity between objects and influences the obtained partition. It is furthermore strongly context-dependent: a user might want to focus on different characteristics when comparing objects, depending on the application. Consequently, the clustering literature does not provide a must-use distance which performs best in all cases. When clustering temporal data patterns for instance, one can be interested in grouping time series with similar shapes, even if the phase (or alignment) is slightly different from one sequence to another. This is particularly relevant in the case of solar profiles clustering, since the patterns shape is directly related to the cloud cover of the considered day.

In this work, a shape-based distance (or SBD), recently published in the machine learning community [28], is employed to compare the solar patterns. It is preferred to more conventional shape-preserving distances such as dynamic time warping (DTW) for its rapidity of computation: it is computed with a \( O(T \log T) \) complexity, with \( T \) the length of the sequences, compared to \( O(T^2) \) for DTW. The classical Euclidean distance is also used for benchmarking since it consists in a good trade-off between performance and rapidity (\( O(T) \)) for time series clustering [30].

b) Prototype computation: The cluster \( k \) representative object \( \mu^{(k)} \) (or prototype, or centroid) must summarise the characteristics of the objects belonging to that cluster. A simple averaging of the cluster objects is in that way not acceptable in shape-based grouping, since it can produce artificial patterns in the prototype sequence which are not present in the cluster objects. Therefore, in the present work, a shape-preserving prototype computation technique (or shape-extraction as proposed in [28]) is employed when using SBD. With the Euclidean distance, the cluster medoids are used as prototypes (a cluster medoid is the object which minimises the accumulated distance with all other cluster objects).

c) Features: In some cases, a transformation is first performed on raw data in order to extract meaningful and non-redundant information (or features), on which the clustering algorithm is applied. The computation of good features is highly context-dependent, and relies on the knowledge the user has of the data at hand. In this work, clearness indices (CI), defined as the ratio between the real observed solar production and the ideal solar production obtained using a clear-sky deterministic atmospheric model [31], are used as features. A clustering on raw data is also performed for comparison.

C. Nominal forecast with high order Markov chains

A Markov chain of order \( r \) with \( K \) states is identified to model the transitions between days, each state corresponding to the representative object \( \mu^{(k)} \) of cluster \( C^{(k)} \). To that end, the training dataset and the cluster memberships obtained above are translated into a training state sequence which is employed for fitting the Markov chain. More particularly, the transition probabilities \( P(D_{d+1} = \mu^{(k)}|\{D_d,\ldots,D_{d-r+1}\}) \), namely the probability that day \( D_{d+1} \) will be represented by \( \mu^{(k)} \) given the past observed sequence of days \( \{D_d,\ldots,D_{d-r+1}\} \), are estimated using an algorithm extracted from [32], which scales in \( O(rK^2) \), compared to conventional high order Markov chains which scale in \( O(K^r) \).

D. Uncertainty Modelling

Predictions computed on the training set are compared with actual training data to calculate empirical cumulative distribution functions (or cdfs) of the relative forecast errors. For each one of the \( K^r \) possible past observed state sequences, \( T \) error cdfs have to be computed (one for each hour \( t \)). In total, \( T \times K^r \) hourly error cdfs are thus computed, which allows to finely capture the error behaviour as a function of the transitions between days. Quantiles are finally computed for each cdf to provide upper and lower error bounds, which may be used as \( \theta(t) \) variables in the robust optimisation formulation described in Section IV. By selecting appropriate quantiles, the risk assumed during the optimisation can be adjusted easily.

IV. ROBUST OPTIMISATION

In this section, we introduce uncertainty into the net load that the hydroelectric power system needs to meet. In particular, we assume that this uncertainty is due to solar generation that is present in a hydro-solar hybrid system. The uncertainty levels are determined by using the forecast framework described in Section III. We will perform a stochastic analysis, taking forecast errors into account. The resulting optimisation problem is intractable; thus, we recast it into a tractable form that is immune to uncertainty. The goal is to preserve the computational tractability of the nominal problem. We also present how uncertainty in the inflows to the dams may be included in the formulation.

A. Net Load Uncertainty Modelling

Let us assume that the net load contains a random forecast error that is identified in Section III using the forecast errors computed on a validation dataset. We model the net load \( \Delta P_L \) with two components: (i) the nominal prediction,
i.e., \( \Delta P_L \); and (ii) a random forecast error vector \( \delta = [\delta(1), \ldots, \delta(T)]^T \in \Delta \subset \mathbb{R}^T \). Thus we have: \( \Delta P_L = \Delta P_L + \delta \). We use the vector \( \delta \) to construct bounds of the forecast error, which are modelled as follows:

\[
\delta(t) \in \Delta_t = [-\theta(t) \Delta P_L(t), \theta(t) \Delta P_L(t)], \forall t \in \mathcal{T}, \quad (19)
\]

with \( \theta(t) > 0, \forall t \in \mathcal{T} \). The power balance constraint given in (2) may now be written as

\[
\sum_{i \in \mathcal{H}} P_i(t) = \Delta P_L(t) + \delta(t), \forall \delta(t) \in \Delta_t, t \in \mathcal{T}. \quad (20)
\]

However, (20) has to be met for every \( \delta(t) \); thus making it infeasible. In this regard, we “move” the uncertainty of \( \delta(t) \) to the inequality constraints of (18) making the new stochastic optimisation feasible. More specifically, we introduce piecewise affine control rules as presented in [33]. We now define the decision variable of the output of the hydroelectric power plant \( i \) at time \( t \) to consist of a deterministic component \( P^d_i(t) \) and another term that depends on the uncertain error:

\[
P_i(t) = P^d_i(t) + a_i(t) \delta(t), \forall i \in \mathcal{H}, \delta(t) \in \Delta_t, \forall t \in \mathcal{T}, \quad (21)
\]

where \( \sum_{i \in \mathcal{H}} a_i(t) = 1, \forall t \in \mathcal{T} \). The stochastic terms imply that if an uncertain term is realised, it is allocated to the hydroelectric power plants according to the coefficients \( a_i(t) \), adjusting their set-point \( P^d_i(t) \). If the total forecast error is positive, the hydroelectric power plants decrease their output, while if it is negative they increase it. Based on this formulation (20) now becomes \( \sum_{i \in \mathcal{H}} P^d_i(t) = \Delta P_L(t), \forall t \in \mathcal{T} \), i.e., we moved the uncertainty from the equality constraint to the inequality constraints. In particular, the uncertainty sources are introduced the power output of the hydroelectric plants given in (5)-(9).

\[
\max_{h_i(t), P^d_i(t), a_i(t), \sigma_i(t), q_i(t), \nu_i(t)} \sum_{i \in \mathcal{H}} \sum_{t \in \mathcal{T}} h_i(t) - \sum_{i \in \mathcal{H}} \sum_{t \in \mathcal{T}} M \sigma_i(t)
\]

subject to \( (3) - (4), (11) - (17) \)

\[
P^d_i(t) = \Delta P_L(t), \forall t \in \mathcal{T},
\]

\[
P^d_i(t) + a_i(t) \delta(t) \geq \nu_i(q^m_i h_i(t) + h^m_i q_i(t) - h^m_i q^m_i), \forall i \in \mathcal{H}, \delta(t) \in \Delta_t, t \in \mathcal{T},
\]

\[
P^d_i(t) + a_i(t) \delta(t) \geq \nu_i(q^m_i h_i(t) + h^m_i q_i(t) - h^m_i q^m_i), \forall i \in \mathcal{H}, \delta(t) \in \Delta_t, t \in \mathcal{T},
\]

\[
P^d_i(t) + a_i(t) \delta(t) \leq \nu_i(q^m_i h_i(t) + h^m_i q_i(t) - h^m_i q^m_i), \forall i \in \mathcal{H}, \delta(t) \in \Delta_t, t \in \mathcal{T},
\]

\[
P^d_i(t) + a_i(t) \delta(t) \leq \nu_i(q^m_i h_i(t) + h^m_i q_i(t) - h^m_i q^m_i), \forall i \in \mathcal{H}, \delta(t) \in \Delta_t, t \in \mathcal{T},
\]

\[
P^d_i(t) + a_i(t) \delta(t) \leq \Delta P_L(t), \forall i \in \mathcal{H}, \delta(t) \in \Delta_t, t \in \mathcal{T},
\]

\[
\sum_{i \in \mathcal{H}} a_i(t) = 1, \forall t \in \mathcal{T},
\]

\[
1 \leq a_i(t) \leq 1, \forall i \in \mathcal{H}, t \in \mathcal{T}. \quad (22)
\]

Thus, we now have the decision variables \( P^d_i(t), a_i(t) \) instead of \( P_i(t), \forall i \in \mathcal{H}, t \in \mathcal{T} \).

### B. Equivalent Tractable Reformulation

The optimisation problem given in (22) cannot be solved directly because some constraints apply for all \( \delta(t) \in \Delta_t, t \in \mathcal{T} \); thus, the intersection of an infinite number of constraints. In this regard, we recast (22) into a tractable problem (see, e.g., [34], [35], [36]). To make this reformulation more clear, we first go through a simple inequality constraint, i.e., \( P^m_i \leq P^d_i(t) + a_i(t) \delta(t) \leq P^M_i \) and follow this procedure for all of the constraints that contain \( \delta(t) \). For the upper bound, we have that:

\[
P^d_i(t) + a_i(t) \delta(t) \leq P^M_i \quad \Leftrightarrow
\]

\[
P^d_i(t) + a_i(t) \delta(t) \Delta P_L(t) \leq P^M_i \quad \Leftrightarrow
\]

\[
-\frac{P^M_i - P^d_i(t)}{\theta(t) \Delta P_L(t)} \leq a_i(t) \leq \frac{P^M_i - P^d_i(t)}{\theta(t) \Delta P_L(t)}.
\]

In the same vein, for the lower bound we have that:

\[
P^d_i(t) + a_i(t) \delta(t) \geq P^m_i \quad \Leftrightarrow
\]

\[
P^d_i(t) + a_i(t) \delta(t) \Delta P_L(t) \geq P^m_i \quad \Leftrightarrow
\]

\[
-\frac{P^M_i - P^d_i(t)}{\theta(t) \Delta P_L(t)} \leq a_i(t) \leq \frac{P^M_i - P^d_i(t)}{\theta(t) \Delta P_L(t)}.
\]

The resulting tractable linear programming may be written as:

\[
\max_{h_i(t), P^d_i(t), a_i(t), \sigma_i(t), q_i(t), \nu_i(t)} \sum_{i \in \mathcal{H}} \sum_{t \in \mathcal{T}} h_i(t) - \sum_{i \in \mathcal{H}} \sum_{t \in \mathcal{T}} M \sigma_i(t)
\]

subject to \( (3) - (4), (11) - (17) \)

\[
\sum_{i \in \mathcal{H}} P^d_i(t) = \Delta P_L(t), \forall t \in \mathcal{T},
\]

\[
P^d_i(t) + |a_i(t)| \theta(t) \Delta P_L(t) \geq \nu_i(q^m_i h_i(t) + h^m_i q_i(t) - h^m_i q^m_i), \forall i \in \mathcal{H}, t \in \mathcal{T},
\]

\[
P^d_i(t) - |a_i(t)| \theta(t) \Delta P_L(t) \geq \nu_i(q^m_i h_i(t) + h^m_i q_i(t) - h^m_i q^m_i), \forall i \in \mathcal{H}, t \in \mathcal{T},
\]

\[
P^d_i(t) + |a_i(t)| \theta(t) \Delta P_L(t) \leq \nu_i(q^m_i h_i(t) + h^m_i q_i(t) - h^m_i q^m_i), \forall i \in \mathcal{H}, t \in \mathcal{T},
\]

\[
P^d_i(t) + |a_i(t)| \theta(t) \Delta P_L(t) \leq \Delta P_L(t), \forall i \in \mathcal{H}, t \in \mathcal{T},
\]

\[
-\frac{P^M_i - P^d_i(t)}{\theta(t) \Delta P_L(t)} \leq a_i(t) \leq \frac{P^M_i - P^d_i(t)}{\theta(t) \Delta P_L(t)}.
\]

\[
\sum_{i \in \mathcal{H}} a_i(t) = 1, \forall t \in \mathcal{T},
\]

\[
-1 \leq a_i(t) \leq 1, \forall i \in \mathcal{H}, t \in \mathcal{T}. \quad (25)
\]

### C. Uncertainty in the Inflows to the Cascade

If we would like to take uncertainty of the inflows to the cascade \( r_i(t) \) into account then we would follow a similar procedure. We model the inflows \( r_i(t) \) with two components: (i) the nominal prediction, i.e., \( \bar{r}_i(t) \); and (ii) a random forecast error vector \( \delta_i(t) \). Thus we have: \( r_i(t) = \bar{r}_i(t) + \delta_i(t) \), such that \( \delta_i(t) \in \Delta_i(t) = [-\theta_i(t) \bar{r}_i(t), \theta_i(t) \bar{r}_i(t)], \forall t \in \mathcal{T} \), with
\[ \hat{\theta}_i(t) > 0, \forall t \in \mathcal{T}. \] We assume that \( \hat{\theta}_i(t) \) are independent for all \( i \in \mathcal{N} \) and \( t \in \mathcal{T} \). The hydroelectric cascade constraints given in (12)-(14), e.g., for \( i = 1 \) and \( \Delta t = 1 \) (without loss of generality) may now be written as

\[ \sum_{j=1}^{J} v_j^i(t) = \sum_{j=1}^{J} v_j^i(t-1) + \sum_{t'=2}^{t} \tilde{\sigma}(t') - q_1(t) - \sigma_1(t). \] (26)

This could be equivalently written as

\[ \sum_{j=1}^{J} v_j^i(t) = \sum_{j=1}^{J} v_j^i(\text{start}) + \sum_{t'=2}^{t} \tilde{r}(t') + \sum_{t'=2}^{t} \tilde{\delta}(t') - \sum_{t'=2}^{t} q_1(t') - \sum_{t'=2}^{t} \sigma_1(t'), \] (27)

We now define affine policies for the water discharge and the spillage at time \( t \):

\[ q_1(t) = q_1^{(i)}(t) + \tilde{a}^m_1(t), \forall \tilde{\delta}_1(t) \in \tilde{\Delta}_1(t), \forall t \in \mathcal{T}, \] (28)

\[ \sigma_1(t) = \sigma_1^{(i)}(t) + \tilde{a}^m_1(t), \forall \tilde{\delta}_1(t) \in \tilde{\Delta}_1(t), \forall t \in \mathcal{T}, \] (29)

with \( \tilde{a}_1(t) + \tilde{a}_m(t) = 1 \). Thus, any error introduced by error in the forecast of the inflow is dealt with the amount of water that is discharged or spilled at time \( t \). Based on this formulation (27) now becomes

\[ \sum_{j=1}^{J} v_j^i(t) = \sum_{j=1}^{J} v_j^i(\text{start}) + \sum_{t'=2}^{t} \tilde{r}(t') + \sum_{t'=2}^{t} \tilde{\delta}(t') + \sum_{t'=2}^{t} q_1(t') - \sum_{t'=2}^{t} \sigma_1(t'). \]

To modify the inequality constraints that contain \( q_1(t) \) we use the same procedure as given in Section IV-B.

The question is what happens once both uncertainty in the net load as well as the inflows are taken into account at the same time. There are some constraints, e.g., (6), where both uncertainty sources are included. In this case we have:

\[ P_i^m(t) - |a_i(t)\theta_i(t)\Delta P_i(t) + \nu_i(q_i^m h_i(t) + h_i^m(q_i^m(t) + |\tilde{a}_1(t)|\tilde{\theta}_1(t)\tilde{\tau}_i(t) - h_i^m q_i^m(t)). \] (30)

V. NUMERICAL RESULTS

In this section, we illustrate the robust optimal dispatch of a cascade hydroelectric system with the hydroelectric plants of the Tana river in Kenya, which consists of five hydroelectric power plants from Masinga Main Reservoir to Kiambere [24], i.e., \( \mathcal{N} = \{1, 2, \ldots, 5\} \). We assume that the cascade is working synergistically with a solar generation plant. The time horizon we wish to schedule the hybrid system operation is over one day, i.e., \( \mathcal{T} = \{1, 2, \ldots, 24\} \), with hourly intervals, i.e., \( \Delta t = 1 \). More specifically, we will demonstrate how the forecasting algorithm works, validate the results of the robust optimisation with Monte Carlo simulations; quantify the “cost” of uncertainty; and compare the results with stochastic programming.

A. System Description

The constraints of the Tana river cascade in terms of power output, live volume, head, and ramping characteristics may be found in [25] and are shown in Table I. The minimum power output, live volume, and water discharge rate for all reservoirs are zero, i.e., \( P_i^{m0} = 0, q_i^{m0} = 0, j = 1, \ldots, 5 \). The turbine generators efficiencies for the five dams are: \( \eta_1 = 0.9, \eta_2 = 0.9, \eta_3 = 0.92, \eta_4 = 0.89, \) and \( \eta_5 = 0.9 \). The analysis of deriving a simplified model for the Tana River Cascade system are given in [16] and summarised in Section II; here the results are given and then used to illustrate the robust optimal dispatch of a cascade hydroelectric system.

For all the dams, we choose \( J = 3 \), i.e., we calculate the piecewise affine functions into three segments. For the five reservoirs we have:

\[ h_1(t) = 0.0281 v_1^m(t) + 0.0131 v_1^2(t) + 0.0084 v_1^3(t) + 25, \]

\[ h_2(t) = 0.3077 v_2^m(t) + 0.1351 v_2^2(t) + 0.0964 v_2^3(t) + 61, \]

\[ h_3(t) = 0.6349 v_3^m(t) + 0.4301 v_3^2(t) + 0.1667 v_3^3(t) + 131, \]

\[ h_4(t) = 0.5779 v_4^m(t) + 0.4117 v_4^2(t) + 0.2955 v_4^3(t) + 31, \]

\[ h_5(t) = 0.0648 v_5^m(t) + 0.0468 v_5^2(t) + 0.0398 v_5^3(t) + 134, \]

The units for the live volumes are in \( \text{Mm}^3 \) and for the head in m. The time delays between the dams were calculated in [16] to be: Masinga-Kamburu, \( \tau_1 = 2 \) hours; Kamburu-Gitaru, \( \tau_2 = 0 < 1 \) hour; Gitaru-Kindaruma, \( \tau_3 = 0 < 1 \) hour; and Kindaruma-Kiambere, \( \tau_4 = 4 \) hours. In the Tana river cascade

![Fig. 2: Load, solar output and net load that the hydro-solar hybrid system needs to meet.](image)

![Fig. 3: Power output of every hydroelectric power system in the Tana River cascade.](image)
there are three main inflow streams; in Masinga, Kamburu and Kiambere. The remaining inflow into the dams is due to rainfall data. Kenya Electricity Generating Company (KenGen) provided hourly historical data of the power output of all the hydroelectric power output; dams head levels; and inflow data for all the hydroelectric power system from July 2015-June 2016. The starting volume constraint for each reservoir are given in Table I; there is no ending volume constraint. We assume that the cascade operates together with solar generation of 70 MW capacity; where the uncertainty is inserted. We use solar data from Solargis [29]. The shape of the national load duration curve of Kenya for 2011 is used to determine the load levels [37]. In order to determine \( P_L(t) \) for \( t \in \mathcal{T} \), we need to make sure that the installed capacity of the hydroelectric power system is sufficient. Thus, we constrain the load to a maximum value of 590 MW < \( \sum_{i=1}^{5} P_i^M \). We will use the five hydroelectric power system to meet this load.

**B. Uncertainty modelling**

We define the operation of the Tana River cascade for a one day so that the net load is met. The net load is the difference between the actual load and the solar generation; as depicted in Fig. 2. For these inputs, each of the hydroelectric power systems participates as shown in Fig. 3 which are the outcomes of (18). More specifically, in order to achieve maximum system efficiency, the first two hydroelectric power stations work at maximum output. Next, Gitaru dam, the third system in row, is dispatched until the subsequent dams reach close to the maximum volume limit around \( t = 13 \) h. Then, the fourth and fifth dams, i.e., Kindaruma and Kiambere, are used to meet the demand. However, the actual output of the solar generation may be different that forecasted. In Fig. 4, the output of various sample paths of the solar output for forecast error up to 40% are depicted. It may be seen that the solar power output for, e.g., the peak hour varies from 20-60 MW. We run the hydroelectric power system scheduling algorithm as described in (18) for sample paths of the solar output for forecast errors 10-40%. Some representative results are depicted in Fig. 6. It may be seen in Fig. 6b that for higher forecast errors the value of the objective function changes for different sample paths. To provide the reader a measure of how important it is to have even a fraction of the meter difference in head levels we calculate how many days it takes to make the live volume zero with maximum turbine discharge, i.e., change the head level 26, 17, 9, 4.2, and 17 m, based on the data given in Table I. These are: 102, 9.5, 1.28, 0.43, and 45.3 days respectively. This is a result of different scheduling decisions based on the solar generation output. It is interesting to see how the dispatch framework changes if the hydro-solar hybrid system needs to be able to respond to changes in the solar output.

Now the solar forecasting methodology presented in Section III is illustrated. A centroid-based partitional clustering algorithm, i.e. K-means, is employed for performing clustering experiments. Fig. 5(a) depicts the Silhouette Index (one of the most efficient clustering validity index [38]) as a function of the number of clusters \( K \), when using: the SBD distance on Clearness Indices or CIs (plain line), the SBD distance on raw data (dashed line), the Euclidean distance on CIs (dotted line) and the Euclidean distance on raw data (dash-dotted line). For each value of \( K \), 5 random initialisations of the K-means algorithm have been simulated (in order to avoid being trapped into a local minimum during the clustering procedure), and the solutions providing the best results for each \( K \) have been selected to produce the plots. As observed, the best configuration (i.e. which maximises the Silhouette Index) on the whole range of \( K \) combines the SBD distance and the CIs. The superiority of the SBD distance over the Euclidean one is in that way clearly demonstrated in the case of the clustering of solar production patterns, regardless of the features which are used (i.e. CIs or raw data).

An example of a day-ahead prediction with its upper and lower error bounds (the 90% and 10% quantiles respectively) is also depicted on Fig. 5(b). In the present case, an optimal number of clusters of 4 has been found to provide the predictions with the narrowest error bounds, which is correlated with the best Silhouette Indices obtained in Fig. 5(a). A Markov chain of order 2 has been employed: the training dataset is indeed too small to accurately identify the transition probabilities of higher order chains, even if it consists in 22 years of solar production data: for \( K = 4 \) and \( r = 3 \), \((4^3)^2 = 4096\) transition probabilities must be identified in the Markov chain, out of a database made of \( 22 \times 365 = 8030\) objects. In fact, in the authors’ experience, it is very difficult to find larger datasets in the power system community, so that the maximum Markov chain order is practically limited to 2 in most cases with the proposed methodology. This drawback will be addressed in a future work by investigating other

![Fig. 4: Sample paths of solar output for a 24-hour period.](image)

![Fig. 5: (a) Silhouette index as a function of the number of clusters, when using the SBD distance on CIs (plain line), the SBD distance on raw data (dashed line), the Euclidean distance on CIs (dotted line) and the Euclidean distance on raw data (dash-dotted line), and (b) an example of solar day-ahead forecast with its upper and lower error bounds (the 90 and 10% error quantiles respectively in this case).](image)
Machine Learning techniques to model the state transitions.

C. Influence of Uncertainty on Objective Function

In order to quantify how the uncertainty levels influence the value of the objective function, i.e., the head levels of the Tana River cascade, and the dispatch decisions we use the robust optimisation formulation presented in (22). First, we need to build a reference case against which we will be comparing the robust optimisation results. To this end, we run 500 experiments, i.e., Monte Carlo simulations, where the solar generation output period was drawn at random, according to the uniform distribution on the segment \([1 − \theta]P_s, (1 + \theta)P_s\), where \(P_s\) is the solar output and \(\theta\) is the “uncertainty level” characteristic for the experiment. We calculate the mean and standard deviation of the objective function, i.e., \(\sum_{t=1}^{24} \sum_{i=1}^{5} h_i(t) - \sum_{t=1}^{24} \sum_{i=1}^{5} M\sigma_i(t)\), with \(M = 10^3\). In particular, we only have \(\sum_{t=1}^{24} \sum_{i=1}^{5} h_i(t)\) in the objective since there is no spillage in the time period we are investigating. This mean value of the objective function for the different \(\theta\)’s, when all the solar generation output were known to us in advance, is found by using (18) to determine the optimal solution and is referred to as the “ideal” case. The results of the robust optimisation reformulation could be compared with Monte Carlo simulations of the non-linear original model. However, we compared the results of the robust optimisation reformulation with Monte Carlo simulations of the approximate model, as given in (18). The approximate model differs with the original non-linear model in two elements: (i) the linearisation of the equation used to calculate the hydropower; and (ii) the relationship between the water head and the storage volume. In order to test how accurate the two approximations are and to justify the rationale behind this choice, we calculate the difference between the power output of each hydroelectric system as the output of the optimisation problem and the actual output of each hydroelectric system calculated for a period of a whole year; the maximum error for the total power output is 3.82 MW, which is considered to be negligible. In this regard, we claim that the comparison of the robust optimisation reformulation with Monte Carlo simulations of the approximate model is meaningful due to the high accuracy and low complexity of the latter.

We solve the robust optimisation problem given in (22) to determine the influence of the solar generation uncertainty \(\theta\) on the head levels of the Tana River cascade. To this end, we test the optimal solution of the equivalent tractable robust reformulation of (22) with the “ideal” case for uncertainty levels of 10–40%. The results are summarised in Table II. As expected, the less is the uncertainty, the closer is the objective function to the ideal ones. However, we may notice that even at 40% level of uncertainty the “price of robustness” is only 1.28%.

In Fig. 7 we depict the power output of Kindaruma hydroelectric plant for a one day period for various uncertainty levels \(\theta\). As we saw in Section V-B in order to achieve maximum system efficiency, the first two hydroelectric power stations work at maximum output. Gitaru dam is dispatched until the subsequent dams reach close to the maximum volume limit around \(t = 13\) h. Then, the fourth and fifth dams, i.e., Kindaruma and Kiambere, are used to meet the demand. However, as we see in Fig. 7 as the uncertainty level increases the participation of Kindaruma dam increases. This is a result of the affine policy rules introduced in (21) and is quantified in terms of “cost of uncertainty” in Table II.

In order to assess the influence of uncertainty during different seasons we randomly select four days in the four seasons, i.e., winter, spring, summer, and autumn, and calculate the summation of the head levels of the cascade for a day-period, i.e., \(\sum_{t=1}^{24} \sum_{i=1}^{5} h_i(t)\), for the different seasons. The results are given in Table III. We notice that the effect of uncertainty

![Fig. 6: Sum of head levels of the Tana River cascade for different uncertainty levels \(\theta\) for a one-day period.](image)

![Fig. 7: Power output of Kindaruma hydroelectric plant for a day, i.e., \(P_4(t)\).](image)

**TABLE II: Head levels vs. uncertainty level.**

<table>
<thead>
<tr>
<th>Uncertainty</th>
<th>Tractable robust reformulation</th>
<th>Ideal case</th>
<th>Price of robustness</th>
</tr>
</thead>
<tbody>
<tr>
<td>10%</td>
<td>10.649</td>
<td>10.651</td>
<td>0.0119</td>
</tr>
<tr>
<td>20%</td>
<td>10.835</td>
<td>10.651</td>
<td>0.0219</td>
</tr>
<tr>
<td>30%</td>
<td>10.592</td>
<td>10.651</td>
<td>0.0115</td>
</tr>
<tr>
<td>40%</td>
<td>10.515</td>
<td>10.651</td>
<td>0.0391</td>
</tr>
</tbody>
</table>

...
is higher in the summer months as expected.

D. Comparison with Stochastic Programming

Another methodology vastly used to incorporate uncertainty in optimisation problems is with stochastic programming (see, e.g., [27]); thus it is interesting to compare the results of the proposed methodology with the aforementioned. In this regard, we model the net load at time $t$ as a stochastic process which is represented by $\Delta P_t(l, \omega(t)), \omega(t) = 1, \ldots, N(t)$; where $\omega(t)$ is the scenario index, $N(t)$ is the number of scenarios considered, and $\Omega(t)$ is the set of scenarios at time $t$. To ease notation, we assume that the number of scenarios is the same for every time $t$; thus $\omega(t)$ is no longer time dependent and may be denoted simply as $\omega = 1, \ldots, N(t)$. We denote by $\Delta P_{l}(t, \Omega)$ the set of possible realisations of random variable $\Delta P_{l}(t)$, i.e., $\Delta P_{l}(t, \Omega) = \{\Delta P_{l}(t, 1), \ldots, \Delta P_{l}(t, N(t))\}$. Each realisation $\Delta P_{l}(t, \omega)$ is associated with a probability $\chi(\omega, t)$ defined as $\chi(\omega, t) = \text{Prob}[\omega | \Delta P_{l}(t) = \Delta P_{l}(t, \omega)]$, where $\sum_{\omega \in \Omega} \chi(\omega, t) = 1$ for all $t$. The resulting two-stage stochastic program is:

$$\text{max}_{h_i(t), P_i(t, \omega), p_i(t), v_i}(t) \sum_{i \in I} \sum_{i \in I} h_i(t) - \sum_{i \in I} \sum_{i \in I} M(t) \sigma_i(t)
$$

subject to

$$P_i(t, \omega) = \Delta P_i(t, \omega), \forall t \in T,$$

$$\omega \in \Omega,$$

$$P_i(t, \omega) \geq \pi_i(q_{i}^m h_i(t) + h_i^m q_i(t) - h_i^m q_i^m), \forall i \in I, t \in T, \omega \in \Omega,$$

$$P_i(t, \omega) \geq \pi_i(q_i^m h_i(t) + h_i^m q_i(t) - h_i^m q_i^m), \forall i \in I, t \in T, \omega \in \Omega,$$

$$P_i(t, \omega) \leq \pi_i(q_{i}^m h_i(t) + h_i^m q_i(t) - h_i^m q_i^m), \forall i \in I, t \in T, \omega \in \Omega,$$

$$P_i(t, \omega) \leq \pi_i(q_i^m h_i(t) + h_i^m q_i(t) - h_i^m q_i^m), \forall i \in I, t \in T, \omega \in \Omega,$$

$$\sum_{t=1}^{24} \sum_{i=1}^{5} h_i(t) = 10,654.8 \text{ m} \text{ for a winter day. We compare this result with the result of the robust optimisation for 10% uncertainty for a winter day as given in Table III, i.e., 10,651.1 m. As expected the result of the robust optimisation is more conservative, than the stochastic programming result; while further reduction the number of scenarios can only improve the value of the objective function. However, the probability of a realisation of $\Delta P_i(t)$, $t = 1, \ldots, 24$ occurring that will violate the constraints is higher. Whereas with the use of linear decision rules $P_i(t) = P_i^d(t) + a_i(t) \delta(t)$ how much each dam participates in the net load is know before hand thus offering a policy that could be deployed in real time upon measurement of the realisation of the uncertainty without the need of solving a new optimisation program [39]. A nice extension of this work would be to use the scenario reduction heuristic of [27] for the forecast methodology and the calculation of the error. This is not the case for stochastic programming where the values of the second stage decisions, i.e., $P_i(t)$, are not known until the actual realisation of the uncertainty; to incorporate the latter a new optimisation problem needs to be solved. A nice extension of this work would be to use the scenario reduction heuristic of [27] for the forecast methodology and the calculation of the error.

VI. Concluding Remarks

In this paper, we addressed the question of maximising the energy per cubic meter of water in the cascade hydroelectric system, by an optimal dispatch scheme, taking into account uncertainty from renewable-based generation coupled with the cascade, i.e., a hybrid system. In order to incorporate the uncertainty sources from renewable-based generation we develop correlated probabilistic forecasts; we use historical data and based on clustering and Markov chain techniques we determine the probabilistic forecasts. This advanced forecast technique that predicts the output of renewable resources helps in power system operations. Especially, these probabilistic predictions are useful since they may be used as input to decision making processes under uncertainty. We incorporated the aforementioned uncertainty into a robust variant of the hydroelectric dispatch problem. We used tools from robust optimisation to reformulate the original intractable problem to an amenable form while preserving immunisation against uncertainty.

In the case study, we demonstrated the robust optimal dispatch of a cascade hydroelectric system with the hydroelectric plants of the Tana river in Kenya, which consists of five hydroelectric power plants from Masinga Main Reservoir to Kiambere and showed how the forecasting algorithm works, validated the results of the robust optimisation with Monte Carlo simulations; and quantified the “price” of uncertainty. As expected, the less is the uncertainty, the less the cost of robustness to the objective function is. However, we may notice that even at 40% level of uncertainty the “price of robustness” is only 1.28%.
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<table>
<thead>
<tr>
<th>Uncertainty</th>
<th>Winter</th>
<th>Spring</th>
<th>Summer</th>
<th>Autumn</th>
</tr>
</thead>
<tbody>
<tr>
<td>0%</td>
<td>10,651.5</td>
<td>10,651.4</td>
<td>10,648.7</td>
<td>10,649.9</td>
</tr>
<tr>
<td>10%</td>
<td>10,651.7</td>
<td>10,647.4</td>
<td>10,648.2</td>
<td>10,645.7</td>
</tr>
<tr>
<td>20%</td>
<td>10,651.6</td>
<td>10,646.7</td>
<td>10,647.6</td>
<td>10,641.5</td>
</tr>
<tr>
<td>30%</td>
<td>10,650.4</td>
<td>10,646.1</td>
<td>10,647.0</td>
<td>10,639.3</td>
</tr>
<tr>
<td>40%</td>
<td>10,649.7</td>
<td>10,645.4</td>
<td>10,645.9</td>
<td>10,636.9</td>
</tr>
</tbody>
</table>

TABLE III: Head levels from tractable robust reformulation for various uncertainty level for different seasons.
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