3D Thermal Model of Laser Surface Glazing for H13 Tool Steel
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\textbf{Abstract.} In this work a three dimensional (3D) finite element model of laser surface glazing (LSG) process has been developed. The purpose of the 3D thermal model of LSG was to achieve maximum accuracy towards the predicted outcome for optimizing the process. A cylindrical geometry of 10mm diameter and 1mm length was used in ANSYS 15 software. Temperature distribution, depth of modified zone and cooling rates were analysed from the thermal model. Parametric study was carried out varying the laser power from 200W-300W with constant beam diameter and residence time which were 0.2mm and 0.15ms respectively. The maximum surface temperature 2554K was obtained for power 300W and minimum surface temperature 1668K for power 200W. Heating and cooling rates increased with increasing laser power. The depth of the laser modified zone attained for 300W power was 37.5μm and for 200W power was 30μm. No molten zone was observed at 200W power. Maximum surface temperatures obtained from 3D model increased 4% than 2D model presented in author’s previous work. In order to verify simulation results an analytical solution of temperature distribution for laser surface modification was used. The surface temperature after heating was calculated for similar laser parameters which is 1689K. The difference in maximum surface temperature is around 20.7K between analytical and numerical analysis of LSG for power 200W.

1. \textbf{INTRODUCTION}

Laser surface glazing (LSG) is one of the surface treatment process to improve hardness, fatigue strength, wear resistance and corrosion resistance of engineering parts. After LSG treatment thin amorphous or semi crystalline layer forms over the surface with improved properties. No need of additional materials resulting into strong metallurgical bond thus makes this process beneficial from other treatments such as laser cladding, laser surface melting (LSM), laser transformation hardening, shock peening etc. However, higher heating and cooling rates involved in this process induce residual stress in the subsurface regions. This process is applicable in repairing and surface hardening of the parts in casting, automobiles and aeronautics industries [1-3]. To optimise the process parameters and improve the efficiency and reproducibility of LSG different theoretical models were developed. Previously, a thermal model of LSG for H13 tool steel using an analytical solution was developed. This model can predict relative temperature distribution and heating and cooling rates [4]. Some experimental works were done for LSG and laser surface melting (LSM) process on biomedical and automotive applications [5-6]. Analytical models for laser melting of ceramics tiles were developed to predict temperature distribution and depth of melt pool. Different methods such as Laplace transform, separation of variables and Green’s function to solve partial differential governing equation of laser surface melting were used in different conditions. The analytical and numerical modellings support each other in verifying the results obtained from the simulation [7-12].

In this work, a 3D finite element (FE) model was developed extending from author’s previous 2D modelling work of LSG for H13 tool steel [13]. Temperature distribution, depth of modified zone, heating and cooling rates were analysed from the 3D FE model. An analytical solution of this process using similar initial and boundary conditions
was utilized to predict temperature distribution from surface to subsurface region. The comparison of results from numerical models and analytical analysis was presented.

2. MODEL AND METHODOLOGY

Laser surface glazing represents as a transient heat conduction process. Therefore, the governing equation of this problem can be formulated from the 1st law of thermodynamics and Fourier's conduction principle. Equation (1) expressed the thermal phenomena underpinned in LSG process where $k$ (Wm$^{-1}$K$^{-1}$) denoted thermal conductivity, $C_p$ specific heat (JKg$^{-1}$K$^{-1}$) and $\rho$ density (Kgm$^{-3}$) of the material. This equation described transient heat conduction in application of a constant heat flux rate on a particular location of surface.

$$\rho C_p \frac{\partial T}{\partial t} = k \left( \frac{\partial^2 T}{\partial x^2} + \frac{\partial^2 T}{\partial y^2} + \frac{\partial^2 T}{\partial z^2} \right)$$

The initial temperature was set up to 20°C as ambient temperature before starting the process, when time $t=0$. The boundary condition given in Eqs. (2), where $Q_{\text{laser}}$ (W/m$^2$) was constant heat flux rate of laser beam. The heat loss due to convection and radiation was ignored.

$$-k \frac{\partial T}{\partial y} = Q_{\text{laser}}$$

Heat flux rate $Q_{\text{laser}}$ was calculated from Eqs. (3) where $P_{\text{laser}}$ (W) was power of laser beam, $r_0$ (m) was the laser beam radius. The total heat flux rate was multiplied with 0.3. This value represented the absorption coefficient of H13 tool steel for laser light [4, 12].

$$Q_{\text{laser}} = \frac{0.3P_{\text{laser}}}{\pi r_0^2}$$

Numerical Modelling

The 3D solid model of cylindrical specimen was created on mechanical APDL of ANSYS 15. The diameter of real cylindrical sample of H13 tool steel was 10mm and length was 100mm. To save meshing time half of the cylindrical specimen with 1mm length was utilized. As the irradiated laser beam was localised, therefore modelling with half-cylinder should not affect the output of the analysis. The laser beam of diameter 0.2mm interacted for 0.15ms over a particular area on the surface and created a circular molten puddle. An insight of the process was illustrated in Fig. 1a.

![FIGURE 1. (a) Schematic model of LSG of cylindrical specimen and (b) meshed model with the part of cylindrical sample](image)

For finite element model Solid 70 element type was used which has 8 nodes and single degree of freedom as temperature. The surface and sub-surface regions were meshed finely whereas coarse meshes were kept in the core area (see Fig. 1b). Transitional meshing technique was used to reduce the number of elements resulting in increasing efficiency of the simulation process. The total number of elements for the half cylindrical model was 47060. The physical and thermal properties were input in the model which enlisted in table 1. Table 1 shows temperature dependent density, thermal conductivity, and specific heat. The properties above 2000°C were kept constant. From
In the 2D analytical thermal analysis of LSG process the model was considered as semi-infinite model. Semi-infinite solid was idealized as a single identifiable surface which had two directions extended to the infinity. Any changes in this surface did not affect any other edges of the plane. A similar constant heat flux rate shown in Eqs. (3), was applied in one end of the surface caused 1D transient conduction along thickness. Thickness indicated the Y-direction downward from the surface of the cylinder (see Fig. 1b). Then the governing equation turned out to 1D transient heat conduction given in Eqs. (4)

\[
\frac{\rho C_p}{\alpha} \frac{\partial T}{\partial t} = k \frac{\partial^2 T}{\partial y^2}
\] (4)

The solution of the above differential equation was taken from Incropera [15]. Equation (5) presented the temperature distribution due to the irradiation of constant heat flux rate on the surface. Temperatures \( T(y,t) \) in this equation varied over thickness and time where \( T_i \) was the initial temperature of the material and erfc was the complementary error function. The temperature distribution for certain depth from the surface were plotted against distance in Y-direction and compared with the numerical results.

\[
T(y,t) = T_i + \frac{2Q_{laser}}{k} \left( 1 - \text{erfc} \left( \frac{Y}{2\sqrt{\alpha t}} \right) \right) \left( -\frac{y^2}{4\alpha t} \right)
\] (5)

Here, \( \alpha (m^2/s) \) is the thermal diffusivity, is the ratio of thermal conductivity \( k \) and the product of density \( \rho \) and specific heat \( C_p \).

### 3. RESULTS & DISCUSSION

Temperature distribution for different laser power from 3D numerical model were illustrated in Fig.2. The cross-section of temperature contour was shown in this pictures. The maximum surface temperature after heating for power 200W was 1668.67K and was 2554.54K for 300W. Comparing with 2D numerical case the maximum surface temperatures achieved from 3D case were 71K higher for 200W and 22K higher for 300W [13]. This was probably due to the increased surface heat flux in the 3D model. In 3D model heat flux from laser beam was applied over an area equal to beam’s surface area rather than a line. This could accumulate more heat on the surface resulting higher surface temperature. On the other hand in 3D case the dimensional effect of conduction also accounted. Both effects balanced the surface temperatures resulting into higher values than the 2D model for both power levels.
FIGURE 2. Temperature distribution after heating for laser power (a) 200W and (b) 300W at constant beam width 0.2mm and interaction time 0.15ms

The depths of melt pool and heat affected zone (HAZ) were approximated from the temperature contours and demonstrated in Fig.3. Melting did not occur at 200W as the maximum temperature 1668K remained below the melting point (1727K). Therefore only HAZ was achieved of about 30μm depth. For power 300W melting happened and the depth of melt pool was 10μm. HAZ was calculated 27.5μm from the plot in Fig. 3b. Although total depth of HAZ were similar for both 2D [13] and 3D cases, the depth of melt pool was larger in 3D case. Around 2.5μm increment of the depth of melt pool for 300W was observed. This was also because of the greater accumulation of heat flux and higher maximum surface temperature arisen in 3D case.

FIGURE 3. Depth of melt pool and heat affected zone (HAZ) for (a) power 200W and (b) power 300W

The temperatures against time were plotted for both 200W and 300W in the Figs.4a and 4b. Thermal cycles at three different depths, A (on surface), B (7.5μm) and C (15μm) from the surface were plotted for both power levels. Then average heating and cooling rates were calculated from these figures.

FIGURE 4. Heating and cooling cycle at three different depths from surface for laser power (a) 200W and (b) 300W
This thermal cycles graphs can be further used to estimate possible phase fractions by superimposing critical isothermal temperature lines for phase transformation as done in [13, 14]. Table 2 showed heating and cooling rates of the surface (curve A) for different power levels. The corresponding heating rates for 200W and 300W laser power were $8.7 \times 10^6 \text{K/sec}$ and $1.6 \times 10^7 \text{K/sec}$. Cooling rates were achieved $3.4 \times 10^6 \text{K/sec}$ and $6.5 \times 10^6 \text{K/sec}$ for 200W and 300W respectively. Both rates increased with increasing power. Both heating and cooling rates were slightly higher than the 2D model because of higher maximum temperature obtained in 3D case [13].

<table>
<thead>
<tr>
<th>Power</th>
<th>200W</th>
<th>300W</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rate of Heating, K/s</td>
<td>$8.7 \times 10^6$</td>
<td>$1.6 \times 10^7$</td>
</tr>
<tr>
<td>Maximum Rate of Cooling, K/s</td>
<td>$3.4 \times 10^6$</td>
<td>$6.5 \times 10^6$</td>
</tr>
</tbody>
</table>

(Temp range, K: 1549-505) (Temp range, K: 2554-612)

The temperature distribution calculated form analytical solution [see Eqs. (5)] and from both 2D and 3D numerical models were plotted in Fig.5 for power 200W. Temperatures against thickness (referred to downward y-direction) up to 60 micron were illustrated in this figure. The beam diameter and interaction time were kept constant at 0.2mm and 0.15ms respectively. Constant thermal properties with constant heat flux rate were used in analytical calculations. In case of numerical models temperature dependent thermal properties were used. For 2D numerical case line heat source and for 3D area heat source were applied. The maximum surface temperature after heating for 3D and 2D numerical models were 1668.7K and 1597.1K respectively. Surface temperature in 3D greater than 2D. This is because of the higher accumulation of heat in 3D. For analytical case, the maximum surface temperature was 1689.4K. Analytically obtained temperature was 20.7K higher than 3D and 92.3K higher than 2D numerical models. These increments in temperature might be because of the constant thermal properties used in analytical calculation. Author ensured the increment in temperature numerically for constant thermal properties. Because of the approximations in terms of heat distribution and semi-infinite solid model also could bring some discrepancies between analytical and numerical methods.

FIGURE 5. Temperature distribution from surface to the depth (downward Y-direction) for 200W laser power from analytical analysis and numerical models
4. CONCLUSIONS

A 3D finite element thermal model of laser surface glazing for cylindrical specimen was successfully extended and developed from 2D model. The maximum surface temperature, melt pool depth and heating and cooling rates were derived for 200W and 300W laser powers with 0.2mm beam width and 0.15ms interaction time. For 200W, maximum surface temperature (1668K) did not reach to melting point (1727K). The maximum surface temperature found (2554K) for 300W power was above melting point of H13 tool steel. The heating and cooling rates increased with increasing laser power. Author found small HAZ for 300W (27.5μm) than 200W (30μm). Molten layer of 10μm depth was found for 300W. The surface temperatures from 3D model than 2D model was observed maximum 4 percent. Therefore, dimensional effects can be ignored for the simulation of this process. However, for better accuracy author suggested the 3D modelling although it costs simulation time. An analytical solution of transient conduction process for semi-infinite solid was utilized to understand and compare the numerical simulation of LSG. The surface temperature obtained from analytical solution was 20.7K higher than the 3D numerical model. The difference in maximum surface temperature after heating could due to the 1D approximation with constant thermal properties.
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