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ABSTRACT

Understanding human mobility can help creating solutions to society-wide issues, from urban planning and traffic forecasting, to the modelling of epidemics. Existing studies have shown that knowledge on how single individuals take spatial decisions is fundamental for modelling collective mobility patterns. However, individual mobility remains poorly understood, also due to the lack of suitable data. In this thesis, we use novel datasets to characterize and model mobility in relation to other individual aspects: social behaviour, personality, and demographic attributes. Our study focuses on mobility across unprecedented spatial ranges, from $\sim 10$ m to $\sim 10000$ Km, and temporal scales, from seconds to years.
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INTRODUCTION

Mobility, or ‘the tendency to move between places’ [1] is a key aspect of human life, to which we allocate resources, including time [2], money [3] and energy [4]. Existing studies have emphasized that knowledge on how single individuals take spatial decisions is fundamental for modelling collective mobility patterns [5]. This understanding can help creating new solutions to society-wide issues, from urban planning [6] and traffic forecasting [7], to the modelling and simulation of epidemics [8]. Despite its importance, individual spatial behaviour remains poorly understood, partly due to the lack of high-resolution and comprehensive datasets. In this thesis, we use novel multi-dimensional data to characterize and model mobility in relation to other individual aspects: social behaviour, personality, and demographic attributes.

Our work builds upon over a century of academic activity, spanning several disciplines and encompassing a variety of topics, from the movements of large groups of people to the spatial choices of single individuals. The study of mobility patterns at the collective level was pioneered in Geography: In the late 19th century, researchers exploited census data to quantify migrations within the UK [9]. Their research laid the groundwork for later studies on collective movements carried out in Sociology [10], Economics [11], Statistics [12], and, some decades later, Transportation planning and Urban Engineering [13]. In the same period, researchers in Sociology [14–16] and Economics [17] conducted the first studies on time-allocation using self-administered travel diary. Their work aimed at understanding how individuals allocate time to different activities and places, but neglected the role played by the physical distance between locations.

In 1969, Torsten Hägerstrånd’s paper ‘What about people in regional science?’ [5] marked a turning point in the history of human mobility studies. In the article, the author suggested that, when it comes to the interaction between humans and space, ‘there are fundamental direct links [...] between the micro-situation of the individuals and the large scale aggregated outcome’. His research framework, later referred to as ‘time-space geography’, linked previous studies on time-allocation with those on collective mobility patterns and space utilization. It is worth noticing that, concurrently, the economist Thomas Schelling developed one of the earliest agent-based models [18], to assess the same problem: How the interactions between autonomous
agents determine the emergence of collective phenomena. Until then, this question had been addressed mostly in statistical physics to understand natural phenomena. Today, it underlies researches across various fields of humanities and the natural sciences [19]. In particular, it is the main focus of the Complex Systems Science [20, 21], whose methods and intuitions will be widely adopted along this thesis.

Hägerstraand microscopic theory fostered the development of new research fields that are still lively today. Transportation researchers proposed new ways to model travel demand such as disaggregate and activity based models [22–25]; Behavioural geographers focused on the cognitive processes underlying spatial decision making [26–28]. Until recently, however, theoretical advancements were hindered by the lack of resolved empirical data on human displacements. The main data sources remained census, surveys and self-reported travel diaries, which suffered from limitations including limited resolution, small sample sizes and reporting biases [29, 30].

In the early 21st century, the introduction and subsequent diffusion of mobile phone devices and other positioning technologies, marked another decisive step for mobility studies. As we will see along this thesis, today human trajectories can be inferred by various sources including Wireless RFID sensors data, bluetooth records [31], mobile phone call logs [32], location based social networks information [33], and data collected from GPS devices [34].

Concurrently, the Complex Systems Science field has experienced a rapid growth and brought together tools and intuitions from Complex Networks Theory [35], Statistical Physics [36], and Machine Learning [37] to study non-linear, and interconnected systems previously considered intractable. This framework is ideal to investigate real-world systems where, just as in Hägerstraand’s representation of human mobility, interacting components generate aggregated outcomes.

These recent developments have renewed the interest of the scientific community for human mobility [38], leading to remarkable advancements that we will describe along this thesis. On the one hand, we have better understanding of collective movements such as migration [39–42] and urban flows [6, 43–45]. On the other hand, we have a clearer picture of how single individuals take spatial decisions [7, 46]. Despite these progresses, many questions have remained opened. The lack of evenly sampled data, necessary to access short temporal scales (seconds to minutes), has hindered a fine-grained description of individual behaviour [47, 48]. The evolutions of mobility across months and years have been poorly investigated, due to the lack of longitudinal datasets. Finally, the unavailability of multi-channel datasets has
partially impeded the investigations of the connections between mobility and other aspects of behaviour.

In this thesis, we address these challenges relying on novel datasets and tools from Complex Systems Science including statistical physics, probability theory, linear algebra, machine learning, agent-based modelling, complex networks theory, numerical simulations, random walks, and stochastic models. Our contribution is twofold: First, we focus on a wide range of spatial and temporal scales, from meters to thousands of kilometres, from seconds to years. As it will be clear in the following chapters, this approach allows to broaden the existing knowledge and improve current models. Secondly, we study mobility in relation to other individual traits, such as personality and social behaviour. To this end, our research framework includes theoretical concepts from human geography, the social sciences, and personality psychology. Our results come from the analysis of novel high-resolution longitudinal datasets consisting of WiFi, GPS, and call detail records collected from mobile phones. High-resolution data allows to describe individual mobility behaviour in an entirely new regime, including displacements between neighbouring buildings, and visits lasting as little as few minutes. In chapter 2, we describe these datasets and the novel techniques developed to pre-process them.

Our research builds upon previous knowledge on three issues that have raised growing interest within the scientific community [38]. Below, we present how the thesis is structured around these three questions. Our main findings, presented in chapters 3 to 7 are supported by thorough analyses. To help the reader following the narrative of the text, results of robustness and sensitivity tests are reported at the end of the thesis, in appendices A to D.

*What are the statistical properties of human trajectories?*

Trajectories of individuals living in western society seem to display homogeneous statistical properties [32, 49], similar to those characterizing foraging patterns of animals and hunter-gatherers [50]. This evidence has been attributed to various factors including the structure of the physical space [51–55] and the ancestral necessity to optimize search for food and resources [56–59]. This topic is the focus of chapter 3. In the chapter, we contribute to the field with a review of over 40 studies on the statistics of human displacements. We show that they disagree, to a large extent, due to the heterogeneity of the considered data. We resolve this controversy by analysing the properties of trajectories with high spatio-temporal resolution, long duration, and large sample size. We show that the distribution of displacements
How do humans allocate time among different locations?

Under the time-space geography framework, individuals describe a path in time and space, but their possibilities are limited by constraints [5]. ‘Capability constraints’ are due to biological limitations, ‘Coupling constraints’ relate to the necessity of joining other individuals and access resources, ‘Authority constraints’ are exerted by external authorities including national laws and social norms. The study of visitation patterns has shed light how humans balance the trade-off between exploring novel opportunities and exploiting known options while subject to these constraints [45, 48, 60, 61], allowing to develop predictive model of mobility [7, 46]. The existing literature, however, has focused on patterns recurring within time periods typically shorter than six months. In chapter 4, we study visitation patterns in an entirely new regime, characterized by the slowly-evolving dynamics taking place across months and years. We contribute to the field with the discovery that routines are unstable in the long term because of the continual exploration of new locations, but the number of locations an individual visits regularly is conserved over time. The work is based on research presented in [II] and currently under peer-review.

What are the connections between individuals’ mobility and social behaviour?

Multi-channel datasets allow to investigate how the need to join other individuals affects our decisions on where and when to move in space. Existing researches, however, have focused on the coupling between mobility and social proximity only at the level of pairs of individuals [37, 62–66]. In chapter 5, we study for the first time the connection between how single individuals take decisions in the spatial and social realms. We show that there is a connection between the way in which individuals explore new resources and exploit known assets in the social and spatial spheres. This connection can be partly explained in terms of personality traits. The work is based on research presented in [III] and currently under peer-review.

1 http://lauraalessandretti.weebly.com/plosmobilityreview.html
In chapter 6, we dig more into the study of social behaviour and we develop an agent-based model of social interactions. We adopt a time-varying network model perspective[67–69], where nodes are individuals and links with limited duration are the interactions between them. We present a new dynamic model where tie formation is driven by two distinctive and persistent properties of individuals: their activity, or propensity to engage in social interactions, and their attractiveness, or propensity to attract connections. We show that these stable dispositions have a major impact on diffusion processes spreading on the network. Future developments of the presented model will include a spatial component to account for the correlations between social and spatial individual dispositions. The chapter is based on work published in [IV].

Information on the displacements of single individuals can be aggregated to study flows of people travelling between different areas. In the last part of this thesis, we shift the attention to the study of mobility patterns at the urban scale. In chapter 7, we develop a framework to compare the transportation network and the commuters flows within a given urban agglomeration. In line with the rest of the thesis, we propose a user-based representation of transportation systems, that accounts for individuals’ need to limit the total travel time and the number of line changes. We will use this method allow to assess the efficiency of public transportation systems of several French cities. The chapter is based on research published in [V].
Our research is, to a large extent, based on the analyses of trajectories from two novel datasets with fixed temporal sampling and long-term duration: the displacements of ∼ 37000 users of the SONY LifeLog mobile application, followed for 19 months, and those of the 850 participants in the Copenhagen Networks Study [70] longitudinal experiment, sampled every ∼ 16s for 24 months. Fixed sampling enables to capture patterns beyond regular ones such as home-work commuting, avoiding the sampling biases of mobile phone calls and location-based social networks data [47, 48]. Long duration enables to capture mobility behaviour in an entirely new regime, characterized by a slowly-evolving dynamics. Most results were corroborated with data from two other experiments: the Lausanne Data Collection Campaign [71] and the Reality Mining dataset [72]. Some of these sources include information on individuals’ interactions across multiple channels (phone calls, sms, Facebook), and their personality extracted from questionnaires (for more info see chapter 2). In table 2.1, we present important characteristics of the datasets considered: the number of individuals N, the duration of data collection T, the spatial (δx) and temporal (δt) resolution and the time coverage. The time coverage is used to quantify the fraction of time a user’s position is known. Individuals’ location is unknown, for example, when users’ turn off their phone (all datasets), when they disable the sensor from which the trace is sensed, WiFi (CNS) or GPS (LifeLog), or, in the case of the MDC and RM datasets, when they can not connect to an antenna. For the CNS dataset, moreover, we consider WiFi traces, and in some cases, the set of scanned WiFi access points can not be geolocalized. My ongoing work include aggregating the CNS WiFi and GPS traces to obtain higher time-coverage.

This chapter is organized as follows: In sections 2.1 to 2.4, we provide a description of the 4 datasets considered (see table 2.1) and the data pre-processing applied to extract stop-locations from GPS and WiFi sensors data. Data pre-processing relies both on previously developed and novel methodologies. In section 2.5, we compare some properties of these datasets with the state-of-the-art literature.
<table>
<thead>
<tr>
<th>Dataset</th>
<th>N</th>
<th>δt</th>
<th>T</th>
<th>δx</th>
<th>TC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lifelog</td>
<td>36898</td>
<td>change in motion</td>
<td>19 months</td>
<td>10 m</td>
<td>0.57*</td>
</tr>
<tr>
<td>Lifelog (selected users)</td>
<td>2272</td>
<td>change in motion</td>
<td>19 months</td>
<td>10 m</td>
<td>0.66*</td>
</tr>
<tr>
<td>CNS</td>
<td>850</td>
<td>16 s</td>
<td>24 months</td>
<td>10 m</td>
<td>0.84</td>
</tr>
<tr>
<td>MDC</td>
<td>185</td>
<td>60 s</td>
<td>19 months</td>
<td>100-200m</td>
<td>0.73</td>
</tr>
<tr>
<td>RM</td>
<td>95</td>
<td>16 s</td>
<td>10 months</td>
<td>100-200m</td>
<td>0.93</td>
</tr>
</tbody>
</table>

*computed from data including only stop-locations, after pre-processing internal at SONY Mobile

Table 2.1: Characteristics of the mobility datasets considered. N is the number of individuals, δt the temporal resolution (for the Lifelog dataset, location is recorded at every change in motion), T the duration of data collection, δx the spatial resolution, TC the median weekly time coverage, defined as the fraction of time an individual’s location is known. Note that TC for Lifelog trajectories is computed from data including only stop-locations, where users stop for more than 10 minutes. In the other datasets, stop-locations account on average for 80/90% of the total TC. We also validated results considering a subset of Lifelog users with high time coverage (second row). See also fig. 2.1, fig. 2.2, fig. 2.3.

Figure 2.1: Long duration of the datasets considered. Frequency histogram of individuals’ based on collection duration for Lifelog (A), CNS (B), MDC (C) and RM (D). The black line is the median.
Figure 2.2: **High individual temporal resolution** Frequency histogram of individuals’ median weekly time coverage for Lifelog (A), CNS (B), MDC (C) and RM (D). The black line is the median.

Figure 2.3: **High temporal resolution** Median weekly time coverage as a function of time for the Lifelog (A), CNS (B), MDC (C) and RM (D) datasets. Filled lines are computed considering all locations, dashed lines are computed considering only stop-locations.
Figure 2.4: Broad spatial coverage of the Lifelog dataset. Heatmap showing the spatial distribution of data points in the Lifelog dataset.

2.1 SONY LIFELOG DATASET

2.1.1 Description

The dataset consists of anonymized GPS location data for ~ 37000 users of Lifelog, an activity tracker app for Android phones, collected between 2015 and 2016. Lifelog users are geo-localised across the world (see fig. 2.4), and are aged between 18 and 65 years old, with average at 36 years old. About 1/3 of users are female. Data is not collected with a fixed time interval. Instead, the app gets updates when there is a change in the motion-state of the device (if the accelerometer registers a change). Location estimation error is below 100 meters for 93% of data points. To preserve privacy, GPS traces were pre-processed (internally at SONY Mobile) to infer stop-locations using the method described below. Data collection has been approved by the Sony Mobile Logging Board and informed consent has been obtained for all study participants according to the Sony Mobile Application Terms of Service and the Sony Mobile Privacy Policy.

2.1.2 Pre-processing

Selection of users We have selected users who have data for at least 365 days (~ 36.000 users).

Definition of locations GPS data is pre-processed (internally at Sony Mobile) to infer stop-locations using the distance grouping method described in [73]. The method is built on the idea that a stop corresponds to a temporal sequence of locations within a maximal
distance $d_{\text{max}}$ from each other. In this work, we present results obtained for $d_{\text{max}} = 50\text{ m}$, $d_{\text{max}} = 30\text{ m}$, and $d_{\text{max}} = 40\text{ m}$ (see chapter 4).

**Data Cleaning** During the data collection period, the app settings changed causing a considerable change in time coverage for a subset of users (see fig. 2.3). We propose two methods to solve this issue (see fig. 2.5):

(a) Users selection: We consider only the subset of users for which there is no change in time-coverage over time ($\sim 6\%$ of all users)

(b) Temporal down-sampling: We down-sample data to achieve constant time-coverage across time. The method used relies on:

- Find for each user $i$ the week $w_m$ with lowest weekly time-coverage $tC(w_m)$.

- Down-sample weeks with weekly time-coverage higher than $w_m$ by selecting a random sample of total duration $tC(w_m) \times 60\text{ minutes}$.

Results presented in chapter 4 are produced with method (a) and (b).

### 2.2 Copenhagen Networks Study

#### 2.2.1 Description

The Copenhagen Networks Study experiment took place between September 2013 and September 2015 [70] and involved 851 Technical University of Denmark students ($\sim 22\%$ female, $\sim 78\%$ male) typically aged between 19 and 21 years old. Participants’ position over time was estimated combining their smart-phones WiFi and GPS data using the method described in [74] (see below). The location estimation error is below 50 meters in 95% of the cases. Participants calls and sms activity was also collected as part of the experiment. Individuals’ background information were obtained through a 310 questions

---

**Figure 2.5:** *Lifelog dataset: pre-processing* (A) Median weekly time coverage across the population as a function of time for the raw Lifelog dataset (filled line), after downsampling (dotted line) and after user selection (dashed line). (B) Number of individuals in the dataset (filled bar), after downsampling (dotted bar), and after user selection (dashed bar).
survey including the Big Five Inventory [75], measuring five broad domains of human personality traits (openness, conscientiousness, extraversion, agreeableness, neuroticism). Data collection was approved by the Danish Data Protection Agency. All participants provided informed consent.

2.2.2 Pre-processing

Location data is obtained combining Wi-Fi data (sampled every \( \sim 15s \)) with GPS data (high spatial resolution). The following methodology was implemented to estimate the sequences of individuals stop-locations:

**Estimation of Wi-Fi Access Points (AP) Position** Access Points (AP) positions were estimated using participants’ sequences of GPS scans. We discarded mobile APs, that are located on buses or trains, and moved APs that were displaced during the experiment (for example by residents of Copenhagen changing apartment, taking their APs with them). Then, we considered all WiFi scans happening within the same second as a GPS scan to estimate APs location. The APs location estimation error is below 50 meters in 95% cases. Most of the APs are located in the Copenhagen area (see [74] for a detailed description of the methodology).

**Definition of locations** We find locations by clustering APs based on the distance between them. First, we built the indirect graph of APs simultaneous detection \( G = (V, E) \). \( V \) is the set of geo-localised APs, links \( e(j,k) \) exist between pairs of access points that have ever been scanned in the same 1 min bin by at least one user. Then, we compute the physical distances \( dist(j,k) \) for all pairs of \( (j,k) \in E \). and we consider the set of links \( E_d \subset E \) such that \( dist(j,k) < d \), where \( d \) is a threshold value, to define a new graph \( G_d = (V, E_d) \). Finally, we define a location as a connected component in the graph \( G_d \), with co-ordinates equal to the median latitude and longitude of nodes in the component. For \( d = 5m \) the maximal distance between two APs in the same location is smaller than 10m for most locations and at most \( \sim 200m \) (see fig. 2.6-A). The number of APs in the same location is lower that 10 for most locations, but reaches \( \sim 1000 \) for dense areas such as the University Campuses (see fig. 2.6-B). For this reason, we chose a threshold of 5 m. The AP localization error is below 5m for 50% of APs in the dataset. However, it is important to notice that our work focuses on a specific subset of the APs: Those where individuals stop for more than 10 consecutive minutes, and that, additionally, are seen multiple times. The localization accuracy is higher for these APs. In fact, the more the visits, the largest the number of GPS-APs simultaneous observations (see [74], Figure 2). For example, for 30...
simultaneous observations, the localization error is below 5m for 75% of APs. Note that GPS scans on average every 5 minutes. An example of APs clustering for \( d = 5m \) and \( d = 10m \) is shown in fig. 2.6-C and fig. 2.6-D. We show below that our findings do not depend on the choice of the threshold (see chapter 4). Compared to methods defining stops based on the GPS trajectory [73], this method allows to assign locations a unique id for all users. In the case considered, it works well in all areas, including those that are highly visited and where access points are densely distributed (such as the University Campus, see fig. 2.6). However, the method may not be scalable if much larger populations are considered.

**Temporal Aggregation** Data was aggregated in bins of length 1 min, where for each bin we selected the most likely location.

### 2.3 Lausanne Mobile Data Challenge

Data was collected by the Lausanne data Collection Campaign between October 2009 and March 2011. The campaign involved an heterogeneous sample of \( \sim 185 \) volunteers with mixed backgrounds from the Lake Geneva region (Switzerland), who were allocated smartphones [76]. In this work we used GSM data, that has the highest temporal sampling (\( \sim 60 \) seconds, see fig. 2.2). Following Nokia’s privacy policy, individuals participating in the study provided informed consent [76]. The Lausanne Mobile Data Challenge experiment involves 62% male and 38% female participants, where the age range 22-33 year-old accounts for roughly 2/3 of the population [77].

### 2.4 Reality Mining

The Reality Mining project was conducted from 2004-2005 at the MIT Media Laboratory. It measured 94 subjects using mobile phones over the course of nine months. Of these 94 subjects, 68 were colleagues working in the same building on campus (90% graduate students, 10% staff) while the remaining 26 subjects were incoming students at the university’s business school [72]. An application installed on users’ phones continuously logs location data from cell towers ids at fixed rate sampling (see fig. 2.2). The study was approved by the MIT Committee on the Use of Humans as Experimental Subjects (COUHES). Subjects were provided with detailed information about the type of information captured and provided informed consent [78].

### 2.5 Comparison with Previous Research

Our datasets displays statistical properties consistent with previously analysed data on human mobility.
Figure 2.6: CNS dataset: Different definitions of locations

(A) The boxplots of the maximal distance between pairs of geo-localized APs forming a location, as a function of the threshold $d$ used to merge APs. Boxes are set at the 1st and 3rd quantile, while whiskers at 2.5% and 97.5%. (B) The boxplots of the locations size (number of APs) as a function of the threshold $d$. (C-D) An example of the clustering of APs located within Copenhagen city for thresholds $d = 5m$ (C) and $d = 10m$ (D). Dots correspond to geo-localized APs, colored according to the location they belong to. Note that APs are typically geo-localized outdoor due to poor GPS signal inside buildings [74]. Coloured regions are the convex hulls of the set of APs in a same location. Grey lines are streets. (E-G) Three examples of APs clustering for thresholds $d = 5m$. 
• **Rank-frequency distribution of locations:** The visitation frequency of a location, defined as the fraction of visits to that location, goes with the location rank $r$ as $r^{-\zeta}$, with $\zeta \sim 1$. (fig. 2.7-A). Our result is consistent with [32], where the authors found $f(r) \propto 1/r$, and [46], where it was found $f(r) \propto r^{-1.2}$.

• **Distribution of displacements:** The distribution between consecutive jumps $P(\Delta r)$ has a power law tail (fig. 2.7-B), with exponent $\beta = 1.81$. Gonzalez et. al [32] found $\beta = 1.77$ for the truncated power-law distribution, Song et. al [46] found a power-law tail with exponent $\beta = 1.55$.

• **Growth of the radius of gyration:** Individuals’ total radius of gyration (see [32], SI for definition) growth across time is consistent with the logarithmic growth described in [46](fig. 2.7-C).

• **Distribution of the radius of gyration:** Individuals are distributed heterogeneously with respect to their total radius of gyration measured at the end of the experiment, with the probability distribution $P(r_g)$ (fig. 2.7-D) decaying as a power-law with coefficient $\beta = -1.47$. This is comparable with the results found in [32], $\beta = -1.65$ and [46] $\beta = -1.55$, where both studies relied on CDRs.

• **Returners and explorers:** In accordance with Pappalardo et al. [79], the distribution of $r_g^2/r_g$ is bimodal (fig. 2.8A and B), where $r_g$ is the radius of gyration computed across a window of 20 weeks and $r_g^2$ is the radius of gyration computed within the same window including only the top 2 locations (see [79] for the definition). Hence, within each window, an individual can be categorized as either a returner (if $r_g^2/r_g < 0.5$) or as an explorer (if $r_g^2/r_g > 0.5$). We find that these categorization is stable in time for $\sim 50\%$ of individuals (fig. 2.8D).
Figure 2.7: **Agreement with previous research.** A) The average visitation frequency $f_k$ as a function of a location rank for the four datasets (filled lines) and the power law fit $f_k \propto k^\zeta$, with $\zeta = 1.2$ found in [46] (dashed line). B) CNS dataset: The probability density distribution of jump lengths (in m) between consecutive stop-locations (filled line), and the truncated power-law found as the best fit in [32]. C) CNS dataset: Evolution of the average radius of gyration $r_g$ as a function of time (filled line) and a logarithmic curve $r_g \sim (\log t)^2$ found in [46] as the best fit. D) CNS dataset: The probability density function of individuals final radius of gyration (filled line) and the power-law fit (dashed line) found in [32].

Figure 2.8: **Returners and Explorers Dichotomy in the CNS dataset.** (A) Distribution of $r_g^2/r_S^2$, where $r_g$ is the total radius of gyration and $r_S^2$ is the radius of gyration computed considering only the top 2 locations. These quantities are computed across windows of length 20 weeks for all individuals. (B) Heatmap displaying the joint probability density $p(r_g, r_S^2)$. (C) The joint probability density $p(r_g, r_S^2)$, for $r_g$ and $r_S^2 < 100Km$. (D) Based on the definition in [79], returners have $r_g^2/r_S^2 > 0.5$, while explorers have $r_g^2/r_S^2 < 0.5$. The figure is the histogram of individuals based on the fraction of times they are assigned to the returner category in a window of 20 weeks (blue bars). For our study (see chapter 4), we consider as returners (green shaded area) and explorers (red shaded area) only individuals falling in the same category in at least 75% of time-windows (about 50% of all CNS participants).
Recently, the writer listened to a conversation between two educators who were talking about a survey made on students’ reasons for choosing a certain small college. One educator asked the other to guess the most important reasons. A half dozen were suggested. “You have missed the most important,” was the reply. “It is simply proximity.”

— Samuel A Stouffer [10]

STATISTICS OF DISPLACEMENTS

What are the characteristic properties of human trajectories? Since decades, researchers have tried to provide a statistical description of human motion in order to understand its dynamics and design reliable predictive models.

In this chapter, we review over 40 studies on the statistics of human trajectories (see section 3.1). We show that they disagree, to a large extent, due to the heterogeneity of the considered datasets. In section 3.2, we present the analysis of the trajectories collected by the Copenhagen Networks Study (see section 2.2), that have the best combination of spatio-temporal resolution and sample size among the datasets analysed in the literature to date. Subjects in the experiment are homogeneous with respect to socio-demographic indicators affecting mobility behavior [80], and their displacements are constrained by a similar academic schedule. In the following, we rely on the hypothesis that many statistical properties of mobility are distinctive of human behaviour, and therefore consistent across samples. In fact, several characteristics of CNS students mobility patterns are consistent with previous results. This chapter is based on research published in [I].

3.1 STATE OF THE ART

Trajectories can be understood as series of displacements between locations and pauses at locations, where an individual stops and spends time (fig. 3.1). Thus, the distribution of waiting times (or pause durations), $\Delta t$, between movements and the distribution of distances, $\Delta r$, travelled between pauses are among the most studied statistical properties. In fact, specific probability distributions of distances and waiting times characterise different types of diffusion processes.

Thanks to the recent availability of data used as proxy for human trajectories including mobile phone call records (CDR), location based social networks (LBSN) data, and GPS trajectories of vehicles, these distributions have been widely investigated. There is no agree-
Figure 3.1: **Example of an individual trajectory.** An individual trajectory is composed of pauses (red dots) and displacements (dashed black line). The trajectory shows the positions of one individual across 26 hours. Location is estimated from individual’s WiFi scans as detailed in the text and the data is sampled in 1 min bins. Red dots correspond to locations where the individual spent more than 10 consecutive minutes. The coordinates of these locations have been slightly altered to protect the subject privacy. The map was generated with the Matplotlib Basemap toolkit for Python ([https://pypi.python.org/pypi/basemap](https://pypi.python.org/pypi/basemap)). Map data © OpenStreetMap contributors (License: [http://http://www.openstreetmap.org/copyright](http://www.openstreetmap.org/copyright)). Map tiles by Stamen Design, under CC BY 3.0.

Pioneer studies, based on CDR [32, 46] and banknote records [81], found that the distribution of displacement $\Delta r$ is well approximated by a power-law, $P(\Delta r) \sim \Delta r^{-\beta}$, (or ‘Lévy distribution’[50], as typically $1 < \beta < 3$), and that an exponential cut-off in the distribution may control boundary effects [32]. These findings were confirmed by studies based on GPS trajectories of individuals [49, 51, 82] and vehicles [83, 84], as well as online social networks data [85–87]. It has been noted, however, that power-law behaviour may fail to describe intra-urban displacements [88]. Other analyses, based on online social network data [89–91] and GPS trajectories [92–95] showed that the distribution of displacements is well fitted by an exponential curve, $P(\Delta r) \sim e^{-\lambda \Delta r}$, in particular at short distances. Finally, analyses based on GPS on Taxis [96, 97] suggested that displacements may also obey log-normal distributions, $P(\Delta r) \sim (1/\Delta r) * e^{-(\log \Delta r - \mu)^2/2\sigma^2}$. In Ref. [51], the authors found that this is the case also for single-transportation trips.

Fewer studies have explored the distribution of waiting times between displacements, $\Delta t$, as trajectory sampling is often uneven (e.g., in CDR data location is recorded only when the phone user makes a call or texts, and LBSN data include the positions of individuals...
who actively “check-in” at specific places). Analyses based on evenly sampled trajectories from mobile phone call records [46, 98], and individuals GPS trajectories [49, 82] found that the distribution of waiting times can be also approximated by a power-law. A recent study based on GPS trajectories of vehicles, however, suggests that for waiting times larger than 4 hours, this distribution is best approximated by a log-normal function [52]. Several studies have highlighted the presence of natural temporal scales in individual routines: distributions of waiting times display peaks in that corresponds to the typical times spent home on a typical day (∼14 hours) and at work (∼3 – 4 hours for a part-time job and ∼8 – 9 hours for a full-time job) [43, 98, 99].

Fig. 3.2 and table 3.1 compare distributions obtained using different data sources. The spectrum of results reflects the heterogeneity of the considered datasets (see fig. 3.2). It is known in fact that data spatio-temporal resolution and coverage has an important influence on the results of the analyses performed [100–102].
Figure 3.2: The distribution of displacements $P(\Delta r)$: heterogeneity of results found in the literature. Each horizontal line corresponds to a different dataset. Lines extend from the minimum $\Delta r$ (i.e. the spatial resolution of the data or the minimum value considered for the fit of the distribution), to the maximal length of displacement considered (both in meters). Colours correspond to the model fitting $P(\Delta r)$ according to the study reported at the end of each line. If the distribution is not unique, but varies for different ranges of $\Delta r$, the line is divided in segments. Lines are marked with ‘*’ if the corresponding data is modelled as a sequence of two distributions of the same type with different parameters, for different ranges $\Delta r$. Refs [32, 51, 93, 103] analyse more than one dataset. In [88] the authors analyse the same dataset for different ranges $\Delta r$. A more detailed table is presented in section “Related Work”.
Table 3.1: Distribution of waiting times and displacements: a comparison of over 30 datasets on human mobility

The table reports for each dataset: the reference to the journal article/book where the study was published, the type of data (LBSN stands for Location Based Social Networks, CDR for Call Detail Record), the number $N$ of individuals (or vehicles in the case of car/taxi data) involved in the data collection, the duration of the data collection ($M \rightarrow$ months, $Y \rightarrow$ years, $D \rightarrow$ days, $W \rightarrow$ weeks), the range of spatial displacements considered $x_{\text{min}} - x_{\text{max}}$, the shape of the probability distribution of displacements $P(\Delta x)$ with the corresponding parameters, the temporal sampling $\delta t$ ($u$ stands for uneven), the shape of the distribution of waiting times $P(\Delta t)$ with the corresponding parameters.

<table>
<thead>
<tr>
<th>Data type</th>
<th>N</th>
<th>Dur.</th>
<th>$x_{\text{min}}$</th>
<th>$x_{\text{max}}$</th>
<th>$P(\Delta x)$</th>
<th>$\delta t$</th>
<th>$P(\Delta t)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>[46] (D1)</td>
<td>CDR 3.0 - $10^6$</td>
<td>1 Y</td>
<td>1 km $10^2$ km</td>
<td>$\text{Power Law}$</td>
<td>$\beta = 1.55$</td>
<td>$\Delta t_0 = 0.00$</td>
<td>$k = 100.00$</td>
</tr>
<tr>
<td>[46] (D2)</td>
<td>CDR $10^3$</td>
<td>2 W</td>
<td>1 km $10^2$ km</td>
<td>$\text{Power Law}$</td>
<td>$\beta = 1.80$</td>
<td>$\Delta t_0 = 0.00$</td>
<td>$k = 17.00$</td>
</tr>
<tr>
<td>[32] (D1)</td>
<td>CDR $10^2$</td>
<td>6 M</td>
<td>1 km $10^3$ km</td>
<td>$\text{Power Law}$</td>
<td>$\beta = 1.75$</td>
<td>$\Delta t_0 = 1.50$</td>
<td>$k = 400.00$</td>
</tr>
<tr>
<td>[32] (D2)</td>
<td>CDR 206</td>
<td>1 W</td>
<td>1 km 500 km</td>
<td>$\text{Power Law}$</td>
<td>$\beta = 1.75$</td>
<td>$\Delta t_0 = 1.50$</td>
<td>$k = 80.00$</td>
</tr>
<tr>
<td>[81]</td>
<td>Bills 4.6 - $10^5$ bills</td>
<td>1.39 Y</td>
<td>$10^2$ m $10^2$ km</td>
<td>$\text{Power Law}$</td>
<td>$\beta = 1.59$</td>
<td>$\Delta t_0 = 0.00$</td>
<td>$k = \infty$</td>
</tr>
<tr>
<td>[82] (Geolife)</td>
<td>GPS 165</td>
<td>3.42 Y</td>
<td>$10^3$ m $10^4$ km</td>
<td>$\text{Power Law}$</td>
<td>$\beta = 1.25$</td>
<td>$\Delta t_0 = 0.00$</td>
<td>$k = \infty$</td>
</tr>
<tr>
<td>[51] (MDC)</td>
<td>GPS 200</td>
<td>1.50 Y</td>
<td>$10^2$ m $10^4$ km</td>
<td>$\text{Power Law}$</td>
<td>$\beta = 1.98$</td>
<td>$\Delta t_0 = 0.00$</td>
<td>$k = \infty$</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Data type</th>
<th>N</th>
<th>Dur.</th>
<th>$x_{\text{min}}$</th>
<th>$x_{\text{max}}$</th>
<th>$P(\Delta x)$</th>
<th>$\delta t$</th>
<th>$P(\Delta \Omega)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>[51] (Geolife)</td>
<td>GPS</td>
<td>182</td>
<td>5.00 Y</td>
<td>10$^2$ m</td>
<td>10$^4$ km</td>
<td>Power Law</td>
<td>5 sec</td>
</tr>
<tr>
<td>[49]</td>
<td>GPS</td>
<td>44</td>
<td>5 M</td>
<td>10 m</td>
<td>10 km</td>
<td>Power Law</td>
<td>10 sec</td>
</tr>
<tr>
<td>[83]</td>
<td>Taxi</td>
<td>50</td>
<td>6 M</td>
<td>10 m</td>
<td>10$^4$ km</td>
<td>Power Law</td>
<td>10 sec</td>
</tr>
<tr>
<td>[84]</td>
<td>Taxi</td>
<td>6.7 · 10$^3$</td>
<td>1 W</td>
<td>1 km</td>
<td>10$^2$ km</td>
<td>Power Law</td>
<td>u</td>
</tr>
<tr>
<td>[85]</td>
<td>Flickr</td>
<td>4.0 · 10$^4$</td>
<td></td>
<td>1 km</td>
<td>10$^4$ km</td>
<td>Power Law</td>
<td>u</td>
</tr>
<tr>
<td>[86]</td>
<td>LBSN</td>
<td>2.2 · 10$^3$</td>
<td>1.25 Y</td>
<td>1 km</td>
<td>500 km</td>
<td>Power Law</td>
<td>u</td>
</tr>
<tr>
<td>[87]</td>
<td>Twitter</td>
<td>1.3 · 10$^7$</td>
<td>1 Y</td>
<td>1 km</td>
<td>10$^2$ km</td>
<td>Power Law</td>
<td>u</td>
</tr>
<tr>
<td>[88]</td>
<td>LBSN</td>
<td>9.2 · 10$^5$</td>
<td>6 M</td>
<td>1 km</td>
<td>3200 km</td>
<td>Power Law</td>
<td>u</td>
</tr>
<tr>
<td>[88] (intracity)</td>
<td>LBSN</td>
<td>9.2 · 10$^5$</td>
<td>6 M</td>
<td>10 m</td>
<td>10$^2$ km</td>
<td>Power Law (&quot;poor&quot;)</td>
<td>u</td>
</tr>
<tr>
<td>[89]</td>
<td>LBSN</td>
<td>2.6 · 10$^5$</td>
<td>1 M</td>
<td>10 m</td>
<td>50 km</td>
<td>Exponential</td>
<td>u</td>
</tr>
<tr>
<td>[90]</td>
<td>LBSN</td>
<td>5.0 · 10$^5$</td>
<td>1 M</td>
<td>1 km</td>
<td>4000 km</td>
<td>Exponential</td>
<td>u</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Data type</th>
<th>N</th>
<th>Dur.</th>
<th>$x_{\text{min}}$</th>
<th>$x_{\text{max}}$</th>
<th>$P(\Delta x)$</th>
<th>$\delta t$</th>
<th>$P(\Delta t)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>[91]</td>
<td>Twitter</td>
<td>$1.6 \cdot 10^5$</td>
<td>1.58 Y</td>
<td>10 m</td>
<td>$10^4$ km</td>
<td>0.01 - 0.1 km</td>
<td>Exponential</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[92]</td>
<td>Taxi</td>
<td>803</td>
<td>1.25 Y</td>
<td>1 km</td>
<td>$10^2$ km</td>
<td>0 - 15 km</td>
<td>Exponential</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[93] (D1)</td>
<td>Taxi</td>
<td>$10^4$</td>
<td>3 M</td>
<td>1 km</td>
<td>$10^2$ km</td>
<td>1 - 20 km</td>
<td>Exponential</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[93] (D2)</td>
<td>Taxi</td>
<td>$10^4$</td>
<td>2 M</td>
<td>1 km</td>
<td>$10^2$ km</td>
<td>1 - 20 km</td>
<td>Exponential</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[94]</td>
<td>Taxi</td>
<td>$6.6 \cdot 10^3$</td>
<td>1 W</td>
<td>2 km</td>
<td>20 km</td>
<td>Exponential</td>
<td>$k=[3.96-13.89]$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[95]</td>
<td>Taxi</td>
<td>$1.0 \cdot 10^4$</td>
<td>1 M</td>
<td>600 m</td>
<td>10 km</td>
<td>Exponential</td>
<td>29 min</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[104]</td>
<td>Travel cards</td>
<td>$2.0 \cdot 10^6$</td>
<td>1 Y</td>
<td>$10^7$ m</td>
<td>50 km</td>
<td>Lognormal</td>
<td>$\mu=9.28$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[96]</td>
<td>Taxi</td>
<td>$3.0 \cdot 10^4$</td>
<td>1.69 Y</td>
<td>1 km</td>
<td>$10^3$ km</td>
<td>Lognormal</td>
<td>$\mu=[0.70-1.30]$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[97]</td>
<td>Taxi</td>
<td>$1.1 \cdot 10^3$</td>
<td>6 M</td>
<td>10$^2$ m</td>
<td>30 km</td>
<td>Lognormal</td>
<td>$\mu=0.38$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Data type</th>
<th>N</th>
<th>Dur.</th>
<th>$x_{\text{min}}$</th>
<th>$x_{\text{max}}$</th>
<th>$P(\Delta x)$</th>
<th>$\delta t$</th>
<th>$P(\Delta t)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>[98] Surveys</td>
<td>$10^4$</td>
<td>1 Y</td>
<td>0.49</td>
<td>1.45</td>
<td>self reported</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[34] Private cars</td>
<td>$7.8 \cdot 10^5$</td>
<td>1 M</td>
<td>1 km</td>
<td>500 km</td>
<td>Superimposition Poisson</td>
<td>0 sec</td>
<td></td>
</tr>
<tr>
<td>[43] Travel cards</td>
<td>626</td>
<td>3 M</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[99] Private cars</td>
<td>$3.5 \cdot 10^4$</td>
<td>1 M</td>
<td>300 m</td>
<td>$10^2$ km</td>
<td>Polynomial</td>
<td>10 sec</td>
<td></td>
</tr>
<tr>
<td>[36] Private cars</td>
<td>$7.5 \cdot 10^4$</td>
<td>1 M</td>
<td>1 km</td>
<td>500 km</td>
<td>Power Law</td>
<td>30 sec</td>
<td>0.98</td>
</tr>
<tr>
<td>[53] Travel Diaries</td>
<td>230</td>
<td>1 M</td>
<td>1 km</td>
<td>400 km</td>
<td>Power Law</td>
<td>self reported</td>
<td></td>
</tr>
<tr>
<td>[105] Taxi</td>
<td>1 D</td>
<td>200 m</td>
<td>$10^3$ km</td>
<td></td>
<td>Power Law</td>
<td>2.70</td>
<td>0.00</td>
</tr>
<tr>
<td>[103] (D1) CDR</td>
<td>$1.3 \cdot 10^6$</td>
<td>1 M</td>
<td>1 km</td>
<td>200 km</td>
<td>Power Law</td>
<td>2.02</td>
<td>u</td>
</tr>
<tr>
<td>[103] (D2) CDR</td>
<td>$6 \cdot 10^6$</td>
<td>1 M</td>
<td>1 km</td>
<td>500 km</td>
<td>Power Law</td>
<td>1.75</td>
<td>u</td>
</tr>
<tr>
<td>[103] (D3) CDR</td>
<td>4 Y</td>
<td>1 km</td>
<td>$10^2$ km</td>
<td></td>
<td>Power Law</td>
<td>1.80</td>
<td>u</td>
</tr>
</tbody>
</table>

Concluded
First, the datasets considered have different spatial resolution and coverage, and few studies have so far considered the whole range of displacements occurring between \( \sim 10 \) and \( 10^7 \) m (10000 km) (fig. 3.2). The analysis presented below suggests that constraining the study to a specific distance range may result in different interpretations of the distributions. Another difference concerns the temporal sampling in the datasets analysed so far. Uneven sampling typical of CDR and LBSN data (i) does not allow to distinguish phases of displacement and pause, since individuals could be active also while transiting between locations, and (ii) may fail to capture patterns other than regular ones [47, 48], because individuals’ voice-call/SMS/data activity may be higher in certain preferred locations. Finally, studies focusing on displacements effectuated using one or several specific transportation modality (private car [52, 106], taxi [95], public transportation [104], or walk [49]) capture only a specific aspect of human mobility behaviour.

### 3.2 A Multi-Scale Analysis

In this section, we present the analysis of the mobility trajectories collected by the Copenhagen Networks Study (see section 2.2). Individual trajectories have spatial resolution of \( \sim 10 \) m, even sampling every \( \sim 16 \) s, and they span more than \( 10^7 \) m. Previous studies with comparable spatial coverage (fig. 3.2) relied on single-transportation modality data [83], unevenly sampled data [91], or small samples (32 individuals in Ref. [82]). To our knowledge, the Copenhagen Networks Study data has the best combination of spatio-temporal resolution and sample size among the datasets analysed in the literature to date.

We consider an individual to be pausing when he/she spends at least 10 consecutive minutes in the same location, and moving in the complementary case. In the following, we refer to locations as places where individuals pause. The distribution of displacements is robust with respect to variations of the pausing parameter (see appendix A.1 for the results obtained with 15 and 20 minutes pausing).

We start by considering the three distributions most frequently reported in the literature (table 3.1), namely

- **The log-normal distribution** of a random variable \( x \), with parameters \( \sigma \) and \( \mu \), defined for \( \sigma > 0 \) and \( x > 0 \), with probability density function:

  \[
  P(x) = \frac{1}{\sqrt{2\pi}\sigma x} e^{-\frac{(\log x - \mu)^2}{2\sigma^2}}
  \] (3.1)
• The Pareto distribution (i.e. power-law) of a random variable \( x \), with parameter \( \beta \), defined for \( x \geq 1 \), and \( \beta > 1 \), with probability density function:

\[
P(x) = (\beta - 1) (x)^{-\beta}
\]  

(3.2)

• The exponential distribution of a random variable \( x \), with parameter \( \lambda \), where \( x \geq 0 \), and \( \lambda > 0 \), with probability density function:

\[
P(x) = \lambda e^{-\lambda x}
\]  

(3.3)

In eq. (3.2) the probability density can be shifted by \( x_0 \) and/or scaled by \( s \), as \( P(x) \) is identically equivalent to \( P(y)/s \), with \( y = (x - x_0)/s \).

In eq. (3.1), and eq. (3.3), \( P(x) \) is identically equivalent to \( P(y) \), with \( y = (x - x_0) \). In this work, the shift \( (x_0) \) and scale \( (s) \) parameters are considered as additional parameters to take into account the data resolution. With few exceptions, the results presented below hold also imposing no shift, \( x_0 = 0 \) (see appendix A.1). Note also that Pareto distributions with exponential cut-off (or truncated Pareto) are considered below (see also table 3.1).

3.2.1 Distribution of displacements

We start our analysis by investigating the distribution of displacements between consecutive stop-locations \( P(\Delta r) \). First, we consider the overall distribution of the displacements \( \Delta r \) using all available data (851 individuals over 25 months). We find that \( P(\Delta r) \) is best described by a log-normal distribution (eq. (3.1)) with parameters \( \mu = 6.78 \pm 0.07 \) and \( \sigma = 2.45 \pm 0.04 \), which maximises Akaike Information Criterion [107] — among the three models considered — with Akaike weight \( \sim 1 \) (fig. 3.3, see also appendix A.1).

Second, we investigate if this results holds also for sub-samples of the entire dataset. We bootstrap data 1000 times for samples of 200 and 100 individuals, and we verify that the best distribution is log-normal for all samples, and the average parameters inferred through the bootstrapping procedure are consistent with the parameters found for the entire dataset (see appendix A.1). In fact, the errors on the value of the parameters reported above are computed by bootstrapping data for samples of 100 randomly selected individuals. This analysis ensures homogeneity within the population considered, and takes into account also that often smaller sample sizes were analysed in previous literature.

Third, we zoom in to the individual level. We find that the individual distribution of displacements is best described by a log-normal function for 96.2% of individuals. The best distribution is the Pareto
distribution for 1.4%, and exponential for the remaining 2.4%. However, the number of data points per individual tend to be significantly lower in group of individuals exhibiting Pareto or exponential distributions, so that one should be cautious in interpreting the observed deviations from a log-normal distribution. fig. 3.4 reports the histogram of the individual $\mu$ parameters for the 96.2% of the population that is best described by a log-normal distribution, along with three examples of individual distributions.

Finally, we look at large $\Delta r$ in order to compare our results with precedent studies relying on data with larger spatial resolution. We find that limiting the analysis to large values of $\Delta r$ results in the selection of a Pareto distribution (eq. (3.2)). We identify the threshold $\Delta r^* = 7420$ m as the minimal resolution for which the best fit in $\Delta r^* < \Delta r < 10^7$ m is Pareto with coefficient $\beta = 1.81 \pm 0.03$ and not log-normal. By bootstrapping 1000 times over samples of 100 individuals we find that $\Delta r^* = 7488.3 \pm 328.2$ m. Thus, power-law distributions describe mobility behaviour only for large enough distances, while mobility patterns including distances smaller than 7420 m are better described by log-normal distributions.

3.2.2 Distribution of waiting times

We now analyse the distribution of waiting times between displacements. The best model describing the distribution of waiting times over all individuals is the log-normal distribution (eq. (3.1), fig. 3.5,
Figure 3.4: Distribution of individual displacements. A) Frequency histogram of 96.2% of individuals for which the individual distribution of displacement is log-normal, according to the value of the log-normal fit coefficient $\mu$. B-C-D) Examples of the distribution of displacements $P(\Delta r)$ of three individuals $i_1$ (B), $i_2$ (C), $i_3$ (D) (dotted line), with the corresponding log-normal fit (dashed line). The value of the fit coefficients $\mu$ and $\sigma$ are reported in each subfigure.
see also appendix A.1), with parameters $\mu = -0.42 \pm 0.04$, $\sigma = 2.14 \pm 0.02$. As above, errors are found by bootstrapping over samples of 100 individuals. Also, by bootstrapping we find that the log-normal distribution is the best descriptor for samples of 200 and 100 randomly selected individuals (see appendix A.1). As in the case of displacements, we find that restricting the analysis to large values of our observable $\Delta t$, and specifically considering only $\Delta t > \Delta t^* = 13$ h, results in the selection of the Pareto distribution (eq. (3.2), see fig. 3.5), with coefficient $\beta = 1.44 \pm 0.01$. We find by averaging over 100 samples of 200 individuals that $\hat{\Delta t^*} = 13.01 \pm 0.12$. Note that the log-normal distribution is selected as the best model also when the analysis is restricted to $\Delta t < \Delta t^*$.

The distribution of waiting times shows also the existence of “natural time-scales” of human mobility. We detect local maxima of the distribution at 14, 39, 64, and 89 hours. Hence, 14 hours is the typical amount of time that students in the experiment spent home every day, in agreement with previous analyses on human mobility [43, 98, 99]. Other peaks appear for intervals $\Delta t \approx 14 + n \cdot 24$, with $n = \{2, 3, \ldots\}$, suggesting individuals spend several days at home. Notice also that the distribution we consider is limited to $\Delta t < 5$ days, an interval much shorter than the observation time-window (about 2 years), a fact that guarantees the absence of possible spurious effects [102]. This limit is imposed to control the cases in which students leave their phones home. The upper bound is arbitrarily set to 5 days; however, we have verified that results are consistent with respect to
variations of this choice, including considering periods shorter than 100 hours.

3.2.3 Distribution of displacements between discoveries

Log-normal features also characterise patterns of exploration. We consider the temporal sequence of stop-locations that individuals visit for the first time — in our observational window — and characterise the distributions of displacements between these ‘discoveries’. We find that the distribution of distances between consecutive discoveries $P(\Delta r)$ is best described as a log-normal distribution with parameters $\mu = 6.59 \pm 0.02$, $\sigma = 1.99 \pm 0.01$, (fig. 3.6, see also appendix A.1). For $\Delta r > 2800$ m, the best model fitting the distribution of displacements is the Pareto distribution with coefficient $\beta = 2.07 \pm 0.02$. This results are verified by bootstrapping (see appendix A.1).

3.2.4 Correlations between pauses and displacements

We further investigate the properties of individual trajectories by analysing the correlations between the distance $\Delta r$ and the duration $\Delta t_{\text{disp}}$ characterising a displacement and the time $\Delta t$ spent at destination. fig. 6.8A shows a positive correlation between $\Delta r$ and $\Delta t_{\text{disp}}$ for $\Delta r \gtrsim 300$ m $(p < 0.01)$. As $\Delta r$ is the distance between the displacement origin and destination, the absence of correlation at short distances could be due to individuals not taking the fastest route. A positive correlation char-
Correlations between displacements and pauses. A) The duration $\Delta t_{\text{disp}}$ of a displacement vs the distance $\Delta r$ between origin and destination. The blue line is the median value of $\Delta r$ and $\Delta t_{\text{disp}}$ computed within log-spaced 2-dimensional bins. The filled blue area corresponds to the 25-75 percentile range. The value of the Pearson correlation coefficient within the shaded grey area indicates a positive correlation, with $p$-value < 0.01. The dashed line is a power-law function with coefficient $\beta$, as a guide for the eye. B) The waiting time $\Delta t$ at destination vs the distance $\Delta r$ between origin and destination. The blue line is the median value of $\Delta r$ and $\Delta t$ computed within log-spaced 2-dimensional bins. The filled blue area corresponds to the 25-75 percentile range. The value of the Pearson correlation coefficient within the shaded grey area indicates a positive correlation, with $p$-value < 0.01. The dashed line is a power-law function with coefficient $\beta$, as a guide for the eye.

characterises also the distance $\Delta r$ covered between origin and destination and the waiting time at destination for distances $30 \text{m} \lesssim \Delta r \lesssim 10^4 \text{m}$ ($p < 0.01$). Instead, the correlation is negative for distances larger than $5 \times 10^4 \text{m}$ (fig. 6.8B). This could suggest that individuals break long trips with short pauses. We have verified that these results hold also when individuals’ most important locations (typically including university and home) are removed from the trajectory, implying that these correlations are not dominated by daily commuting.

3.2.5 Further analysis: Selection of the best model among 68 distributions

In the previous sections we have restricted the analysis of the distributions of displacements and waiting times to the three functional forms that are most frequently found in the literature. We now repeat the
selection procedure considering a list of 68 models (see appendix A.1 for the list of distributions) in order to confirm the results described above.

The distributions of displacements and displacements between discoveries are best described by log-normal distributions also when the choice is extended to 68 models, and tails (respectively for $\Delta r > \Delta r^* = 7420$ m and $\Delta r > \Delta r^* = 2800$ m) are better modelled as generalised Pareto distribution, with form:

$$P(x) = (1 + \xi x)^{-\frac{1}{\xi} - 1}$$

where $\xi$ is the parameters of the model, such that $x \geq 0$ if $\xi \geq 0$, and $0 \leq x \leq -\frac{1}{\xi}$ if $\xi < 0$.

The best model selected for the whole distribution of waiting time among the 68 models considered is a gamma distribution, defined for $x \in (0, \infty)$, $k > 0$ and $\theta > 0$ as:

$$P(x) = \frac{1}{\Gamma(k)\theta^k} x^{k-1} e^{-\frac{x}{\theta}}$$

where $\Gamma(z) = \int_0^\infty x^{z-1} e^{-x} dx$. Although the gamma distribution is the best model for the distribution of waiting times (see appendix A.1 for the result of the fit), the presence of natural scales could indicate that the whole distribution may be better described as the composition of several models.

3.3 Summary

In this chapter, we have presented a comprehensive review of over 40 studies analysing the distributions of human trajectories, showing there is large disagreement among them, due to the difference in data collection and resolution. Then, using high resolution data collected by the Copenhagen Networks Study (see section 2.2), we have characterised human mobility patterns across a wide range of scales. We have shown that both the distribution of displacements and waiting times between displacements are best described by a log-normal distribution. We found, however, that power-law distributions are selected as the best model when only large spatial or temporal scales are considered, thus explaining (at least partially) the disagreement between previous studies. We also showed that log-normal distributions characterise the distribution of displacements between discoveries, implying that this property is not a simple consequence of the stability of human mobility but a characteristic feature of human behaviour. Finally, we have shown that there exist correlations between displacements’ length and the waiting time at destination.

The heavy tailed nature of human mobility has been attributed to various factors, including differences between individual trajectories [108], search optimisation [56–59], the hierarchical organisation
of the streets network [109] and of the transportation system [51–53]. Given that individuals involved in the CNS experiment mostly live in cities, all these factors could contribute to explain why the distribution of displacements of the CNS dataset is heavy-tailed. On the other hand log-normal distributions can result from multiplicative [110] and additive [111] processes and describe the inter-event time of different human activities such as writing emails, commenting/voting on online content [112] and creating friendship relations on online social networks [113]. Instead, the distribution of inter-event time in mobile-phone call communication activity can be described as the composition of power-laws [114–116], a feature attributed to the existence of characteristic scales in communication activity such as the time needed to answer a call, as well as the existence of circadian, weakly and monthly patterns. We also find clear signatures of circadian patterns, which could indicate that the whole distribution may be better described as the composition of several models. However, in our case the best description for times including $\Delta t < \Delta t^*$ is the gamma distribution, which thus is selected both when the whole range of scales is considered and when the analysis is restricted to short times.

Our results come from the analysis of a sample of $\sim 850$ University students, which of course represent a very specific sample of the whole population. Nevertheless, it is worth noting that many statistical properties of CNS students mobility patterns are consistent with previous results, such as the distribution of the radius of gyration, the Zipf-like behaviour of individual locations frequency-rank plot, and the power-law tail of the distribution of displacements ($\beta = 1.81 \pm 0.03$ vs. $\beta = 1.75 \pm 0.15$ of [32]) (Details are reported in chapter 2).

While identifying the mechanism responsible for the observed mobility patterns is beyond the scope of the present work, we anticipate that a more complete spatio-temporal description of human mobility will help us develop better models of human mobility behaviour [52, 117]. Our findings can also help the understanding of phenomena such as the spreading of epidemics at different spatial resolutions, since the nature of heterogeneous waiting times between displacements have a major impact on the spreading of diseases [118].
Life becomes an astronomically large series of small events, most of which are routine and some of which represent very critical gates.
— Torsten Hägerstråand [5]

LONG-TERM VISITATION PATTERNS

How do humans allocate time among different locations? Since the beginning of the 20th century, this question has intrigued sociologists, anthropologists, psychologists, economists and geographers. Only recently, the availability of passively collected trajectories has allowed to characterize and model human visitation patterns at high resolution. In this chapter, we present a brief overview of these recent experimental studies. We show that the existing literature had focused on patterns recurring within short time periods, typically less than six months. Then, we present our research (see also [II]), where we analyse visitation patterns of ∼ 40000 individuals to study changes in human mobility in an entirely new regime, characterized by the slowly-evolving dynamics taking place on longer time-scales.

4.1 STATE OF THE ART: THE DAILY AND WEEKLY TIME-SCALES

The theoretical foundations of research on time-space allocation lie primarily in time geography [5]. From the 1970s, time-geographers recognized the role of cultural, social and legal constraints on the space-time fixity of daily activities [5, 119, 120]. Their researches were based on experimental studies relying mostly on self-reported travel diaries. Recent studies based on digital traces including mobile phone records [45, 60], online location-based social networks [35, 86, 88, 121, 122], and GPS location data of vehicles [36, 83, 93, 99, 123, 124] have confirmed that individuals universally exhibit a markedly regular pattern characterized by few locations where they return regularly [79, 125] and predictably [46]. However, the observed regularity mainly concerns human activities taking place at the daily [98, 126] or weekly [45, 60, 86] time-scales, such as commuting between home and office [45, 48, 60, 61], pursuing habitual leisure activities, and socializing with established friends and acquaintances [35]. Thus, while the role played by slowly occurring changes on the evolution of individuals’ social relationships has been widely investigated [127–134], their effects on human mobility behavior are not well understood and not included in most available models [7, 46, 109, 135–139].
In this chapter, we present a study of individuals’ routines across months and years. Our research is based on the analysis of ~40,000 high resolution mobility trajectories of two samples of individuals measured for at least 12 months (see table 2.1): the users of the Lifelog mobile application, traced over 19 months, and the participants in the Copenhagen Networks Study (CNS) [70], spanning 24 months. Results were corroborated with data from two other experiments with fixed rate temporal sampling, but lower spatial resolution and sample size (table 2.1): the Lausanne Data Collection Campaign (MDC), lasted for 19 months [71, 76] and the Reality Mining dataset (RM) [72, 140], spanning 10 months.

Our datasets rely on different types of location data and collection methods (see chapter 2), but share the high spatial resolution and temporal sampling necessary to capture mobility patterns beyond highly regular ones such as home-work commuting [47].

All the datasets considered display statistical properties consistent with those reported in previous studies focusing on larger samples but shorter timescales [32, 46] (see also section 2.5), and their temporal resolution and duration make them ideal for investigating the evolution of individual geo-spatial behaviours on longer timescales. Moreover, three of the datasets considered (CNS, MDC, RM) include also information on individuals’ interactions across multiple social channels (phone calls, sms, Facebook, see also chapter 2), allowing us to connect individuals’ spatial and social behaviours across long timescales. Two of the datasets (CNS and RM) consist of the trajectories of university students (CNS, RM) and faculty members (RM). These subjects are homogeneous with respect to socio-demographic indicators affecting mobility behaviour [80], and their displacements are constrained by a similar academic schedule. Notwithstanding this possible source of bias, all results presented below hold for the four considered datasets.

4.2.1 Individuals’ set of visited locations grows with characteristic sub-linear exponent.

When initiating a transition from a place to another, individuals may either choose to return to a previously visited place, or explore a new location. To characterize this exploration-exploitation trade-off, we represent individual geo-spatial trajectories as sequences of locations, where ‘locations’ are defined as places where participants in the study stopped for more than 10 minutes (fig. 4.1A, see also chapter 2). CNS locations’ typical extent after pre-processing matches that of places like commercial activities, metro stations, classrooms and other areas within the University campus (see fig. 2.6). Despite the
differences in data spatial resolution, the number of unique locations visited weekly is comparable among all 4 datasets.

A first question concerning the long term exploration behaviour of the individuals is whether an individual’s set of known locations continuously expands, or saturates over time. We find that the total number of unique locations $L_i(t)$ an individual $i$ has discovered up to time $t$ grows as $L_i \propto t^{\alpha_i}$ (fig. 4.1B), and that individuals’ exploration is homogeneous across the populations studied, with $\alpha_i$ peaked around $\pi$ (Lifelog: $\pi = 0.73$, CNS: $\pi = 0.61$, MDC: $\pi = 0.69$, RM: $\pi = 0.76$) (fig. 4.1C). This sub-linear growth occurs regardless of how locations are defined or when in time the measurement starts (see fig. B.8). This behavior is a characteristic signature of Heaps’ law \[141\], and consistent with findings from previous studies focusing on shorter timescales [46].

4.2.2 In spite of exploration the number of familiar locations is constant

. We also find that, while continually exploring new places, individuals allocate most of their time among a small subset of all visited locations (see appendix B.1), in agreement with previous research on human mobility behavior [46, 79, 125] and time-geography [5, 142–145]. Hence, at any point in time, each individual is characterized by a set of familiar locations within which she visits as a result of her daily activities [143, 146]. Operationally, we define it as the set $S_i(t) = \{\ell_1, \ell_2, ..., \ell_k, ... \ell_C\}$ of locations $\ell_k$ that individual $i$ visited at least twice and where she spent on average more than 10 minutes/week during a time-window of 20 consecutive weeks preceding time $t$. Typical locations visited repeatedly but for short periods of time correspond to shops/commercial activities or to transportation hubs. The results presented below are robust with respect to variations of this definition, such as changes of the time-window size or the definition of a location (see appendix B.1).

Thus, individuals continually explore new places yet they are loyal to a limited number of familiar ones. But how does discovery of new places affect an individual’s set of familiar locations? We find that the average probability $\overline{P}$ that a newly discovered location will enter in the set stabilizes at $\overline{P}$ (CNS: $\overline{P} = 15\%$, Lifelog: $\overline{P} = 7\%$, MDC: $\overline{P} = 15\%$, RM: $\overline{P} = 20\%$) over the long term, indicating that individuals’ sets of familiar locations are inherently unstable and new locations are continually added. However, over time individuals may also cease to visit certain familiar locations. The balance between newly added and dismissed locations is captured by the temporal evolution of the set, which we characterize by the location capacity and net gain. We define location capacity $C_i$ as the number of an individual’s familiar locations, at any given moment. Operationally, it is computed as the size of the activity set. The net gain $G_i$ is defined as the difference
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Figure 4.1: **Familiar locations and exploration.** (A) An example of an individual’s mobility trace. The visiting temporal pattern of the six most visited locations are shown (Loc1, ..., Loc6) along with the black trace including all visits to these 6 locations (Loc1-6). (B) Total number of discovered locations in time. The figure shows the average across users for each dataset (coloured filled lines), and a power-law fitting function (dashed lines) with exponent $\alpha$. (C) The probability density functions of individuals’ power-law fit coefficients for different datasets (coloured filled lines) are peaked around their average value. (D) Example of an individual’s set of familiar locations. Locations are represented as pins on a map. The six most visited locations are displayed as larger pins using the same color scheme of panel A. The light orange area shows the city of Copenhagen.
between the number of locations that are respectively added \((A_i)\) and removed \((D_i)\) from the activity set at a specific time, hence \(G_i = A_i - D_i\). Note that a location is removed from the activity set at time \(t\) if it is not visited multiple times and for more than 10 minutes/week in the 20 weeks preceding \(t\). fig. 4.A shows the evolution of the average capacity \(\overline{C}\) for the populations considered, normalized to account for the effects due to different data collection methods (see chapter 2).

We find that \(\overline{C}\) is constant in time, with a linear fit of the form \(\overline{C} = a + b \cdot t\) yielding \(b\) not significantly different than \(0\) (Lifelog: \(b = 0.0013 \pm 0.0040\), CNS: \(b = -0.0024 \pm 0.0025\), MDC: \(b = 0.0003 \pm 0.0032\), RM: \(b = 0.0044 \pm 0.0189\)). Analogously, a power-law fit of the form \(\overline{C}(i) \propto t^\beta\) yields \(\beta\) consistent with \(0\) (Lifelog: \(5 \cdot 10^{-4} \pm 3 \cdot 10^{-2}\), CNS: \(-2 \cdot 10^{-3} \pm 4 \cdot 10^{-2}\), MDC: \(-2 \cdot 10^{-4} \pm 3 \cdot 10^{-3}\), RM: \(4 \cdot 10^{-3} \pm 2 \cdot 10^{-2}\)), suggesting a linear relationship between \(t\) and \(\overline{C}\). As a further control, we performed a multiple hypothesis test with false discovery rate correction to compare the averages of the capacity distribution at different times (see appendix B.1). We find no evidence for rejecting the hypothesis that the average capacity does not change in time. Additionally, we find that the spatial extent of the set of familiar locations, measured by its radius of gyration \([32]\), is on average constant in time (see appendix B) under the two tests above. Thus, despite individual set of familiar locations evolving over time, the average location capacity is a conserved quantity.

### 4.2.3 Conservation of location capacity holds for individuals.

The conservation of the average location capacity may result from either (i) each individual maintaining a stable number of familiar locations over time or (ii) a substantial heterogeneity of the populations considered, with certain individuals shrinking their set of familiar locations and other expanding theirs. We test the two hypotheses by measuring the individual average net gain across time \(\langle G_i \rangle\) and its standard deviation \(\sigma_{G_i}\). If a participant’s average gain is closer than one standard deviation from \(0\), hence \(|\langle G_i \rangle|/\sigma_{G_i} < 1\), then the net gain is consistent with \(\langle G_i \rangle = 0\). If this is true for the majority of individuals, the location capacity is conserved at the individual level and hypothesis (i) holds. If, on the other hand, \(|\langle G_i \rangle|/\sigma_{G_i} \geq 1\), the individual capacity must either increase or decrease in time, supporting hypothesis (ii). We find that hypothesis (i) holds for most individuals (Lifelog: 99.39%, CNS: 97.44%, MDC: 95.42%, RM: 87.80%) (fig. 4.C-E; see also appendix B.1). For the large majority of each population, the average net gain of familiar locations added or removed at any instant of time is not significantly different from \(0\), hence their individual capacity is conserved. Also, we find that the individual capacity has low variability with the ratio between the average individual capacity and its standard deviation typically limited below 30% (Lifelog: 30%,
CNS: 28%, MDC: 27%, RM: 14%), demonstrating that fluctuations of the capacity are relatively small.

**Fixed size capacity is not a consequence of time constraints.** These results indicate that each individual is characterized by a fixed-size but evolving set of familiar locations. We find that the typical size of the set saturates at $\sim 25$ for increasingly larger values of the time-window defining this set (see appendix B.1). This value is consistent across all 4 samples, prior rescaling to account for the differences in time coverage. Individuals’ values are homogeneously distributed around the sample mean (fig. 4.2B, see also appendix B.1), and it is worth noting that the so-called explorers [79] have significantly higher capacity than the so-called returners [79] (see appendix B).

To interpret the information contained in the measured value of the location capacity, we randomize the temporal sequences of locations in two ways, preserving routines of individuals only up to the daily level. After breaking individual time series into modules of 1 day length, (a) we randomize individual timeseries preserving the module/day units (local randomizations) or (b) we create new sequences by assembling together modules extracted randomly by the whole set of individual traces (global randomization) (see appendix B.1). Due to the absence of temporal correlations, the capacity is constant
in time also for the randomized datasets. However, the capacity of
the random sets is significantly higher than in the real time series
for both randomizations under the Kolmogorov-Smirnov test (see ap-
pendix B.1), implying that the observed value in real data is not a
simple consequence of time constraints. In all cases, the similarity is
higher for the local randomization than for the data. In one case, this
is true also for the global randomization. This result has to do with
the ratio between the location in the $AS$ (the spatial capacity) and the
total number of locations that ever enter in the $AS$. This ratio is typi-
cally larger for the local randomization (and in one case also for the
global randomization) than for the data, implying that the Jaccard
similarity is on average higher in the randomized case. In fact, for
two subsets of $k$ objects picked from a list of $n$, the expected value of
the intersection is $k^2/n$ and the union is $k(2-k/n)$, hence the Jaccard
Similarity increases with the ratio $r = k/n$ as $r(1/(2-r))$, where
$r <= 1$.

Instead, the fixed capacity is an inherent property of human be-

**Time-evolution shows that familiar locations change gradually.**

The time evolution of the set of familiar locations supports this find-
ing. We measure the turnover of familiar locations using the Jaccard
similarity $J_i(t, \gamma)$ between the weekly set at $t$ and at $t + \gamma$ (see fig. 4.3). Despite seasonality effects which imply fluctuations around a typical
behaviour, $J_i$ does not depend on the initial point but only on the
waiting time $\gamma$, and we can consider $J_i(\gamma)$ independently of $t$ (see ap-
pendix B.1). We find that the average similarity decreases as a power
law $\bar{J} \propto \gamma^{\lambda}$ with coefficient significantly different than 0 (Lifelog:
$\lambda = -0.16$, CNS: $\lambda = -0.31$, MDC: $\lambda = -0.5$, RM: $\lambda = -3.00$). On
the other hand, for the randomized sequences, the Jaccard similarity is constant in time as familiar locations are never abandoned ($\bar{J} \propto \gamma^0$).
This confirms that individual sets of familiar locations change contin-
ually and individual routines evolve gradually in time.

In order to characterize the structure of the set of familiar locations,
we investigate how individuals allocate time among different classes
of locations defined on the basis of their average visit duration. We
consider intervals $\Delta T$, with $\Delta T$ ranging from 10 to 30 minutes per
week (the time it takes to visit a bus stop or grocery shop) up to
48 to 168 hours per week (such as for home locations). For each of
these locations classes, we compute the evolution of the capacity $c_{i,\Delta T}$
and the gain $G_{i,\Delta T}$, and test the hypothesis $G_{i,\Delta T} = 0$, as above. We
find that, although these subsets are continuously evolving, $c_{i,\Delta T}$
is conserved for each $\Delta T$ (fig. 4.4, see also appendix B.1), indicating
that the number of places where individuals spend a range of time
$\Delta T$ does not change over time. This result holds independently of the
choice of specific $\Delta T$ and implies that the individual capacity $C_i =$
Figure 4.3: **Evolution of the set of familiar locations** The average Jaccard similarity $\overline{J}$ between the set measured at $t$ and $t + \gamma$ as a function of $\gamma$ for data (filled lines), the globally randomized series (lines with crosses) and the locally randomized series (lines with dots). Filled areas correspond to the 50% interquartile range. Dashed lines correspond to power-law fits $\overline{J} \sim \gamma^\lambda$. Results are shown for the Lifelog (A), CNS (B), MDC (C) and RM (D) datasets, with $w = 10$ weeks. The anonymization procedure applied by SONY Mobile before supplying the data makes impossible to perform the global randomization on the Lifelog trajectories.

$$\sum c_i^{\Delta T},$$ where both $C_i$ and each $c_i^{\Delta T}$ are conserved across time. Thus, both location capacity and time allocation are conserved quantities.

Figure 4.4: **Conservation of time allocation.** Linear fit coefficients of the average capacity vs time for several categories of locations $\Delta T$ are consistent with 0 within errors. Results are shown for the Lifelog (A), CNS (B), MDC (C) and RM (D) datasets.

4.2.4 **Including long-term evolution of familiar locations improves modelling**

Our results have consequences for the modeling of human mobility. The renown exploration and preferential return model [7, 46] describe agents that, when not exploring a new location, return to a previously visited place selected with a probability proportional to the number of former visits. According to the EPR model, at a given transition $n$,
an individual explores a new location with probability \( P_{\text{new}} = \rho S - \gamma \), or returns to a previously visited location with probability \( 1 - P_{\text{new}} \), with \( S \) the number of previously visited locations, and \( \rho \) and \( \gamma \) parameters of the model. If the individual returns to a previously visited location, she chooses location \( i \) with probability \( \Pi_i = m_i / \sum_i m_i(n) \) where \( m_i \) is the total number of visits to location \( i \) occurring before transition \( n \). In the EPR model, time scales with the number of transitions as \( \sim n^{1/\beta} \), with \( \beta \) a parameter of the model. This models reproduce some of the empirical observations described above, including the conservation of the location capacity (Fig. 4.5). In fact, in the EPR model, the number of visits to location \( i \) after \( n \) steps is \( m_i(n) = n/n_i \), where \( n_i \) is the step at which location \( i \) was first seen. The number of visits after \( n + w \) steps (where \( w \) is the size of the rolling window) is \( m_i(n+w) = (n+w)/n_i \). Hence, during \( w \), location \( i \) is visited \( w/n_i \) times. This value is independent of \( n \). The condition \( w/n_i > 2 \), holds for the limited set of locations such that \( n_i < w/2 \). A similar argument can be used to justify that the number of places where users spend at least a given amount of time during the window \( w \) is fixed. The model, however, fail to describe the time evolution of the activity set (Fig. 4.5).

To overcome this limitation, we start from the observation that the exploitation probability for a location is time-dependent [147, 148] and endow the agents with a finite memory \( M \) so that the probability of returning to a location is based on the number of visits occurred in the last \( M \) days. Hence, the return probability to a given location \( i \) is \( \Pi_i = m_i / \sum_i m_i(n) \), where \( m_i \) is the total number of visits to location \( i \) occurring at most \( M \) time units before transition \( n \). The model including this simple modification qualitatively reproduces all the observations, including the long-term evolution of the activity set (see Fig.4.5). Note that with this choice of parameters, the capacity averages at \( \sim 42 \) locations. In my ongoing work, I am studying the relation between the model parameters and the value of the capacity.

**Exploration rates in spatial and social domain are connected.** Finally, we analyse the connection between the social and spatial domain. Empirical observations suggest that there are upper limits to the size of an individual’s social circle, the so-called Dunbar number [131, 132, 149, 150], due to cognitive constraints [149], and it has been hypothesized that the geography of one’s familiar locations is proportional to one’s social network geography [151]. Motivated by these observations, we test the hypothesis of a correlation between individuals’ location capacity and the size of their social circle, as measured by the people contacted by either phone call or sms over a period of 20 weeks. We find that a significant positive correlation exists (see fig. 4.6). Furthermore, for the CNS dataset, we are able to show that both quantities correlate with the individual personality trait of extraversion [152], which tend to be manifested in outgoing,
Figure 4.5: Including finite memory improves modeling. (A) Average normalized capacity for the EPR model [46] (blue line), and the EPR model with finite memory (orange line). (B) Probability density of the average normalized capacity across the population for the three models. (C) The average Jaccard similarity $J$ between the set measured at $t$ and $t + \gamma$ as a function of $\gamma$ for the three models. Dashed lines correspond to power-law fits $J \sim \gamma^\lambda$. Simulations are ran for $10^3$ individuals. Parameters are taken from [46] and $\rho = 0.6$, $\gamma = 0.2$ and $\beta = 0.8$ (for the two models), $M = 200$ days (for the EPR model with memory). We consider that 1 time unit in the simulation (the shortest duration extracted from the distribution of waiting times) corresponds to 1 minute (the time unit considered to analyse our data). All measures are computed after waiting for a period corresponding to 7 months.

talkative and energetic behavior [153] (Pearson correlation $\rho = 0.21$, 2-tailed $p < 10^{-7}$ for location capacity vs extraversion; $\rho = 0.42$, 2-tailed $p < 10^{-27}$ for size of social network vs extraversion [154], see appendix B). We consider that these observations call for further analyses on the connections between human social and spatial behaviour.

4.3 SUMMARY

In summary, we have shown that the number of locations an individual visits regularly is conserved over time, even while individual routines are unstable in the long term because of the continual exploration of new locations. This individual location capacity is peaked around a typical value of $\sim 25$ locations across the population, and significantly (typically, at least 30%) smaller than what would be expected if only time-constraints were at play (see appendix B.1).

The location capacity is hierarchically structured, indicating that individual time allocation for categories of places is also conserved. These results have allowed us to improve existing models of human mobility which are unable to fully account for long-term instabilities and fixed-capacity effects.

Taken together, these findings shed new light on the underlying dynamics shaping human mobility, with potential impact for a better un-
Figure 4.6: Correlation between location capacity and social network size. Values of individuals’ average normalized location capacity vs their normalized social network size computed from phone calls interactions (A, C) and sms interactions (B, D) (black dots). Coloured filled areas correspond to cumulative probabilities estimated via Gaussian Kernel Density estimations. Results are shown for the CNS (A, B) and MDC (C, D) datasets. The values of the Pearson correlation coefficient are 0.31 (A), 0.48 (B), 0.52 (C), 0.54 (D) (2-tailed $p < 10^{-13}$ in all cases). Social network size is normalized to the population average value.

Understanding of phenomena such as urban development and epidemic spreading. Extending our scope beyond mobility, we have shown that individuals’ location capacity is correlated with the size of their social circles. In this respect, it is interesting to note that fixed-size effects in the social domain [131, 132, 149, 150] have been put in direct relation with human cognitive abilities [149]. We anticipate that our results will stimulate new research exploring this connection.
The path inside the daily prism is to a pronounced degree ruled by ‘coupling constraints’. These define where, when, and for how long, the individual has to join other individuals.

— Torsten Hägerstraand [5]

THE CONNECTION BETWEEN SOCIAL AND SPATIAL BEHAVIOUR

In the 1970s, time geographers theorized that individual spatial choices are affected by the necessity to interact and coordinate with others. In recent years, the availability of multi-channel data has allowed researchers to explore the connections between individuals’ social and spatial behaviours. However, these recent analyses have focused on understanding this relation at the level of pairs of individuals (see section 5.1). In this chapter (see section 5.2), we study the the connection between social, spatial behaviour and personality at the level of the single individual. Our analysis is based on the analysis of trajectories and interactions of ~ 1000 individuals. The chapter is based on the work described in [III].

5.1 STATE OF THE ART

Individual-level variability in social and spatial behaviour has mostly been investigated in isolation so far, with few notable efforts to reconcile the two. Here, we briefly review the empirical findings in the two domains.

5.1.1 The social domain

Individuals deal with limited time and cognitive capacity resulting in finite social networks [149, 150] by distributing time unevenly across their social circle [132, 155–159]. While this is a shared strategy, there is clear evidence for individual-level variation. First, social circles vary in terms of diversity: they differ in size [160] - within a maximum upper-bound of ~ 150 individuals [149] - and in structure [132, 161]. Second, individuals display different attitudes towards exploration of social opportunities as they are more or less keen on creating new connections [162–165]. Finally, individuals manage social interactions over time in different ways. Some are characterised by high level of stability as they maintain a very stable social circle, while others renew their social ties at high pace [131].
These heterogeneities can be partially explained by factors including gender \[166, 167\], age \[168–170\], socio-economic status \[171, 172\] and physical attractiveness \[173\]. Moreover, as conjectured by personality psychologists \[174, 175\], differences in personalities partially explain the variability in social circle composition \[153, 154, 160, 176–180\], and the different attitudes towards forming \[162, 181\], developing \[182, 183\] and replacing \[161\] social connections. It is worth noticing that many of these findings are recent, resulting from the analysis of digital communication traces.

5.1.2 The spatial domain

Constraints including physical capabilities, the distribution of resources, and the need to coordinate with others limit our possibilities to move in space \[5\]. Individuals cope with these limitations by allocating their time within an activity space of repeatedly visited locations \[144\], whose size is conserved over several years according to a recent study based on high-resolution trajectories \[II\], and previous ones based on unevenly sampled and low spatial resolution data \[184, 185\]. The activity space varies across individuals in terms of size \[II\] and shape \[79\]: it was shown that two distinct classes of individuals can be identified based on the spatial distribution of their locations, similarly to the social domain \[131\]. Heterogeneities in spatial behaviour can be explained in terms of gender \[186\], age \[187, 188\], socio-economic \[169, 189\] and ethnic \[190\] differences. There has only been sporadic efforts to include personality measures in geographic research, despite the strong connections between the two \[191\]. Recent works \[180, 192\] suggest that spatial behaviour can be partially explained from personality traits. However, in \[192\], this understanding is based on biased data collected from location-based social networks. In \[180\], the connection between spatial behaviour and personality is not investigated extensively, as it is not the main focus of the study.

5.1.3 Social and spatial connection

Recently, connections between the social and spatial behaviour of pairs \[37, 62–66\] and groups \[193\] of individuals have been demonstrated, and used to design predictive models of mobility \[35, 62, 194\] or social ties \[63, 195–197\]. Shifting the attention to the individual level, recent works based on online social network data \[86, 198\], mobile phone calls data \[66\] and evenly sampled high resolution mobility trajectories \[II\] have shown correlations between the activity space size and the ego network structure, calling for further research to more closely examine the connections between social and spatial behaviour at the individual level.
5.2 SOCIAL, SPATIAL BEHAVIOUR AND PERSONALITY: AN EMPIRICAL STUDY

In this section, we present an empirical study on the connection between social, spatial behaviour and personality. The analysis is based on two of the datasets described in chapter 2: the CNS dataset, collecting high resolution trajectories and call records of 850 individuals, and the MDC dataset, considering 185 individuals.

We analyse the relationship between social and spatial strategies by adopting the exploration-exploitation perspective [199, 200]. In fact, both in their spatial and social behaviour, individuals are constantly balancing a trade-off between the exploitation of familiar options (such as returning to a favourite restaurant or spending time with an old friend) and the exploration of new opportunities (such as visiting a new bar or going on a first date) [199]. We quantify the propensity for exploration and exploitation within each individual, $i$, using the metrics reported in table 5.1, fig. 5.1 and described in section 5.2.1. We focus on two aspects of exploitation, (i) diversity, characterising how diverse individuals’ routine are, and (ii) evolution, characterising the tendency to change exploited locations and friends over time. Finally, we explain part of the variability in the data by considering individuals’ personality traits, that had been previously collected as part of the CNS dataset. CNS participants’ background information were obtained through a 310 questions survey including the Big Five Inventory [75], which measures how individuals score on five broad domains of human personality traits: openness, conscientiousness, extraversion, agreeableness, neuroticism. The personality questionnaire used in the study is a version of the Big Five Inventory [75], translated from English into Danish. It contains 44 individual items and each trait is computed as the average of 7-10 items.

Methods are described in section 5.2.1 and the analysis is organized as follows. First, we verify that individuals’ strategies are persistent in time (section 5.2.2). Then, we test the hypothesis that the strategies individuals adopt in order to choose where to go and with whom to interact are similar (section 5.2.3). Then, we identify and characterise the prevailing socio-spatial profiles appearing in the datasets (section 5.2.5).
<table>
<thead>
<tr>
<th>Exploration</th>
<th>Exploitation: Diversity</th>
<th>Exploitation: Evolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spatial</td>
<td>New loc./week, $n_{loc}$</td>
<td>Activity space size, $C$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Activity space stability, $I_{AS}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Activity space entropy, $H_{AS}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Activity space rank turnover, $R_{AS}$</td>
</tr>
<tr>
<td>Social</td>
<td>New ties/week, $n_{tie}$</td>
<td>Social circle size, $k$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Social circle stability, $I_{SC}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Social circle entropy, $H_{SC}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Social circle rank turnover, $R_{SC}$</td>
</tr>
</tbody>
</table>

Table 5.1: **Metrics characterising social and spatial behaviour.** The metrics are defined in section 5.2.1.

Finally, we show that socio-spatial profiles can be partially explained by the widely adopted big-five personality trait model, often used to describe aspects of the social and emotional life [160, 176, 178, 183, 201–204] (section 5.2.5).

**5.2.1 Metrics**

In this section, we define the concepts and metrics used to quantify the social and spatial behaviour of an individual $i$.

*Exploration behaviour* is characterised by the following quantities:

**Number of new locations/week**: $n_{loc}(i,t)$ is the number of locations discovered by $i$ in the week preceding $t$. We discard data collected in the first 20 weeks.

**Number of new ties/week**: $n_{tie}(i,t)$ is the number of individuals who had contact with $i$ (by sms or call) for the first time in the week preceding $t$.

*Exploitation behaviour* can be quantified by considering:

*Activity space*: The set $AS(i,t) = \{\ell_1, \ell_2, ..., \ell_C\}$ of locations $\ell_j$ that individual $i$ visited at least twice and where she spent a time $\tau_j$ larger than 200 min during a time-window of $T = 20$ weeks preceding time $t$ (see appendix C for the analysis with $T = 30$ weeks). Among the locations in the activity space, $i$ visited $\ell_j$ with probability $p(\ell_j) = \tau_j / \sum \tau_j$. (It is worth noting that this time-based definition of activity space includes all significant locations independently of their spatial position and it is only loosely connected with space-oriented definitions widespread in the geography literature such as the “standard deviational ellipse” and the “road network buffer” [146]).
Table 5.2: Definition of the metrics characterising the activity space and the social circle. 1) The size of a set is the number of elements in the set 2) We compute the entropy of a set considering the probability \( p(j) \) associated to each element \( j \) of the set. 3) We measure the stability \( J_{AS} \) by computing the Jaccard similarity between the activity space at \( t \) and at \( t - T \), with \( T = 20 \) weeks. \( J_{SC} \) is computed in the same way for the social circle. 4) We compute the rank turnover of a set by measuring for each of its elements \( j \) the absolute change in rank across all elements corresponds to the rank turnover.

**SOCIAL CIRCLE:** The set \( SC(i, t) = \{u_1, u_2, ..., u_j, ... u_k\} \) of individuals \( u_j \) with whom individual \( i \) had a number of contacts \( n_j > 5 \) by sms or call during a time-window of \( T = 20 \) consecutive weeks preceding time \( t \) (see appendix C for the analysis with \( T = 30 \) weeks). The probability that \( i \) has contact with a given member \( u_j \) of her social circle is \( p(u_j) = n_j / \sum n_j \).

For these two sets \( AS(i, t) \) and \( SC(i, t) \), we consider their sizes \( C(i, t) \) and \( k(i, t) \), quantifying the number of favoured locations and social ties, respectively; their entropies \( H_{AS}(i, t) \) and \( H_{SC}(i, t) \), measuring how time is allocated among locations and ties; their stabilities \( J_{AS}(i, t) \) and \( J_{SC}(i, t) \), quantifying the fraction of conserved locations and ties, respectively, across consecutive non-overlapping windows of \( T = 20 \) weeks (see appendix C for \( T = 30 \)); their rank turnovers \( R_{AS}(i, t) \) and \( R_{SC}(i, t) \) measuring the average absolute change in rank of an element in the set between consecutive windows. The mathematical definition of these quantities is provided in table 5.2.
5.2.2 Exploration and exploitation are persistent in time.

First, we verify that individual behaviour is persistent in time. For all the aformentioned measures, we compare the individual self-variation across time $d_{self}(i)$ with a reference difference $d_{ref}(i, j)$ between individuals $i$ and $j$. In the case of the activity space size, for example, self-variation is measured as $d_{self} = \langle |C(i, t) - C(i, t - T)| \rangle$, where $\langle \cdot \rangle$ is the average across time and $T = 20$ weeks (see appendix C for $T = 30$); the reference difference is computed as $d_{ref}(i, j) = \langle |C(i, t) - C(i, t)| \rangle$. If $d_{self}(i) < d_{ref}(i, j)$ for most $j$, we can conclude that for individual $i$, fluctuations of the activity space size are negligible compared to the difference with other individuals. The same procedure is followed for all metrics with an adjustment in the case of entropies: The persistence of the entropy $H_{AS}$ is verified by comparing the Janson-Shannon divergences $d_{self} = JSD(AS(i, t), AS(i, t - T))$ and $d_{ref} = JSD(AS(i, t), AS(j, t))$, where $JSD(P_1, P_2) = H(\frac{1}{2}P_1 + \frac{1}{2}P_2) - \frac{1}{2}(H(P_1) + H(P_2))$. The same method was used for $H_{SC}$ (see Methods and [132]).

Results from the CNS dataset reported in table 5.3 show that for all metrics $d_{self}(i) < d_{ref}(i, j)$ holds in more than 99% of cases on average (MDC: 97%, see appendix C). Moreover, the average self-variation across the population $d_{self}$ is consistent with $d_{self} = 0$ within errors, and $d_{self}$ significantly smaller than the average reference difference $d_{ref}$ (see table 5.3 and appendix C).

These results extend previous findings [II, 132] and suggest that each individual is characterised by a distinctive socio-spatial behaviour captured by the ensemble of these metrics averaged across time. In fact, these averages are heterogeneously distributed across the samples considered (see fig. 5.2).

Figure 5.2: Distribution of social (above line) and spatial (bottom line) metrics for the CNS and MDC datasets.
<table>
<thead>
<tr>
<th></th>
<th>$d_{self}$</th>
<th>$d_{ref}$</th>
<th>$d_{self}(i) &lt; d_{ref}(i,j)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social circle size, $k$</td>
<td>0.04 ± 0.09</td>
<td>12 ± 5</td>
<td>99%</td>
</tr>
<tr>
<td>Activity space size, $C$</td>
<td>0.04 ± 0.07</td>
<td>7 ± 3</td>
<td>99%</td>
</tr>
<tr>
<td>New locations/week, $n_{loc}$</td>
<td>0.05 ± 0.10</td>
<td>0.9 ± 0.5</td>
<td>96%</td>
</tr>
<tr>
<td>New ties/week, $n_{tie}$</td>
<td>0.10 ± 0.17</td>
<td>1 ± 1</td>
<td>95%</td>
</tr>
<tr>
<td>Social circle entropy, $H_{SC}$</td>
<td>0.002 ± 0.007</td>
<td>0.7 ± 0.2</td>
<td>99%</td>
</tr>
<tr>
<td>Activity space entropy, $H_{AS}$</td>
<td>0.002 ± 0.005</td>
<td>0.4 ± 0.1</td>
<td>99%</td>
</tr>
<tr>
<td>Social circle stability, $J_{SC}$</td>
<td>$(9 ± 22) \cdot 10^{-4}$</td>
<td>0.13 ± 0.05</td>
<td>100%</td>
</tr>
<tr>
<td>Activity space stability, $J_{AS}$</td>
<td>$(9 ± 26) \cdot 10^{-4}$</td>
<td>0.10 ± 0.04</td>
<td>99%</td>
</tr>
<tr>
<td>Social circle rank turnover, $R_{SC}$</td>
<td>0.05 ± 0.39</td>
<td>2 ± 1</td>
<td>99%</td>
</tr>
<tr>
<td>Activity space rank turnover, $R_{AS}$</td>
<td>0.04 ± 0.10</td>
<td>2 ± 1</td>
<td>99%</td>
</tr>
</tbody>
</table>

Table 5.3: **CNS dataset: Persistence of social and spatial behaviour.** For each of the social and spatial metrics, $d_{self}$ is the average self-distance and $d_{ref}$ is the reference distance between an individual and all others, averaged across individuals. The third column reports the fraction of cases where $d_{self}(i) < d_{ref}(i,j)$, averaged across the population.
5.2.3 **Exploration and exploitation are correlated in the social and spatial domain.**

A natural way to test the interdependency between social and spatial behaviours is measuring the correlation between a given social metric and a corresponding spatial one. We find positive and significant correlations for all metrics and datasets (see fig. 5.3 and appendix C).

We find that individuals with high propensity to explore new locations are also more keen on exploring social opportunities (see fig. 5.3A). Those with diverse mobility routine are also likely to have a correspondingly large social circle (see fig. 5.3B), and those that often replace social ties, have also an unstable set of favourite locations (see fig. 5.3C and D).

We verify that the observed correlations are not spurious by performing multiple regression analyses that control for other possible sources of variation: gender, age, and time coverage (the average time an individual position is known). We implement five multiple linear regression models $M_1, M_2, M_3, M_4$ and $M_5$. Each regression model predicts a given spatial metric (the activity space size $C$, the activity space entropy $H_{AS}$, the number of new locations/week $n_{loc}$, the activity space stability $J_{AS}$ and the rank turnover $R_{AS}$) using the corresponding social metric and the control variables (age, gender and time coverage) as regressors. The relative importance of each regressor is assessed using the $LMG$ method, which estimate the proportion of the $R^2$ contributed by each individual regressor. Given a sequence of regressors, the contribution of each of them is computed as the increase in $R^2$ obtained by adding the regressor to the model. The order of elements in the sequence may influence the results if the regressors are correlated. Hence, the $LMG$ method estimates the contribution of each regressor as the average contribution over possible orderings of the sequence of regressors.

Results obtained via weighted least square regression (see section 5.2.3 and appendix C) reveal that the social metrics are significant predictors for spatial metrics ($p$ value $> 0.01$ in all cases except for $M_4$ in the MDC dataset), and they typically have more importance than factors such as gender, time, coverage and age group (see fig. 5.4).

Among the control variables, gender is a significant predictor of spatial behaviour in the CNS dataset: Females display higher level of routine diversity and propensity towards exploration, in accordance with [206]. Time coverage, measuring the fraction of time an individual position is known, plays a significant role in explaining spatial entropy and activity space stability, since individuals who spend long time in the same place (or leave their phone in the same place) are more easily geo-localised. Age differences are not present within the sample of students participating in the CNS study, and they are not
Figure 5.3: CNS dataset: correlation between the four dimensions of social and spatial behaviour. (A) Activity space vs social circle size. (B) Activity space vs social circle composition measured as their entropy. (C) Average number of new locations vs new ties per week. (D) Stability of the activity space vs the stability of the social circle measured as the Jaccard similarity between their composition in consecutive time-windows. (E) Rank turnover of the activity space vs the rank turnover of the social circle. Coloured filled areas correspond to cumulative probabilities estimated via Gaussian Kernel Density estimations. Grey lines correspond to linear fit with angular coefficient $b$ reported in the legend. The Pearson correlation coefficient, with corresponding p-value, is reported in the legend.
Model M1: Activity space size,
\[ C = \text{coeff}_1 \cdot k + \text{coeff}_2 \cdot \text{gender} + \text{coeff}_3 \cdot \text{timecoverage} + \text{coeff}_4 \]

<table>
<thead>
<tr>
<th></th>
<th>coeff</th>
<th>p val</th>
<th>LMG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social circle size, k</td>
<td>4 ± 0</td>
<td>&lt; 10^{-50}</td>
<td>0.94</td>
</tr>
<tr>
<td>gender</td>
<td>−0.4 ± 0.2</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>time coverage</td>
<td>0.4 ± 0.2</td>
<td>0.06</td>
<td>0.01</td>
</tr>
</tbody>
</table>

\[ R^2 = 0.32, F = 100.44, p_F = 0.0 \]

Model M2: Activity space entropy,
\[ H_{AS} = \text{coeff}_1 \cdot H_{SC} + \text{coeff}_2 \cdot \text{gender} + \text{coeff}_3 \cdot \text{timecoverage} + \text{coeff}_4 \]

<table>
<thead>
<tr>
<th></th>
<th>coeff</th>
<th>p val</th>
<th>LMG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social circle entropy, ( H_{SC} )</td>
<td>0.07 ± 0.01</td>
<td>&lt; 10^{-6}</td>
<td>0.42</td>
</tr>
<tr>
<td>gender</td>
<td>−0.06 ± 0.01</td>
<td>&lt; 10^{-4}</td>
<td>0.22</td>
</tr>
<tr>
<td>time coverage</td>
<td>−0.07 ± 0.01</td>
<td>&lt; 10^{-5}</td>
<td>0.36</td>
</tr>
</tbody>
</table>

\[ R^2 = 0.11, F = 27.30, p_F = 0.0 \]

Model M3: New locations/week,
\[ n_{loc} = \text{coeff}_1 \cdot n_{loc} + \text{coeff}_2 \cdot \text{gender} + \text{coeff}_3 \cdot \text{timecoverage} + \text{coeff}_4 \]

<table>
<thead>
<tr>
<th></th>
<th>coeff</th>
<th>p val</th>
<th>LMG</th>
</tr>
</thead>
<tbody>
<tr>
<td>New ties/week, ( n_{loc} )</td>
<td>0.60 ± 0.05</td>
<td>&lt; 10^{-32}</td>
<td>0.9</td>
</tr>
<tr>
<td>gender</td>
<td>−0.16 ± 0.05</td>
<td>&lt; 10^{-3}</td>
<td>0.08</td>
</tr>
<tr>
<td>time coverage</td>
<td>0.001 ± 0.047</td>
<td>1.0</td>
<td>0.01</td>
</tr>
</tbody>
</table>

\[ R^2 = 0.22, F = 61.99, p_F = 0.0 \]

Model M4: Activity space stability,
\[ J_{AS} = \text{coeff}_1 \cdot J_{SC} + \text{coeff}_2 \cdot \text{gender} + \text{coeff}_3 \cdot \text{timecoverage} + \text{coeff}_4 \]

<table>
<thead>
<tr>
<th></th>
<th>coeff</th>
<th>p val</th>
<th>LMG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social circle stability, ( J_{SC} )</td>
<td>0.024 ± 0.004</td>
<td>&lt; 10^{-10}</td>
<td>0.6</td>
</tr>
<tr>
<td>gender</td>
<td>0.007 ± 0.003</td>
<td>0.05</td>
<td>0.04</td>
</tr>
<tr>
<td>time coverage</td>
<td>0.017 ± 0.004</td>
<td>&lt; 10^{-5}</td>
<td>0.36</td>
</tr>
</tbody>
</table>

\[ R^2 = 0.16, F = 33.36, p_F = 0.0 \]

Model M5: Activity space rank turnover,
\[ R_{AS} = \text{coeff}_1 \cdot R_{SC} + \text{coeff}_2 \cdot \text{gender} + \text{coeff}_3 \cdot \text{timecoverage} + \text{coeff}_4 \]

<table>
<thead>
<tr>
<th></th>
<th>coeff</th>
<th>p val</th>
<th>LMG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social circle rank turnover, ( R_{SC} )</td>
<td>1 ± 0</td>
<td>&lt; 10^{-56}</td>
<td>0.98</td>
</tr>
<tr>
<td>gender</td>
<td>0.12 ± 0.07</td>
<td>0.06</td>
<td>0.01</td>
</tr>
<tr>
<td>time coverage</td>
<td>−0.12 ± 0.07</td>
<td>0.07</td>
<td>0.01</td>
</tr>
</tbody>
</table>

\[ R^2 = 0.36, F = 108.31, p_F = 0.0 \]

Table 5.4: Linear regression models for the CNS dataset.
Figure 5.4: **Relative importance of regressors** LMG of each regressor computed using the Lindeman, Merenda and Gold method [205] for models M1 (A), M2 (B), M3 (C), M4 (D) and M5 (D). Plain bars show results for the CNS dataset, dashed bars for the MDC dataset. Variables that are not significant in the regression model are marked with *. 
estimated to be relevant with respect to spatial behaviour in the MDC study.

5.2.4 We do not identify distinct classes of individuals.

A natural question is whether or not, in the samples considered, there is evidence for distinct classes of individuals based on their socio-spatial behaviour [79, 131]. We approach this problem by reducing the set of metrics to a smaller number of uncorrelated variables by applying Principal Component Analysis [207, 208]. To find principal components, each variable was priorly rescaled, by subtracting the mean and dividing by the standard deviation.

In both datasets, we find that a single predominant component explains ∼ 40% of the differences between individuals (see table 5.5). This dimension is dominated by the metrics quantifying exploration and routine diversity (see table 5.6). This suggests that individuals with higher exploration propensity tend to have larger social circle and more diverse spatial routine, while those who explore less also have less diverse routines.

The second principal component, which accounts for ∼ 15% of the total variation, is dominated by the effects of evolving routines over long time scales (see table 5.6). We consider the first two principal components, PC 0 and PC 1, to reduce the effects of noise and we test the hypothesis that there exists different classes of individuals applying the gap statistic method [209]. We apply it by looking at the gap \( G(K) \) between the within-cluster dispersion expected under a reference uniform distribution and the dispersion obtained after applying K-means to the data. The number of clusters \( \hat{K} \) is chosen to be the smallest such that \( G(K) \geq G(K + 1) - s_{K+1} \), where \( s_{K+1} \) is the standard error obtained by sampling 1000 times from the uniform distribution. We find that \( \hat{K} = 1 \).
<table>
<thead>
<tr>
<th></th>
<th>CNS</th>
<th></th>
<th>CNS</th>
<th></th>
<th>MDC</th>
<th></th>
<th>MDC</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PC 0</td>
<td>PC 1</td>
<td>PC 0</td>
<td>PC 1</td>
<td>PC 0</td>
<td>PC 1</td>
<td>PC 0</td>
<td>PC 1</td>
</tr>
<tr>
<td>Social circle size, k</td>
<td>0.41</td>
<td>0.16</td>
<td>0.37</td>
<td>-0.15</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Activity space size, C</td>
<td>0.42</td>
<td>-0.24</td>
<td>0.42</td>
<td>-0.08</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>New locations/week, n_{loc}</td>
<td>0.33</td>
<td>0.28</td>
<td>0.27</td>
<td>0.33</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>New ties/week, n_{tie}</td>
<td>0.38</td>
<td>-0.05</td>
<td>0.37</td>
<td>0.19</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social circle entropy, H_{SC}</td>
<td>0.31</td>
<td>0.30</td>
<td>0.34</td>
<td>0.09</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Activity space entropy, H_{AS}</td>
<td>0.38</td>
<td>-0.16</td>
<td>0.30</td>
<td>-0.07</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social circle stability, J_{SC}</td>
<td>-0.16</td>
<td>-0.46</td>
<td>0.07</td>
<td>-0.72</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Activity space stability, J_{AS}</td>
<td>-0.10</td>
<td>-0.49</td>
<td>-0.12</td>
<td>-0.51</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social circle rank turnover, R_{SC}</td>
<td>-0.20</td>
<td>0.28</td>
<td>-0.33</td>
<td>0.10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Activity space rank turnover, R_{AS}</td>
<td>-0.30</td>
<td>0.44</td>
<td>-0.38</td>
<td>0.17</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.6: **Principal Components.** The weight of each metric in the first two principal components, for both datasets.
<table>
<thead>
<tr>
<th>Trait</th>
<th>Related Adjectives</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extraversion</td>
<td>Active, Assertive, Energetic, Enthusiastic, Outgoing, Talkative</td>
</tr>
<tr>
<td>Agreeableness</td>
<td>Appreciative, Forgiving, Generous, Kind, Sympathetic</td>
</tr>
<tr>
<td>Conscientiousness</td>
<td>Efficient, Organised, Planful, Reliable, Responsible, Thorough</td>
</tr>
<tr>
<td>Neuroticism</td>
<td>Anxious, Self-pitying, Tense, Touchy, Unstable, Worrying</td>
</tr>
<tr>
<td>Openness to Experience</td>
<td>Artistic, Curious, Imaginative, Insightful, Original, Wide Interests</td>
</tr>
</tbody>
</table>

Table 5.7: The Big-Five traits and examples of adjectives describing them [210]

5.2.5 The big-five personality traits partly explain spatial and social behaviour.

We verify if the differences between individuals can be explained by the Big five personality traits model [75], typically used to describe social and emotional life (see table 5.7). We build two multiple linear regression models that use the Big five personality traits as regressors and one of the principal components describing socio-spatial behaviour as target. Results, shown in table 5.8, show that three personality traits, neuroticism, openness and extraversion, are relevant predictors for socio-spatial behaviour. In particular, extraversion is the most important predictor of the first principal component: it characterises the tendency to diversify routine and to explore opportunities. Neuroticism and openness explain instead the second principal component, which characterises the tendency to change routine over time (see also fig. 5.5). We verify that the same analysis performed considering only the spatial metrics leads to similar results (see table 5.9, table 5.10, table 5.11 and fig. 5.6). All the result presented above hold when choosing a time-window with length \( T = 30 \) weeks (see appendix C). As an additional test, we verify that the Pearson correlations between extraversion and the first principal component, between openness and the second principal component, between neuroticism and the second principal component are significant (\( p < 0.01 \)). The same test performed after shuffling the scores on each trait across users yields no significant correlation.
Table 5.8: Extraversion, openness, and neuroticism explain socio-spatial behaviour. The result of a multiple linear regression explaining principal components of socio-spatial data (see table 5.6) from personality traits (E: extraversion, O: openness, N: neuroticism, A: agreeableness, C: conscientiousness). The value of each coefficient (coeff) is reported together with the probability (p val) that the coefficient is not relevant for the model. The relative importance of each coefficient (LMG) is computed using the LMG method [205].

<table>
<thead>
<tr>
<th></th>
<th>PC 0</th>
<th></th>
<th>PC 1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$R^2 = 0.17, F = 21.40, p_F = 0.0$</td>
<td>$R^2 = 0.03, F = 3.64, p_F = 0.0$</td>
<td></td>
</tr>
<tr>
<td>coeff</td>
<td>p val</td>
<td>LMG</td>
<td>coeff</td>
</tr>
<tr>
<td>E</td>
<td>$0.85 \pm 0.09 \quad &lt; 10^{-19}$</td>
<td>0.85</td>
<td>$0.12 \pm 0.06 \quad 0.05$</td>
</tr>
<tr>
<td>O</td>
<td>$-0.17 \pm 0.08 \quad 0.03$</td>
<td>0.02</td>
<td>$0.13 \pm 0.06 \quad 0.02$</td>
</tr>
<tr>
<td>N</td>
<td>$0.25 \pm 0.09 \quad 0.004$</td>
<td>0.04</td>
<td>$0.15 \pm 0.06 \quad 0.02$</td>
</tr>
<tr>
<td>A</td>
<td>$0.11 \pm 0.08 \quad 0.2$</td>
<td>0.04</td>
<td>$-0.07 \pm 0.06 \quad 0.2$</td>
</tr>
<tr>
<td>C</td>
<td>$0.06 \pm 0.08 \quad 0.4$</td>
<td>0.04</td>
<td>$-0.07 \pm 0.06 \quad 0.2$</td>
</tr>
</tbody>
</table>

Figure 5.5: Relative importance of personality traits for socio-spatial behaviour. Relative importance of each personality trait (computed using the Lindeman, Merenda and Gold method [205]) in explaining the first (A) and the second (B) principal components of socio-spatial behaviour (see also table 5.8).
Figure 5.6: Relative importance of personality traits for spatial behaviour
Relative importance of each personality trait (computed using the Lindeman, Merenda and Gold method [205]) in explaining the first (A) and the second (B) principal components of spatial behaviour (see also table 5.11).

<table>
<thead>
<tr>
<th>Personality Trait</th>
<th>PC 0</th>
<th>PC 1</th>
<th>PC 2</th>
<th>PC 3</th>
<th>PC 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNS</td>
<td>0.53</td>
<td>0.21</td>
<td>0.13</td>
<td>0.10</td>
<td>0.04</td>
</tr>
<tr>
<td>MDC</td>
<td>0.56</td>
<td>0.19</td>
<td>0.13</td>
<td>0.07</td>
<td>0.04</td>
</tr>
</tbody>
</table>

Table 5.9: Variance explained by principal components (only spatial data).
The fraction of variance explained by each principal component for the CNS and MDC dataset.

<table>
<thead>
<tr>
<th>Metric</th>
<th>CNS PC 0</th>
<th>CNS PC 1</th>
<th>MDC PC 0</th>
<th>MDC PC 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Activity space size, C</td>
<td>-0.58</td>
<td>0.02</td>
<td>0.55</td>
<td>0.12</td>
</tr>
<tr>
<td>New ties/week, n_{tie}</td>
<td>-0.48</td>
<td>-0.19</td>
<td>0.51</td>
<td>-0.09</td>
</tr>
<tr>
<td>Activity space entropy, H_{AS}</td>
<td>-0.50</td>
<td>-0.08</td>
<td>0.43</td>
<td>0.20</td>
</tr>
<tr>
<td>Activity space stability, J_{AS}</td>
<td>-0.02</td>
<td>0.94</td>
<td>-0.19</td>
<td>0.95</td>
</tr>
<tr>
<td>Activity space rank turnover, R_{AS}</td>
<td>0.43</td>
<td>-0.25</td>
<td>-0.47</td>
<td>-0.16</td>
</tr>
</tbody>
</table>

Table 5.10: Principal Components (only spatial data). The weight of each metric in the first two principal components, for both datasets.
Using high resolution data from two large scale studies, we have investigated the connection between social and spatial behaviour for the first time. We have shown that, in both domains, individuals balance the trade-off between exploring new opportunities and exploiting known options in a distinctive and persistent manner. We have found that, to a significant extent, individuals adopt a similar strategy in the social and spatial sphere. These strategies are heterogeneous across the two samples considered, and there is no evidence suggesting that there exist distinct classes of individuals. Finally, we have shown that the big five personality traits explain related aspects of both social and spatial behaviour. In particular, we have found that extraverted individuals are more explorative and have diverse routines in both the social and the spatial sphere while neuroticism and openness associate with high level of routine instability in the social and spatial domain.

Our findings confirm the usefulness of mobile phone data to study the connections between behaviour and personality [161, 177, 180, 211–213]. The results are in line with previous findings on the relation between personality and social behaviour: extraversion correlates with social network size [154, 179, 201], openness to experience to social network turnover [161] and neuroticism does not correlate with
social network size [176]. Finally, our findings establish a relation between personality and spatial behaviour, validating the theories suggesting that spatial choices are partially dictated by personality dispositions [214] and that a single set of personality traits underlies all aspect of a person’s behaviour [175, 215]. The individual characterisation of spatial behaviour is also fundamental to develop conceptual [191] and predictive [7] models of travel behaviour accounting for individual-level differences.
As we have seen in the previous chapters, there are deep connections between an individual’s social and spatial behaviours: For example, sociable individuals are likely to be more explorative in the spatial domain, and vice versa. While such individual characteristics tend to be distinctive and persistent in time, a dynamic description of social and spatial phenomena is necessary to capture short time scale events as well as long-term developments.

In this chapter, we shift the attention towards the modelling of social interactions at short temporal scales. We adopt a time-varying network model perspective, where nodes are individuals and links with limited duration are the interactions between them. We present a dynamic model where tie formation is driven by two distinctive and persistent properties of individuals: their activity, or propensity to engage in social interactions, and their attractiveness, or propensity to attract connections. Then, we study the role played by these individual properties on diffusion processes spreading on the network, both analytically and numerically. In future studies we aim at including a spatial component in the model, accounting for the observed correlations between social and spatial attitudes.

The chapter is based on work published in [IV] and it is organized as follows. In section 6.1 we review the relevant literature; in section 6.2 we introduce the network model; in section 6.3, we study the interplay between activity and attractiveness in real networks. In section 6.4 we study the stationary state of the random walks diffusing on the model. In section 6.4.1 we study the mean first passage time.

6.1 State of the Art

Small-world phenomena along with heterogeneity in the number and frequency of contacts are among the most well known properties of social networks [216–218]. They are often referred to as late or time-integrated properties [67, 68] because they emerge integrating interactions over long time-scales. Traditionally, the modelling efforts put forward to characterise social systems and dynamical processes unfolding on their fabrics focused mainly on these features [216, 219], neglecting the dynamics acting at much shorter time-scales. This was
due to the challenges of introducing the temporal dimension in any mathematical construct and to the lack of real time-resolved datasets. While the former obstacle remains largely unsolved, significant progresses have been made to tackle the later [67–69]. Indeed, the digital revolution has enabled scientists to access a wealth of offline and online data describing social interactions in time. The access to the temporal dimension allows to observe properties of social behaviour that are invisible in time-integrated datasets, and can help characterise microscopic mechanisms driving the dynamics of social acts at all time-scales [132, 220–229]. As a result, an intense research effort has been recently devoted to modeling the temporal dynamics characterising the emergence and evolution of networks. Furthermore, much attention has been directed to understand the effects of these dynamics on processes unfolding on the network such as the spreading of infectious diseases, idea, rumours, or memes [218, 220, 230–254].

Observations in a range of real social networks show that the propensity of individuals to engage in social acts is highly heterogenous [220–222, 229, 232]. Also, it was found that the establishment of connections is highly correlated in time [114, 221–223, 255, 256]. Several studies have focused on understanding the effects of local memory in the creation of links. It was shown that different types of local reinforcement mechanisms, including proximity in the space of ideologies, are able to mimic characteristic aspects of social networks such as the emergence of strong and weak ties [221–223, 257–259].

However, in certain circumstances local mechanisms alone can not explain the creation of social ties. For example, in online social networks like Twitter individuals can interact with popular figures and access topical pieces of information. Arguably, the creation of these connections does not follow the same local rules driving the emergence of close social ties. Instead, at least to some extent, they may be driven by global effects such as interest towards celebrities or for the information provided by popular accounts. Despite the widespread diffusion of these platforms, the modelling of global mechanisms for link creation and the understanding of its effects on diffusion processes unfolding on the network remain largely unexplored. This is especially true when short-time scales and thus time-varying dynamics are considered.

In this chapter, we propose a temporal model of interactions driven by global popularity. In particular, we extend the activity-driven framework [220] in which nodes are assigned an activity defining their propensity to establish contacts per unit time. In its first formulation active nodes connect to others through a memoryless and random selection process [220]. More realistic mechanisms based on local reinforcement of ties have been then proposed [221, 222, 257]. Here, we present a new variation in which nodes are characterised by an attractiveness [260–262], or a popularity index, that might or might not be
correlated with activity and drive the contact selection process. In particular, we consider a classic linear preferential attachment \[263\]. We then study a random walk process unfolding at the same time-scale in which the connections are created. For sake of simplicity, we consider the fundamental random walk process, which has recently been investigated on different kinds of temporal networks \[231, 232, 239, 241, 252, 264, 265\]. We find analytical solutions for the stationary state of the process as well as its mean first passage time (MFPT) that match the results produced by numerical simulations. The solutions are general and allow to analytically characterise the interplay between activity and attractiveness considering also their correlations. We ground our results with empirical observations by measuring such correlations on different real datasets and we discuss their repercussions on the random walks.

6.2 Time-varying network model

In the activity-driven network framework \[220\] the \(N\) nodes of the network are assigned an activity rate \(a\) describing their propensity to engage in social acts \[220–222, 229, 232\]. Here, we consider nodes characterised also by another quantity, namely their attractiveness \(b\), describing their popularity in the system \[260, 261, 266\]. In general, these two quantities are correlated and extracted from a joint distribution \(H(a, b)\). At each time step, a node \(i\) is activated with probability \(a_i \Delta t\) and connects to \(m\) others. The generic node \(j\) is selected with probability \(b_j/\langle b \rangle N\). Each link has a duration of \(\Delta t\). In fig. 6.1, we show the statistical features of the emerging network considering \(N = 10^5, m = 6\) for an uncorrelated system where \(H(a, b) = F(a)G(b) \sim a^{-2}b^{-2.5}\), integrating over time \(\tau\). Here, we chose \(F(a)\) and \(G(b)\) to be power-laws functions with exponents similar to those observed in real-world systems. \(\tau\) is expressed in units of the average time between consecutive activations \(a_0^{-1}\), where \(a_0 = \sum_i a_i = \langle a \rangle N \[267\]. As clear from the figure, the heterogeneity in activity and attractiveness induces heavy-tailed degree, strength, weight distributions. Note that the exponent characterizing the distribution of strength and degree of a node is the same, since the two are directly related. This is analogous to what is observed in the case of nodes with heterogeneous activity.

6.3 Correlation between activity and attractiveness in real networks

The activity measures the propensity of nodes to initiate a social interaction, while attractiveness quantifies the probability of being selected to participate to such interactions, i.e. popularity. These two quantities and their correlation can be studied in real networks, pro-
Figure 6.1: Statistical properties of the time-aggregated network Probability density function of nodes of given in and out-degree (a) and strength (b) for different values of time-window $\tau$. Probability density function of links of given weight for different values of the time-window $\tau$ (c). Results are shown for $N = 10^5$, $m = 6$, $F(a) \sim a^{-2}$, $G(b) \sim b^{-2.5}$. For $\tau = 10^4$, the average in-degree is $\langle k_{in} \rangle = 0.6$, for $\tau = 10^5$, $\langle k_{in} \rangle = 5.7$, for $\tau = 10^6$, $\langle k_{in} \rangle = 57.9$. Note that the average out-degree equals the average in-degree.

provided that interactions are directed and allow to distinguish between the activation and selection process. Here, we consider two datasets. The first describes wall-posts interactions between 45,813 Facebook users over a timespan of 1,591 days [268, 269]. The second describes email replies among 26,885 users involved in the Linux kernel development over 2,921 days [270]. For the sake of this model, we consider the out-strength and in-strength of nodes as proxies for their activity and attractiveness respectively. Hence, activity and attractiveness of node $i$ are computed as $a_i = s_{i,\text{out}} / \sum s_{j,\text{out}}$ and $b_i = s_{i,\text{in}} / \sum (s_{j,\text{in}})$, where $s_{i,\text{in}}$ and $s_{i,\text{out}}$ are the node in-strength and out-strength integrated across the entire time-span, respectively. Activity and attractiveness are computed aggregating across the whole period of data collection. In fact, observations in a range of real datasets such as co-authorship networks [220, 222], online social networks [220, 232] mobile phone networks [221], and networks created by R&D alliances between firms [229] show that the form of the activity distribution is independent of the aggregation window. In fig. 6.2 we show the distributions of activity and attractiveness in the two datasets. Not surprisingly, in the two datasets both activity and attractiveness follow heavy-tailed distributions spanning several order of magnitude [271]. In fig. 6.3 we plot the correlation between activity and attractiveness considering each node in the two datasets. A positive correlation is clear and in both cases the median follows a power-law with exponent very close to one, i.e. $a \sim b^\beta$, $\beta \sim 1$.

6.4 RANDOM WALK

We consider a Markovian and homogenous random walk [272] unfolding on networks generated with the model described above. We focus on the case in which the walker moves at the same time scale describing the evolution of links, moving from node to node when a link is present. The properties of the diffusion process thus are highly
Figure 6.2: **Distribution of activity and attractiveness in real datasets.** Probability density function of activity (a) and attractiveness (b) for the Linux dataset (a) and the Facebook dataset (b). In the Linux network there are $N = 2.7 \cdot 10^4$ nodes, $E = 1.0 \cdot 10^6$ edges, and the period of measurement lasts $T = 2921$ days. For the Facebook network, $N = 4.6 \cdot 10^4$, $E = 8.6 \cdot 10^5$, $T = 1591$ days.

Figure 6.3: **Correlation between activity and attractiveness in real datasets.** Heat map showing the correlation between activity and attractiveness in two real datasets describing interactions between people involved in the development of Linux (a) and on Facebook (b). The continuous line describes the median correlation and the dashed line a power-law fit with exponent $\beta$.

affected by the dynamics driving the evolution of the connections.
Let us define \( P_i(t) \) as the probability that the walker is in node \( i \) at time \( t \). This quantity follows the following master equation:

\[
P(i, t + \Delta t) = P(i, t) \left[ 1 - \sum_{j \neq i} \Pi_{i \rightarrow j}^{\Delta t} \right] + \sum_{j \neq i} P(j, t) \Pi_{j \rightarrow i}^{\Delta t} \quad (6.1)
\]

where \( \Pi_{i \rightarrow j}^{\Delta t} \) is the propagator of the random walk that describes the probability that the walker moves from \( i \) to \( j \) in a time interval \( \Delta t \). A link between \( i \) and \( j \) can be created as consequence of the activation of \( i \) or \( j \). The probability that \( i \) is active and selects \( j \) is:

\[
p(i \rightarrow j) = \frac{ma_i \Delta t b_j}{N\langle b \rangle}. \quad (6.2)
\]

Note that this approximation is valid only if \( bj/(N\langle b \rangle) << 1 \), so the probability to connect to the same node twice is small. This is verified for the values \( N = 10^5 \) and \( \gamma_2 = 2.5 \), that we will use along the chapter (see fig. 6.4). In this case, the instantaneous degree of \( i \) is:

\[
k_i = m + \frac{m\langle a \rangle \Delta t b_i}{N\langle b \rangle}. \quad (6.3)
\]

Indeed, \( i \) will generate \( m \) links and will potentially receive links from other active nodes. The probability that \( j \) is active and selects \( i \) is instead:

\[
p(j \rightarrow i) = \frac{ma_j \Delta t b_i}{N\langle b \rangle}. \quad (6.4)
\]

The instantaneous degree of \( i \) will be:

\[
k_i = 1 + \frac{m\langle a \rangle \Delta t b_i}{N\langle b \rangle}. \quad (6.5)
\]

In the limit \( \Delta t \rightarrow 0 \), the events described by equations (6.2) and (6.4) do not happen simultaneously. Putting all together is easy to show that, for \( \Delta t \rightarrow 0 \):

\[
\Pi_{i \rightarrow j}^{\Delta t} = \frac{ma_i \Delta t b_j}{N\langle b \rangle} \left( \frac{1}{m + \frac{m\langle a \rangle \Delta t b_i}{N\langle b \rangle}} + \frac{ma_j \Delta t b_i}{N\langle b \rangle} \right) + \frac{1}{1 + \frac{m\langle a \rangle \Delta t b_i}{N\langle b \rangle}} \approx \frac{\Delta t}{N\langle b \rangle} (a_i b_j + ma_i b_j). \quad (6.6)
\]

In the limit \( \Delta t \rightarrow 0 \) we can write the equation describing the evolution of \( P_i(t) \) by substituting the expression of the propagator in eq. (6.1):

\[
\dot{P}(i, t) = -\frac{P(i, t)}{N\langle b \rangle} \sum_{j \neq i} (a_i b_j + ma_i b_j) + \sum_{j \neq i} \frac{P(j, t)}{N\langle b \rangle} (a_j b_i + ma_j b_j) =
\]

\[
-\frac{P(i, t)}{\langle b \rangle} [a_i \langle b \rangle + mb_i \langle a \rangle] + \frac{b_i}{N\langle b \rangle} \sum_j P(j, t) a_j + \frac{ma_i}{N\langle b \rangle} \sum_j P(j, t) b_j. \quad (6.7)
\]
Figure 6.4: **Low probability of selecting the same node twice.** The distribution of $b_j/(N\langle b \rangle)$. We considered $N = 10^5$ and $\gamma_2 = 2.5$. The black line shows a power law fit with exponent $\lambda = -3.46$.

We obtain a system level description of the process by grouping nodes in the same activity class $a$ and attractiveness $b$, assuming that they are statistically equivalent [273]. Then, we define the walkers in a given node of class $a$ and $b$ at time $t$ as $W_{ab}(t) = [NH(a,b)]^{-1}W \sum_{a' \& b'} P_i(t)$, where, $W$ is the total number of walkers in the system. By considering the continuous $a$ and $b$ limit, section 6.4 can be rewritten as:

$$\dot{W}_{ab}(t) = -\frac{W_{ab}(t)}{\langle b \rangle} [a\langle b \rangle + mb\langle a \rangle] + \frac{b}{\langle b \rangle} \int_a a'W_{a'b'}(t)H(a',b')da'db' + \frac{ma}{\langle b \rangle} \int_b b'W_{a'b'}(t)H(a',b')da'db'$$

$$= -\frac{W_{ab}(t)}{\langle b \rangle} [a\langle b \rangle + mb\langle a \rangle] + \frac{b}{\langle b \rangle} \phi_1 + \frac{ma}{\langle b \rangle} \phi_2, \quad (6.8)$$

where $\phi_1 = \int_a a'W_{a'b'}(t)H(a',b')da'db'$ and $\phi_2 = \int_b b'W_{a'b'}(t)H(a',b')da'db'$. In the stationary state, the changes of $W_{ab}(t)$ are zero, thus we have:

$$W_{ab}(t) = \frac{b\phi_1 + ma\phi_2}{a\langle b \rangle + mb\langle a \rangle}. \quad (6.9)$$

The stationary state features $a$ and $b$ in both numerator and denominator. Hence, the dynamical properties of the random walk are function of the interplay between the two quantities. It is important to notice that at the stationary state $\phi_1$ and $\phi_2$ are constant. Their value can be computed self-consistently by solving this system of integral equations:

$$W = N \int_a \int_b H(a,b) \frac{b\phi_1 + ma\phi_2}{a\langle b \rangle + mb\langle a \rangle} dadb$$

$$\phi_2 = \int bH(a,b) \frac{b\phi_1 + ma\phi_2}{a\langle b \rangle + mb\langle a \rangle} dadb, \quad (6.11)$$

where the first equation follows from the conservation of walkers in the system.

We test the analytical solutions against numerical simulations run following the Gillespie algorithm [267]. The algorithm works as follows:
Figure 6.5: **Stationary state of the random walk process.** The average number of walkers per node of class $a$ (a) and $b$ (b) computed analytically (continuous lines) and through numerical simulations (dots, squares and triangles) for different values of exponent of the attractiveness distribution $\gamma_2$. Error-bars are standard deviations obtained by averaging across $10^3$ different network configurations. In the above panel, they are not visible on the scale of the graph. We considered $N = 10^5$, $m = 6$, $W/N = 200$, and $\gamma_1 = 2$. The black line shows the case where $b_i = 1/N$ for all nodes.

First, one extracts the time elapsed between a node activation and the following from an exponential distribution, with mean equal to $1/\sum a_i$; Then, the activated node $i$ is chosen with probability $a_i / \sum a_i$. The node connects instantaneously with $m$ other nodes, where each connected node $j$ is picked with probability $b_j / \sum b_j$. As a first step, let us consider the uncorrelated case in which both $a$ and $b$ are extracted from a power-law distribution: $H(a, b) = F(a)G(b)$ where $F(a) = Aa^{-\gamma_1}$ and $G(b) = Cb^{-\gamma_2}$. In both cases values are extracted in the range $x \in [10^{-3}, 1]$. In fig. 6.5 we plot the comparison between the average number of walkers per nodes of class $a$ and $b$ separately. In fig. 6.6 we plot instead $W_{a,b}(t)$ as a heat map. In both cases, the agreement between simulations and analytical predictions is clear.

Taken together, the two figures present a rich picture. First, they show that the larger the activity, the larger the capability of gathering walkers. The trend holds up to a saturation point after which an increase in activity does not translate to an increase of walkers, similarly to what is observed in Ref. [231] for the case of constant attractiveness, i.e. random tie selection process (see also fig. 6.5, bottom panel, black filled line). Second, they reveal an opposite trend for increasing values of $b$, as, before saturation, the larger the attractiveness the smaller the number of walkers in the stationary state. While this finding could seem counterintuitive, it can be understood considering the structure of the instantaneous network where walkers move. In the limit $\Delta t \to 0$, the degree of an active node $i$ is $k_i \sim m$, while the degree of a node $j$ connected by $i$ is $k_j \sim 1$ as non-active nodes do not ‘have time to’ accumulate multiple connections. Thus, even extremely attractive nodes, that are involved in many connections across time, appear instantaneously as nodes with degree 1. Consequently, a node
Figure 6.6: **Stationary state of the random walk process for nodes of class \((a, b)\).** Heat map giving the average number of walkers \(W_{ab}\) per node of class \((a, b)\) computed through numerical simulations (a) and analytically (b). Colours are attributed based on \(W_{ab}\) as shown in the colorbar on the bottom of the figure. We considered \(N = 10^5\), \(m = 6\), \(W/N = 200\), \(\gamma_1 = 2\), and \(\gamma_2 = 2\).

selected by \(i\) receives on average a fraction \(1/m\) of the walkers of \(i\), but it sends all its walkers to \(i\). This fact explains the decreasing trend of \(W(b)\) and shows at a fundamental level the effects of temporal interactions on diffusion processes taking place on the same timescale. As a consequence, in the case of a random-tie selection process nodes with large activity are able to collect more walkers than in the case of heterogeneous \(b\), due to the tendency to select nodes holding fewer walkers than average in the latter case.

To further understand these effects, we study the case of random walks unfolding on static networks obtained by integrating activity-driven networks with attractiveness over time windows of size \(\tau\). In doing so, we let nodes activate and connect to other nodes for a time \(\tau\). Then, we let the random walk unfolds on the union of such networks. Note that, in this case, interactions are not instantaneous. In fig. 6.7, we show the stationary state of the process as a function of the nodes activity and attractiveness, for different value of \(\tau\). In contrast to what observed when the diffusion process and the topology evolve at the same timescale, here the walkers concentrate also on highly attractive nodes. This result is expected. The stationary state of random walks unfolding on any static network is linearly proportional to the degree [216, 272]. In our case, nodes with large attractiveness are likely to be hubs: characterised by large degree values. These effects are more evident for increasing values of the time-aggregation window.
Indeed, the larger $\tau$, the larger the degree of highly attractive nodes. For similar reasons, the same qualitative behaviour is observed also for nodes with high activity.

Considering the observations in real datasets, we turn now the attention to scenarios in which activity and attractiveness are correlated. In particular, we consider for each node a deterministic correlation of the form $b \sim a^{\beta}$, or more in general $b = J(a)$ where $J$ is a generic function. The joint probability can then be written as $H(a, b) = F(a)\delta(b - J(a))$, where $\delta(x)$ is the Dirac delta. In fig. 6.8 we show the stationary state of the random walks for several values of $\beta$.

For $\beta < 1$ trends are not far from the uncorrelated case. For larger activity, nodes have higher capability of gathering walker and $W(a)$ saturates for large values of $a$, while the opposite trend holds for $W(b)$. Indeed, the negative correlation reinforces what is observed in the uncorrelated case since nodes with low-activity have also high attractiveness. Hence, we observe that the larger $\beta$, the smaller is the number of walkers collected by nodes with low activity and the faster $W(a)$ saturates.

Instead, for $\beta > 1$, the larger the activity, the lower the capability of gathering walkers. In this case, the set of nodes more frequently engaged in active interaction has also attractiveness much larger than the average node. These nodes tend not to hold walkers but to exchange them continuously. Instead, walkers are likely to be trapped in nodes that are unlikely to engage in interaction.

For $\beta = 1$, since the rate at which node is activated and the probability to be selected are exactly the same, $W(a)$ and $W(b)$ are constant.
Figure 6.8: Stationary state of the random walk in the correlated case. The average number of walkers per node of class a (a) and b (b) computed analytically (continuous lines) and through numerical simulations (dots, squares, triangles and crosses) for different values of the correlation exponent $\beta$. Error-bars obtained by averaging across $10^3$ different network configurations are not visible on the scale of the graph. We considered $N = 10^5$, $m = 6$, $W/N = 200$, and $\gamma_1 = 2$.

6.4.1 Mean First Passage Time

We now consider the mean first passage time (MFPT), defined as the average number of time steps needed for a walker to visit a node $i$ starting from any other node in the system [272, 274, 275].

Let us consider $p(i, n)$ as the probability that the walker reaches $i$ (the target) for the first time at time $t = n\Delta t$. Considering that each node could be connected directly to any other, we have:

$$p(i, n) = \xi_i (1 - \xi_i)^{n-1}, \quad (6.12)$$

where $\xi_i$ is the probability that the walker jumps in node $i$ in a time interval $\Delta t$, that is:

$$\xi_i = \sum_j \frac{W(a_j, b_j)}{W} \Gamma_{j\rightarrow i}^{\Delta t}. \quad (6.13)$$

Indeed, the propagator by definition encodes the probability that walkers moves from $j$ to $i$, and $W(a_j, b_j)/W$ describes the probability that the walker is in $j$ at time $t$ (in the stationary state). Thus, we can estimate the MFPT as:

$$MFPT_i = \sum_{n=0}^{\infty} n\Delta t \cdot p(i, n) = \frac{\Delta t}{\xi_i} = \frac{N(b)w}{b_i \sum_j W(a_j, b_j) a_j + ma_i \sum_j W(a_j, b_j) b_j} = \frac{\langle b \rangle w}{b_i \phi_1 + m a_i \phi_2}. \quad (6.14)$$

It is interesting to notice how in static and annealed networks (where the timescale of the random walk is either much faster or slower with
Figure 6.9: **Mean first passage time.** The average MFPT as function of $a$ (a) and $b$ (b) computed analytically (continuous lines) and through numerical simulations (dots, squares and triangles) for different values of exponent of the attractiveness distribution $\gamma_2$. Error-bars are standard deviations obtained by averaging across $10^3$ simulations. We considered $N = 10^3$, $m = 6$, and $\gamma_1 = 2$.

respects to changes in the topology where it is unfolding) $\xi_i$ is equivalent to the stationary state of the random walk, i.e. $\xi_i = W_i/W$. In time-varying networks instead this is not the case as the walker can be trapped in an inactive or unpopular node for several time steps \[231\]. Consequently, the expression of $\xi$ considers explicitly the dynamical connectivity patterns to account for such delays.

In fig. 6.9 we test the validity of the analytical expression for the MFPT. We fixed $\gamma_1$ and considered different values of $\gamma_2$ assuming uncorrelated activities and attractiveness. In fig. 6.10 we show the comparison between the average values of MFPT for nodes of class $a$ and $b$. In both cases we find very good agreement between theory and simulations. However, we observe that for the most attractive nodes, the $MFPT \sim 200$ time units. This is less than the time needed to reach the stationary state. In fact, given that the average time between consecutive activations is $1/\sum a_i$, there are only $\sim 100$ node activations occurring in the first 200 time units under our choices $N = 1000$ and $\gamma_1 = 2$. This explains why the analytic prediction slightly underestimates the MFPT for very attractive nodes, that are the more likely to be targeted in the initial steps. It is interesting to observe that the effect of heterogeneous attractiveness is to introduce delays in the transport dynamics since the MFPT is larger for all nodes with respect to the random-tie selection process case (fig. 6.9, bottom panel, black line).

**6.5 SUMMARY**

We presented a model of time-varying networks in which nodes are characterised by activity and attractiveness, regulating their propensity to initiate an interaction and their popularity, respectively. In particular, we extended the framework of activity-driven networks by introducing a tie selection mechanism based on a global linear pref-
We grounded our model with empirical observations by measuring activity and attractiveness from the out-strength and in-strength of nodes in two real time-varying networks describing interactions between i) users on Facebook and ii) people involved in the development of a software. Interestingly, we observed that both activity and attractiveness are heterogeneously distributed and correlated. In the two datasets the correlation is positive.

We then studied the interplay between activity and attractiveness and its effects on the prototypical random walk process. We derived analytical expressions for the stationary state and for the MFPT of the process unfolding on the time-varying network model. We thoroughly tested the analytical predictions via large-scale numerical simulations obtaining very good agreement between the two. Overall, the results shed light on how the presence of temporal connectivity patterns significantly alters the standard picture obtained in static and annealed networks. The presence of a global tie selection process and the possible correlation between activity and attractiveness introduce non-trivial effects. The stationary state and MFPT are significantly different from those obtained in activity-driven networks characterised by a random tie selection mechanism. In the uncorrelated case the effect of heterogeneous attractiveness is to limit the capability of very active nodes to gather walkers. In the case of positive correlations between activity and attractiveness, observed in real scenarios, the
stationary state of the process is substantially altered: The average number of walkers per node decreases as a function of the node activity for $\beta > 1$, it is constant for $\beta = 1$. Heterogeneous attractiveness furthermore slows down the transport dynamics, as we observe that in this case the MFPT is larger for all nodes.

The presented model can be further enriched in several ways. In particular, the activation dynamics it describes is Poissonian rather than bursty as typically observed in real systems [115, 257, 276–282]. The tie selection process is driven only by global popularity and neglects local tie reinforcement mechanisms responsible for high-order organisation of real networks. The framework of activity-driven networks has been extended in several instances to include such features [221, 222, 257]. However, while heterogeneous distributions of popularity characterize various real-world networks, from social-media to financial systems, the study of nodes’ popularity and its effect on networks’ dynamical properties was missing. Random walks are prototypical example of dynamical processes spreading upon networks. With opportune modifications, random walks on activity driven network with attractiveness could be a starting point to model the exchanges of assets within financial markets, or the diffusion of information over a social network. In the first case, modifications include accounting for the fact that nodes do not necessarily exchange their entire capital; while in the second case one should consider that nodes always keep a copy of the piece of information they exchange.
Information on the displacements of single individuals can be aggregated to study flows of people travelling between different areas. This understanding is fundamental to create new solutions to society-wide technological problems and policy issues, from urban planning and traffic forecasting, to controlling international migrations.

In this chapter, we shift the attention from the individual level description of trajectories to the study of mobility patterns at the urban scale. In particular, we suggest a method to compare the transportation network of a city and the commuters flows within the same urban agglomeration. Our methodology accounts for the need to limit the total travel time and the number of line changes.

The chapter is based on research published in [V], and it is organized as follows: In section 7.1, we provide a brief summary on the study of public transportation systems under a network science perspective; In section 7.2 we present a novel representation of public transportation systems as multimodal networks; In section 7.3 we apply this framework to compare the transportation systems and the commuting flows of several French cities.

7.1 STATE OF THE ART

Urban transportation systems interweave our everyday life and although their construction is based on conscious design they appear with complex structural and dynamical features [283].

They build up from different transportation means, which connect places in a geographical space. Their most straightforward description is given by networks [284, 285] where stations are identified as nodes and links are the transportation connections between them. Based on this representation [286] considerable research efforts have been dedicated to address their sustainability [287], to optimise their efficiency [288, 289], reliability [290–292] or even to estimate risk they carry due to interdependency with other infrastructure networks in case of terrorist attacks [293].

All transportation networks share a few common features: (a) they are all embedded in space, setting constraints in their structural design, (b) networks of different transportation means may coexist in
the same space, and (c) they are all inherently temporally-resolved. Such details of several transportation networks became available lately [294] through the collection of large open datasets describing complete multimodal transportation systems in cities, regions, countries, and even internationally. These advancements were induced by novel data collection techniques including Smart Card Data [295], Automatic vehicle location (AVL) data [296], and mobile phone data from GSM providers [297]. On the top of these developments the advent of a new common non-proprietary transit data format, the General Transit Feed Specification (GTFS), further amplified actual trends in urban policy propagating smart city programs and real time online user services. As of February 2016, 325 public transportation companies around the world have released official GTFS feeds [298], which are regularly modified by online communities that are adding extensions and optional fields to adapt to different transit services [299]. In transportation, the confluence of open data, GTFS, ubiquitous mobile computing, sensing and communication technologies, has allowed to study the efficiency and performance of public transportation systems under different perspectives [300–304]. As a consequence GTFS data is now used for trip planning, ride-sharing, timetable creation, mobile data, visualisation, accessibility, and to provide real-time service informations.

These recent developments in data collection practices and in the corresponding fields of complex networks and human dynamics provided the opportunity to quantitively study transportation systems using a data-driven approach. These studies showed that geographical constraints largely determine the structure and scaling of transportation networks [305–307] but for their better understanding one needs to consider the actual urban environment and development level [289, 308, 309]. At the same time the emerging field of multilayer networks provided the methodology to consider their multimodal character [310, 311]. In this representation each layer corresponds to the network of a single transportation mean (bus, tram, train, etc.), which are defined on the same set of nodes (stations). This way they account for possible multiple links of different modes between the same stations [312]. This representation can be extended to capture the temporal nature of the system by using some aggregated information extracted from the transportation schedule [313] or, as a future challenge, by considering each time slot as a layer where journeys between stations are represented as temporal links [310, 314].

Here we build on these contemporary advancements and provide a novel representation, which combines multi-edge and P-space representations of transportation networks. The proposed scheme considers the system from the user’s point of view by incorporating the minimisation of the total travel time, its variability across the schedule, and the number of transfers between lines. Our subsequent aim is to
adjust earlier defined characterisation techniques to the proposed representation in order help its analysis. We use the adjusted techniques (a) to identify patterns of privileged connections in the transportation network, which are not evidently present through their overall design; and (b) to quantify their overall efficiency as compared to the commuting flow. We carry out our analysis using openly shared GTFS datasets describing extensive transportation networks of French municipalities like larger Paris, Toulouse, Nantes, and Strasbourg.

As follows first we describe the actual time-resolved multilayer network representation and introduce our methodology incorporating travel routes and times to identify efficient transportation connections. Next we apply a matrix factorisation method to extract underlying connectivity patterns to analyse them from the commuter point of view, and quantify their overall efficiency. Finally we conclude our results and discuss possible applications and future directions of research. Note that the implementation of the proposed methodology is openly accessible online1.

7.2 Representation of Public Transportation Networks

The proposed methodology integrates several sequential steps to detect origin-destination areas that are conveniently connected by public transportation with respect to user preferences. In the following description, first we define a user-based representation of a Public Transportation (PT) system, which limits the effect of its spatial embeddedness, but accounts for its multilayer structure, and its temporal dimension. Next, we calculate shortest time paths between stops by adapting a conventional algorithm [315] to the actual graph representation, and finally we select preferred connections, taking into account distance travelled over time.

7.2.1 User-based multi-edge P-space representation

Earlier studies revealed that the choice of users to select transportation means for commuting is mainly affected by the average travel time, and by the variability of the total travel time [316]2, [317]3, in addition to the number of transfers they need to do. Our principal goal here is to introduce a novel representation of PT networks, which

1 https://github.com/lalessan/user_basedPT
2 This document provides a study on the factors influencing the choice of the transportation means. The study is based on a literature review and statistical analysis of surveys.
3 This document presents results of a survey about transport and mobility of households in France. The authors consider the distance travelled, if it is a long distance trip or short trip made on a daily scale. Moreover they look at the differences of behaviours in transportation use among different regions and individuals with different socio-demographic characteristics.
incorporates the aforementioned aspects decisive for users (while neglecting other less determinant factors such as travel cost or comfort), and which minimises the effects due to the spatial embeddedness of the system. In order to do so we combine a multi-edge \[318\] and a P-space representation of the transportation network \[319–321\] to describe the PT systems. The multi-edge representation accounts for the presence of several transportation lines in the same PT network by allowing the existence of multiple labelled edges within a single pair of nodes. On the other hand, the P-space representation takes into account that transfers between lines is time-consuming and may not be convenient for the user; also, it considers connections between stops located at large distance thus it reduces the effect of the geographical distances. The combination of these two representations constitutes an ideal framework to investigate complex features of PT systems from the user perspective. A schematic example of this representation is displayed in fig. 7.1: on the left, we show two crossing PT lines, and on the right we illustrate the corresponding P-space multi-edge representation. Two stops \(i\) (resp. \(k\)) and \(j\) on the same line \(\ell_1\) (resp. \(\ell_2\)) are linked through the edge \(e^{\ell_1}_{(i,j)}\) (resp. \(e^{\ell_2}_{(j,k)}\)) with weight \(t_E(e^{\ell_1}_{(i,j)})\) (resp. \(t_E(e^{\ell_2}_{(j,k)})\)). At node \(j\) a transfer is possible between the two lines, which is represented by a link with weight \(t_T(\ell_1, \ell_2, j)\) corresponding to the actual time of transfer.

Formally, the public transportation system is defined as a weighted, directed, edge labelled graph \(G = (V, E, t_E, T, t_T)\) with vertex set \(V\) with cardinality \(N\), corresponding to the public transportation stops, edge set \(E\) with weight function \(t_E\), and set of transfers \(T\) with weight function \(t_T\). If a line \(\ell_k\) is defined as an ordered sequence of stops connected consecutively, in the corresponding P-space graph \(G\) there will be a direct labelled-edge \(e^{\ell_k}_{ij} \in E\) connecting each pair of nodes \((i, j)\)
on the given line, such that stop \( i \) precedes stop \( j \) in the sequence of line \( \ell_k \). This way each transportation line appears as a fully connected clique in the P-space representation. We define \( M \) as the total number of lines in the PT system. Further, a set \( T \subset M \times M \times N \) of transfers identifies triplets of two lines and one node, \( e^T_{\ell_1 \ell_2 j} = (\ell_1, \ell_2, j) \) assigning a possible transfer between lines \( \ell_1 \) and \( \ell_2 \) at station \( j \). Each edge in \( E \) is weighted by the average travel time on the actual line. It is computed through a time function \( t_E : E \to \mathbb{R}^+ \), quantifying for each edge \( e^\ell_{ij} \) the time needed to get from \( i \) to \( j \) along the line \( \ell_k \) averaged on a selected time window \([h1, h2]\) over \( N_w \) weeks. The travel time assigned to an edge \( e^\ell_{ij} \in E \) is then calculated as the sum of the average waiting time and the average time spent on the vehicle as

\[
t_E(e^\ell_{ij}) = \frac{1}{2f_{\ell_k}} + \Delta t^\ell_{ij}
\]

where \( f_{\ell_k} \) is the average frequency of line \( \ell_k \) and \( \Delta t^\ell_{ij} \) is the average time one needs to spend on line \( \ell_k \) to go from stop \( i \) to stop \( j \). This formula is designed to consider the case where a user would go blindly to a stop (without looking at the schedule). An other approach would include that certain passengers attempt to reduce their waiting time by timing their arrival at transit stops to an optimal period before vehicle departure. Most studies report that passengers facing short headways or low reliability do not generally pursue these strategies [322–324]. Hence, we choose our approach to favour lines with high frequency and less variability due to unexpected perturbations while accounting for preference of users for low unexpected variability in the total travel time. Finally the transfer time function \( t_T : T \to \mathbb{R}^+ \) quantifies for each transfer \( e^T_{\ell_1 \ell_2 j} \) the time needed to change between lines \( \ell_1 \) and \( \ell_2 \) at node \( j \).

In such description the temporality of the system is included through the weights. The choice not to model the system as a temporal graph is motivated by the fact that in urban public transportation systems the total travel time is subject to variability and this factor matters considerably for the user when deciding to opt for public transportation service.

### 7.2.2 Uncovering efficient transportation connections

The previously defined public transportation graph \( G = (V, E, t_E, T, t_T) \) is used to calculate shortest time paths between stops. In the multi-edge representation a path is defined as a sequence of edges \(^4\) \( P = \{ e^{\ell_1}, e^{\ell_2}, ..., e^{\ell_n} \}_{0,d} \) connecting an origin node \( o \) to a destination node \( d \) through a sequence of consecutive trips made on \( n \) lines, \( \ell_1, \ell_2, ..., \ell_n \). Considering also the sequence of corresponding transfers between

---

\(^4\) In the current paragraph, to simplify notations, we do not index edges by node names.
the shortest time paths between origin and destination are taken as the smallest durations measured among the different alternative paths. Each time length is defined as

\[ L_P = \sum_{j=1}^{n} t_E(\ell_j) + \sum_{j=1}^{n-1} t_T(e^T\ell_j, \ell_{j+1}) \]  

i.e. the sum of the average time needed to wait, travel and transfer between lines.

We adapted the Dijkstra algorithm [315] to provide approximated shortest path lengths between any pair of stops in the user-based multi-layer representation, while keeping the interpretable description of the PT system and reduced computation time. The original version of the algorithm computes the minimal distance between any origin \( o \) and destination \( d \) nodes by considering the sum of link weights. Instead, the modified version accounts for the fact that not only the link weights have to be taken into consideration but also the transfer time, i.e. the cost to change between different layers (see appendix D.3). Also, to consider the preference of users to change lines in a limited number of times the algorithm allows at most two transfers in a single path, i.e., we limit \( n \leq 3 \). Due to these limitations the algorithm provides us an approximate solution, however which differs from the correct solution only in few cases. We find that more than 95% of the paths with at most 3 line changes computed with the unlimited (correct) algorithm and the limited (approximate) algorithm have the same temporal length in all cities. After computing the shortest paths between all nodes in the graph we characterise the distribution of shortest travelling times between all nodes whose physical distance falls within a specific range. Using these informations we identify privileged connections, i.e. fastest routes at a given distance.

7.2.3 Implementation of the user-based representation

The methodology presented above rely on informations, which are typically included in data given in GTFS format such as trips, routes, travelling times, frequencies and transfer times recorded for each service line and station in the transportation system (for further details see appendix D.1). Using such data we build the P-space multi-edge representations of larger Paris, Strasbourg, Nantes, and Toulouse. We decided to use a period of \( N_w = 4 \) weeks in each case, such that the total number of trips per day presents only weak fluctuations. We were interested in trips planned between \( h1 = 7am \) and \( h2 = 10am \) (though the choices of \( N_w, h1, \) and \( h2 \) are adjustable parameters). This choice of time window was made to focus on morning commuting patterns,
and because during this time interval the frequency of services is considerably higher with respect to the rest of the day. Typical line frequencies and trip durations are then defined as their averages over the selected time window over the four weeks. All PT systems considered rely substantially on three transportation modalities: metro (Paris, Toulouse) or tram (Nantes and Strasbourg), bus and rail. However, they differ considerably in terms of size (see table D.2), routes length, number of stops per route and route frequencies (see fig. D.1).

Finally, building on the multi-edge P-space representation and the estimation of the typical times and frequencies, we compute the typical shortest time paths between any pairs of origin and destination in the city. The implementation of this methodology is available online\(^6\) and requires as input any dataset in GTFS format. The shortest paths are computed using a modified version of the Dijkstra algorithm, which allows to find the shortest path between a source node \(s\) and all other nodes (see fig. D.2). In the original Dijkstra, all nodes are originally assigned an infinite ‘tentative distance’ from the source node, while the source node is assigned a ‘tentative distance’ equal to zero. At each iteration, the node \(v\) with the shortest tentative distance is visited. The ‘tentative distance’ of each of its neighbours \(u\) is updated as the minimum between the current tentative distance of \(u\) and the distance from \(u\) to \(v\) plus the tentative distance from \(s\) to \(v\). Then, node \(v\) is marked as visited (it will not be visited again) and its distance to the source will be equal to its current tentative distance. We introduce two substantial modifications to this algorithm. First, we include the time required to transfer between edges by adding its value to the tentative distance (which in our case is actually a temporal distance). Second, we update the tentative distance of a node only if the number of edges one should travel to get there is smaller than 3. These two approximations are introduced in order to reduce the computation time, reduce the complexity of the PT system representation, and take into account the fact that users are typically not willing to effectuate more than 3 line changes. The algorithm may overestimate the shortest path lengths in cases were locally optimal strategies does not provide a globally optimal solution. However, it provides in general a very good approximation as it is demonstrated in appendix D.3.

### 7.3 Illustration: Fingerprints of Public Transportation Networks

We demonstrate one possible use of our framework through the examples of the PT systems of larger Paris, Strasbourg, Nantes, and Toulouse. After selecting privileged connections, we apply non-negative matrix factorisation to the graph of the privileged connections to iden-
Figure 7.2: Scatter plot of time versus physical distance associated to shortest time paths for each origin-destination pair. The points are coloured according to the number of points in the area considered. Scatter plots are shown for the cities of Paris (A), Toulouse (B), Nantes (C), and Strasbourg (D). Colours indicate the logarithm of the number of origin-destination pairs in a given range time-distance bin.

tify underlying patterns, which may not be present due to overall design. Finally, we compare our findings with independent measures of commuting patterns, which allow us to give an estimation about the efficiency of the PT systems.

7.3.1 Selection of efficient connections

We used the method previously presented to compute the shortest time paths for each origin-destination pairs of the transportation systems of bus, train and metro. With the selection of a suitable time-window of size $N_w = 4$ weeks, we find that the average standard deviation of a route frequency across the 4 weeks, is about $0.05$ transits/hour for all the city considered (focusing only on week-days). This result confirms that the system behaviour is subject to low variability during the period considered. Based on the shortest paths calculations, we built a time-distance map, which assigns the physical distance $d(o,d)$ and the shortest time path length $\Delta t(o,d)$ to each origin ($o$) - destination ($d$) pair. This time-distance map was drawn as a heat-map in fig. 7.2 for Paris and the other investigated cities, and can be used to identify patterns of privileged connections. We considered distance-bins with equal size 100 meters and time bins of size 1 minute.
In order to focus on the most efficient (privileged) connections with respect to the public transportation system of the city considered, we selected the trips responsible for the 1% lower part of the time distributions for each distance. To estimate, whether these connections are among the best at the urban agglomeration level as compared to travels by car for the same distances, we computed the travel time factor. More precisely, after building the histogram of shortest time paths for every distance bin, we compared the travel time of selected paths with the travel time needed to cover the same distance by car. Car commuting times were extracted from the French 2008 Enquête Nationale Transports et Déplacements 2007-2008 dataset [325] describing the global mobility of people living in France. To collect this data individuals were asked how far (with resolution of 1 km), how long (with resolution of 1 minute), and by which transportation mean they travel every day. Based on this dataset we computed the median of the travel time distributions at each distance using the entire sample to measure the typical time needed to commute to a particular distance by car. Similarly, we calculated the medians of the best 1, 2, 5% of the time distribution at each distance (i.e. shortest times for a given distance) travelled by public transportation. This enables to compute the travel time factor as displayed in fig. 7.3 for different selections of the best times taken by public transportation. By selecting the best connections responsible for the 1% lower part of the time distributions for each distance, in Paris agglomeration, we found that trips’ durations are at most 1.71 times the time needed by car. This is in close agreement with the travel time factor tolerated by users [316], which was shown to be maximum 1.6 in [316]. For the other agglomerations studied, the travel time factor goes above this value for distances travelled greater than 5 km. We remark that while in Paris the travel time factor tends to saturate at large distance meaning that efficient connections exist also at the inter-city level, this is not conspicuous for the other cities (see fig. 7.3.b-d), where PT seems to provide an efficient alternative to car mainly for short trips.

Let us notice again that in the histograms and travel time factor calculations we do not use the best absolute time to travel at a given distance but we consider a waiting time assuming that a user arriving blindly at a stop, in order to take into account the preferences of users for path with small variability in time. In addition, the time travelled by car for each distance is taken from a data considering car trips in the whole country. These two points may lead to an overestimation of time travel factors, and this way the travel time factor cannot be used directly as a criterion to select the best connections but only gives a common metric to look at the different public transportation systems.

---

7 This reference links to a file about the home-work flow of individuals by transportation mean.
Figure 7.3: **Travel time factors with respect to distance travelled.** The factors have been computed using the 1%, 2% and 5% lower part of the time distribution for each distance travelled by public transportation for the following cities (including their surrounding areas) (A) Paris, (B) Toulouse, (C) Nantes, and (D) Strasbourg.
Figure 7.4: **Pattern detection using the multi-edge P-space representation.**
(A) Geographic representation of graph $G_{SP}$, where links correspond to the 1% best shortest paths of the whole public transportation network. (B) The normalised BiCross validation error computed for the adjacency matrix $X_{SP}(10\text{Km}, 11\text{Km})$ (black line with markers) of the same graph, for the associated random matrix $X_{SP\text{random}}(10\text{Km}, 11\text{Km})$ (blue dashed line). The selected number of structures $k_s$ is assigned by a red rhombus. (C,D) Two of the structures revealed in the PT system of Paris. Green dots are ingoing, while red dots are outgoing affiliated.

For all the cities considered, privileged connections include shortest paths with no line changes at very short distances, and increasing number of line changes as a function of the distance travelled. In the Paris area, only 2 transportation modalities are used in 80% of the paths up to 60Km distance and the most represented modalities include metro, bus, and rail, with metro dominating at short distances. In smallest cities, almost all paths at distances up to 20 Km involve less than 2 changes. The most represented modalities are bus and tram for Strasbourg and Nantes, bus and metro for Toulouse; instead, rail is present only when the path distance is larger than 15/20 Km.

In fig. 7.4A, we show the profile of the Paris urban agglomeration, where links correspond to the selected privileged connections. The city profile differs clearly from the profile obtained for single-modality single-layer representations since it accounts for the interconnectedness of several transportation modes (see appendix D.7). Note that, since we do not have access to the transfer times between lines in cities other than in Paris, the cost of transferring between layers was estimated for each city based on the data of Paris (see table D.3). This way, transfer times depends on the corresponding transportation modes, what a naive representation with all modes on a single layer would not be able to consider.

### 7.3.2 Pattern extraction

The question remains whether the identified set of privileged connections reveals any higher order meaningful patterns in the design of transportation systems. We expect that some stops, like stations
located in residential neighbourhoods, may have similar connectivity patterns to the rest of the network like to the city centre or to working areas. In order to identify such patterns, we first built an undirected, unweighted graph $G_{SP} = (V_{SP}, E_{SP})$, where $V_{SP} \subset V$ and $E_{SP}$ is a set of edges linking origin-destination locations connected by privileged connections (for an example for Paris see fig. 7.4A). To compare commuters travelling at particular distances we analysed subgraphs $G_{SP}(d_1, d_2)$ (represented by an adjacency matrix $X_{SP}(d_1, d_2)$) of $G_{SP}$, where edges join stops at particular distances $d$ ($d_1 < d \leq d_2$). For Paris we considered distances with resolution $d_2 - d_1 = 1$ kilometre, while for smaller cities we took the resolution $d_2 - d_1 = 5$ kilometres as the transportation networks were typically sparser there (see fig. D.1).

We expected to find both cohesive, and bipartite patterns in these subgraphs. The cohesive structures would correspond to sets of stations well connected between themselves while bipartite ones would single out two groups of stops with several connections between them. The connections may not be direct but should have durations comparable to the average time taken by car for the same distance.

To detect such patterns we considered the likelihood of having a connection between any two stations, which can be expressed in terms of possible connections of these stations to the same structures. Formally, it means we can express each term of the adjacency matrix representing $G_{SP}$ as

$$X_{SP}(i, j) = \sum_k W_{ik} H_{kj}, \quad (7.3)$$

where $W_{ik}$ quantifies the ingoing membership of node $i$ to structure $k$ and $H_{kj}$ quantifies the outgoing affiliation of the node $j$ to the structure. In order to find matrices $W$ and $H$, we performed matrix factorisation, thus minimising numerically the distance

$$\|X - WH\|_F^2, \quad (7.4)$$

where $\|X\|_F$ is the Frobenius norm of matrix $X$ (for further details see appendix D.1.4). Note that matrix factorisation was used earlier successfully to detect communities and higher order structures in graphs [326–332].

The number of structures to be detected was determined by the Bi-Cross validation (BiCv) approach proposed in [333] based on cross-validation, a common machine learning model validation technique. This consists of measuring an error, called $BCV$ here, between an estimation of left out entries using a low rank approximation of the retained data and the actual left out entries. This error is decreasing with respect to the number of structures extracted toward a minimum that indicates how many structures are representative of the subgraphs, while, on the contrary, such behaviour is not visible
in case the network is close to random. To identify whether there are structures in subgraphs, we compared the BCV error with the one obtained for the corresponding null models (fig. 7.4B). Such null models were defined for each adjacency matrix $X_{SP}(d1,d2)$ as their corresponding random matrices $X_{S\text{random}}(d1,d2)$, built by shuffling the values of the original matrix. An example of the behaviour of such a quantity for Paris public transportation network is displayed on fig. 7.4B (for other cities see appendix D.4). This quantity was computed for each subgraph and guided us on how many structures characterise each system at each range of distance. For some distance ranges and cities, the evolution of BCV is close to the random case assigning no strong attempt to link preferentially to some areas at the considered range of distance (see appendix D.4). However, in several cases we find bipartite structures, consisting of disjoint sets of ingoing and outgoing affiliated nodes. In fig. 7.4C and D we show two examples of bipartite structures detected in the Paris network. Given a structure $k$, green dots corresponds to nodes $i$ that are ingoing affiliated to the structure (e.g. such that $W_{ik} = 0$), while red dots corresponds to nodes $j$ that are outgoing affiliated (e.g such that $H_{kj} = 0$). The bipartite structures can be assimilated to strategical areas that are particularly well connected by PT. For example the structure shown in fig. 7.4C, connects stops located around Paris Orly airport to stops located at the border of Paris central area. In fig. 7.4D, the structure reveals the existence of privileged connections the Nanterre and Creteil areas in one side (both with high employment density) 8, with Paris centre on the other side. As these structures are latent patterns extracted from the networks of privileged connections, we consider them as the privileged origin-destination patterns representative of the transportation systems.

7.3.3 Network efficiency: pattern analysis from the commuter point of view

To estimate how well the different public transportation networks are devoted to answer the needs of commuters, we compared the identified privileged origin-destination patterns to the flows of commuters. We used the data of the 2010 French census [334] including origin-destination commuter flows per transportation mean at the level of the municipality for the larger areas of Strasbourg, Toulouse, and Nantes, and at the level of the municipal arrondissement (neighbourhood) for the Paris agglomeration. Using this dataset we compared the detected privileged origin-destination patterns to the commuting patterns by car and PT. We only considered inter-municipality trips for the comparison as the resolution provided for the commuter

dataset was given at the municipality level (for the number of intra-city trips see table D.5).

To draw a comparison, we first built the PT structural pattern network $G_C = (V_C, E_C)$ of each urban agglomeration as an unweighted, undirected graph. Here the set of nodes $V_C$ is defined as municipalities and a link $(a, b) \in E_C$ between municipalities $a$ and $b$ exists if at least one stop located in $a$ and one stop in located $b$ appear in each side of a detected bipartite structure. In other words, the structural pattern networks are composed of links between municipalities presumably well connected by public transportation. At the same time, exploiting census data, we built a commuter flow network for each city and its surrounding area, as a weighted, directed graph $G_{com}^{TM} = (V_{com}^M, E_{com}^M, W_{com}^M)$. Here $V_{com}^M$ is the set of municipalities, and a link $(a, b) \in E_{com}^M$ with weight $w_{ab}$ represents the flow of individuals commuting from $a$ to $b$ by mean $TM$ (either PT or car). We compared the structural pattern graph with the commuter flow graphs both of the car and the PT of each urban agglomeration by computing a weighted Jaccard index $s$ between the sets of links associated to each graph. This weighted index is defined as the sum of the flow graph weights of the links in common between the two graphs - structural and flow by the selected transportation mean - divided by the total flow for the transportation mean considered. More formally

$$s_{TM} = \frac{\sum_{(a,b)\in E_C \cap E_{com}^M} w_{ab}}{\sum_{(a,b)\in E_C \cup E_{com}^M} w_{ab}} \quad (7.5)$$

both for $TM = \text{car}$ and $TM = \text{PT}$. It represents the fraction of commuters using respectively car and PT, who have access to privileged PT connections (i.e. for which there exists a link corresponding to their commute in the PT structural pattern).

Bar charts of fig. 7.5 show the comparison between commuting flows and privileged connections for several urban agglomerations. Full bars refer to commuters choosing the car, while dashed bars refer to the choice of PT. The width of full bars are set to be equal for all the cities considered, and the width of the corresponding dashed bar is set proportionally. Hence, for each city the number of black (resp. white) stick men over the total number of stick men corresponds to the fraction of individuals choosing to commute by PT (resp. car). The total number of commuters (using either car or PT) in each city is indicated below each bar. For example, in the Paris central agglomeration (Paris PC, on the right of the figure) there are about 1.6 million commuters using either car or PT. Among them, for every three commuters choosing the car, about seven choose PT.

The height of the full bars (resp. dashed filled) assigns the weighted Jaccard index $s_{\text{car}}$ (resp. $s_{\text{PT}}$), indicating the fraction of individuals choosing the car (resp. PT) even with access to privileged PT connections. For example, in the Paris central agglomeration, among all
Figure 7.5: **Similarity between commuter flows and PT privileged connections in French municipal areas.** For each of the urban agglomerations considered (Toulouse, Nantes, Strasbourg, Paris area, and Paris Petite Couronne), the bar chart’s height indicates the weighted Jaccard index $s_{TM}$ between the commuter flow network $G_{TM}^{com}$ and the PT structural pattern network $G_C$ (for further explanation see text).

commuters choosing the car only 45% would have access to privileged connections, while among those who are choosing PT, 75% can rely on efficient transportation. Error bars on the top of the bars are obtained by repeating the methodology 100 times, with different random matrices initialising NMF. The small size of the error bars shows the robustness of the pattern detection.

A significant difference between the commuting practice in Paris agglomeration and other urban areas is evident. For Paris urban agglomeration, the flow of inter-municipality commuters choosing PT is larger than that of people commuting by car, in contrast to the other investigated cities. This may be partly explained by a travel time factor, which increases above the tolerated value for Toulouse, Nantes and Strasbourg (see fig. 7.3). Besides, fig. 7.5 indicates that among commuters choosing public transportation, a large fraction has access to privileged connections (Paris: 75%, Strasbourg: 70%, Toulouse: 83%, Nantes: 66%). Among commuters choosing the car, typically less than 50% have access to privileged connections (Paris: 45%, Strasbourg: 45%, Toulouse 56%, Nantes 48%). This comforts our definition of privileged connections based on commuting time with little variability and a limited transfer number. This corroborates the strong role of the latter factors in the decision making to use PT or car. Furthermore, we observe that in the larger Paris area only 25% of car commuters have access to privileged transportation connection. Instead, in other cities, although more than 48% of car drivers have
access to rapid connections, they still commute by car. In particular, in Toulouse a large percentage of commuters have access to good services according to the criteria introduced here, as there is large overlap between privileged connections and both PT (83%) and car (56%) commuting flows. However, there is still a non-negligible amount of people commuting by car. Based on this analysis we can distinguish between two main trends in commuting: (a) there are cities where a large part of the population tend to do inter-municipality trips by car disregarding the quality of PT services, examples are Nantes, Toulouse, and Strasbourg. (b) On the other hand, in Paris and its agglomeration, according to the metrics introduced, there is a good agreement between the needed and provided services of public transportations. This result is supported by a pairwise comparison between the car and the PT commuting flows for every pair of municipalities (see appendix D.5).

7.4 SUMMARY

Efficient analysis of public transportation networks is possible via abstract representations, which in turn help us to reveal hidden characteristics of such systems. As our main scientific contribution we provided a solution for this challenge by introducing a novel description, which combines multi-edge and P-space representations of multilayer transportation networks. We characterise these systems from the user’s point of view through a description, which is detached from constraints imposed by their spatial embeddedness, but which incorporates their temporal variance. To further develop our framework we adjusted earlier defined methods and used them to identify effective routes and hidden transportation patterns, which were not evidently built due to overall design. We found cohesive and bipartite patterns of privileged connections induced by different ways of access of far-apart urban areas in French municipals such as larger Paris, Toulouse, Nantes, or Strasbourg. We further analysed the overall efficiency of the corresponding transportation systems as compared to the commuting flow. We found that while the transportation system of Paris is somewhat meeting overall demands and preferred to be used over the car alternative, in smaller cities the transportation systems may not meet the user expectations, leaving room for improvement, and even people have access to fast transportation options they prefer to use car instead.

We made some assumptions during our study, which set some limitations on the generalisation of our results. First of all we considered only a 3 hours time window to build our user-based representation. Extending this time window or considering different periods would potentially highlight further transportation patterns, assigning a direction to explore in the future. Further, we operated with average
frequencies of services neglecting the effect of any perturbation in the transportation system. This was a valid approach in our case as no major variance was observed during the analysed period. Nevertheless, to come around this limitation one can easily adjust or definition such that it considers dynamically unexpected perturbations on each line. Finally we assumed that passengers go blindly to a stop without considering that certain passengers attempt to reduce their waiting time by timing their arrival at transit stops to an optimal period before vehicle departure. On the other hand this can be easily considered in our representation by introducing arrival times of users e.g. depending on the frequency of the first line they take. In addition, note that aspects as adaptive travelling behaviour or the prediction of individual mobility patterns are out of the scope of the present methodology but they indicate possible future directions of research.

Several extensions of our methodology is possible. Parameters like the periods in focus, length of observations, number of transfers, etc. can be tailored for other systems, while a further refinement is possible by considering needs of various types of users. Our way of characterisation of privileged connections may be used to profile and compare different transportation systems to disclose generalities in their design. Use of this methodology in the future could help to enhance resilience of local transportation systems to provide better design policies for future developments.
CONCLUSIONS

This thesis was stimulated by the recent developments in the interdisciplinary area that studies human mobility [38]. Compared with previously existing approaches, our contribution has been twofold. First, we have studied individual behaviour across a broad range of temporal and spatial scales. Secondly, we have studied mobility in relation with other aspects of behaviour, establishing a connection between human geography, personality psychology, and the social sciences. Our advancements relied on the analysis of multi-channel data with unprecedented spatial, temporal resolution and duration. In chapter 2, we have proposed novel pre-processing techniques to extract trajectories from these comprehensive datasets which include WiFi, GPS and call detail records collected from mobile phones.

Our research has addressed three questions that had been raising growing interest within the scientific community [38].

What are the statistical properties of human mobility?

In chapter 3, we have tackled the unresolved controversy about the statistical distributions characterising human motion. We have studied the statistical properties of data with the best combination of resolution, duration, spatial range and sample size among those considered in the literature so far. We have shown that the distribution of displacements and waiting times between displacements are best described by log-normal distributions, but power-law distributions are selected when only large spatial or temporal scales are selected. While identifying the mechanism responsible for the observed mobility patterns was beyond the scope of the present work, we anticipate that a more complete spatio-temporal description of human mobility will help us develop better models of human mobility behaviour [52, 117].

How do humans allocate time among different locations?

In chapter 4, we have solved the tension between the state-of-the-art understanding of human mobility as highly predictable and stable over time, and the fact that individual lives are constantly evolving due to changing needs and circumstances. We have shown that this tension vanishes when the long-term evolution of human visitation patterns is considered. We have found that routines are unstable in
the long term because of the continual exploration of new locations, but the number of locations an individual visits regularly is conserved over time. We have shown that this individual ‘location capacity’ is peaked around a typical value of $\sim 25$ locations and correlates with individuals’ social circles size. In this respect, it is interesting to note that fixed-size effects in the social domain [131, 132, 149, 150] have been put in direct relation with human cognitive abilities [149]. We anticipate that our results will stimulate new research exploring this connection.

What are the connections between individuals’ mobility and social behaviour?

In chapter 5, we have explored, for the first time to our knowledge, the connection between individual spatial and social behaviour. We have shown that there is a connection between the way in which individuals explore new resources and exploit known assets in the social and spatial spheres. We have pointed out that different individuals balance the exploration-exploitation trade-off in different ways and we have explained part of the variability in the data by the big five personality traits. These findings establish a relation between personality and spatial behaviour, validating the theories suggesting that spatial choices are partially dictated by personality dispositions [214] and that a single set of personality traits underlies all aspect of a person’s behaviour [175, 215].

In chapter 6, taking further the study of social behaviour, we have presented a model of interactions in which individuals are characterised by stable dispositions towards establishing and receiving connections. We have demonstrated that these individual characteristics have a major impact on diffusion processes spreading on the network. These results contribute towards the development of a comprehensive picture about how the dynamics of networks affect the dynamics unfolding upon networks.

In the second part of this thesis we have addressed the challenge of quantifying the efficiency of public transportation system. We have introduced a novel multilayer description of public transportation networks. We have adjusted earlier defined methods to identify effective routes and hidden transportation patterns, accounting for the fact that people prefer short trips with few line changes. We have found privileged connections in French municipals and analysed the efficiency of their transportation systems as compared to the commuting flows. We have found that, while the transportation system of a large city like Paris is meeting overall demands, and preferred to be used over the car, in smaller cities the transportation systems do not meet the user expectations, and even people have access to fast transportation, they prefer to use car. The use of the proposed methodology
could help providing solutions to urban and transportation design.

Present and future work will move in several directions. We list here briefly the topics we are currently addressing, or we plan to investigate in the near future.

- **Effects of location semantics.** In chapter 4 and chapter 5, we have characterized the evolution of individuals’ sets of familiar locations (also referred to as ‘Activity spaces’). We are now investigating the composition of individuals’ activity spaces in term of different types of locations (e.g. commercial activities, leisure locations, homes, ...). This project relies on matching individuals’ stop-locations with enriched semantic information collected from open-source data ¹.

- **Co-evolution of individuals’ visitation patterns.** In chapter 4, we have shown that individuals’ visitation patterns evolve over long time scales. Our ongoing research focuses on studying the co-evolution of the visitation patterns of pairs individuals. Our hypothesis is that long-term developments in the social and spatial sphere are correlated. Furthermore, we are investigating the EPR model with memory, to understand the role played by the parameters on the specific size of the spatial capacity.

- **Spatial stochastic block model for communication data.** In chapter 7, we have shown how non-negative matrix factorization can be applied to extract meaningful structures from networks. One of my ongoing researches, in collaboration with Prof. Emilio Ferrara and Prof. Aram Galstyan focuses on a similar technique, the stochastic block modelling. Our work extends the current framework to account for the role played by the physical distance between the network nodes. We are applying this method to study telecommunication flows in urban areas.

- **Modelling the cryptocurrency market.** Alongside the interest for human mobility, we have developed a new research direction. Our work aims at characterizing and modelling the short and long-term dynamics of the cryptocurrency market. Our initial results are included in [VI].

¹ [https://www.openstreetmap.org/](https://www.openstreetmap.org/)
In this appendix we present additional findings supporting the results presented in chapter 3. In appendix A.1, we show our findings are robust with respect to variation of the definition of stop-locations and across the sample considered. In appendix A.1, we present the list of distributions considered for our analysis.

A.1 ROBUSTNESS OF RESULTS

Results of the model selection

The selection of the log-normal distribution as the best model among the exponential, the log-normal and the Pareto distribution is made using the Akaike Information Criterion (AIC) weights. In tables A.1 to A.3 we report the AIC weights values for the four models considered as well as the Akaike information Criterion (AIC), the Bayesian Information Criterion (BIC) weights, the Residual Sum of Squares (RSS). These metrics provide additional information on the goodness-of-fit. In figs. A.1 to A.3, we show the results of the fit with the three distributions considered.

Bootstrapping

By bootstrapping data 1000 times for samples of 100 and 200 individuals, we find that for all groups the aggregated distributions of displacements and waiting times are best described by the same models

<table>
<thead>
<tr>
<th></th>
<th>AIC</th>
<th>AIC weights</th>
<th>BIC weights</th>
<th>RSS</th>
</tr>
</thead>
<tbody>
<tr>
<td>expon</td>
<td>2.1e+07</td>
<td>0</td>
<td>0</td>
<td>3.1e-11</td>
</tr>
<tr>
<td>lognorm</td>
<td>1.9e+07</td>
<td>1</td>
<td>1</td>
<td>2.9e-11</td>
</tr>
<tr>
<td>pareto</td>
<td>2.0e+07</td>
<td>0</td>
<td>0</td>
<td>2.8e-11</td>
</tr>
</tbody>
</table>

Table A.1: Distribution of displacements: model selection. For the three distributions considered, the table reports the Akaike Information Criterion (AIC), the AIC weights (see Model selection section), the Bayesian Information Criterion (BIC) and the residual sum of squares (RSS).
Figure A.1: **Distribution of displacements: comparison of three models.**

<table>
<thead>
<tr>
<th></th>
<th>AIC</th>
<th>AIC weights</th>
<th>BIC weights</th>
<th>RSS</th>
</tr>
</thead>
<tbody>
<tr>
<td>exon</td>
<td>4.62e+06</td>
<td>0</td>
<td>0</td>
<td>0.061</td>
</tr>
<tr>
<td>lognorm</td>
<td>3.68e+06</td>
<td>1</td>
<td>1</td>
<td>0.026</td>
</tr>
<tr>
<td>pareto</td>
<td>3.79e+06</td>
<td>0</td>
<td>0</td>
<td>0.025</td>
</tr>
</tbody>
</table>

Table A.2: **Distribution of waiting times: model selection.** For the three distributions considered, the table reports the Akaike Information Criterion (AIC), the AIC weights (see Model selection section), the Bayesian Information Criterion (BIC) and the residual sum of squares (RSS).

<table>
<thead>
<tr>
<th></th>
<th>AIC</th>
<th>AIC weights</th>
<th>BIC weights</th>
<th>RSS</th>
</tr>
</thead>
<tbody>
<tr>
<td>lognorm</td>
<td>2.7e+07</td>
<td>1</td>
<td>1</td>
<td>3.0e-11</td>
</tr>
<tr>
<td>pareto</td>
<td>2.9e+07</td>
<td>0</td>
<td>0</td>
<td>2.8e-11</td>
</tr>
<tr>
<td>exon</td>
<td>3.0e+07</td>
<td>0</td>
<td>0</td>
<td>3.1e-11</td>
</tr>
</tbody>
</table>

Table A.3: **Distribution of displacements between discoveries: model selection.** For the three distributions considered, the table reports the Akaike Information Criterion (AIC), the AIC weights (see Model selection section), the Bayesian Information Criterion (BIC) and the residual sum of squares (RSS).
Figure A.2: Distribution of waiting times: comparison of three models. Yellow dotted line: data. Red dashed line: Maximum likelihood Log-normal fit. Blue dashed line: Maximum likelihood Pareto fit. Light blue dashed line: Maximum likelihood Exponential fit.

found for the entire dataset.
Here, we report the distribution of parameters found for the distribution of displacements (fig. A.4), waiting times (fig. A.5), and displacements between discoveries (fig. A.6), in the case of samples of 100 individuals.

Sensitivity to the definition of pausing

The distribution of displacements is robust with respect to the definition of pausing. The results reported in the main text refer to pauses longer than $P = 10$ minutes. Both for $P = 15$ minutes and $P = 20$ minutes, the distribution of displacements is best described by a log-normal model when the entire distribution is taken into account, and by a Pareto distribution, when only long distances are considered (see figs. A.7 and A.8). The same results hold for the distributions of waiting times (see figs. A.9 and A.10).

Interpretation of the shift and scale parameters

The shift and scale parameters are necessary to account for the fact that, in the cases considered, the lower bound of the distributions support is controlled by the data minimal resolution.

For example, the log-normal distribution of a random variable $x$ is defined for $x \in (0, \infty)$. In our case the fit is performed for a shifted
Figure A.5: Waiting Times: distribution of parameters found by bootstrapping. A) The distribution over 1000 bootstrapping samples of the log-normal fit coefficient $\mu$, characterising the aggregated distribution of waiting times. B) The distribution over 1000 bootstrapping samples of the Pareto fit coefficient $\beta$, characterising the tail of the aggregated distribution of waiting times. Samples include 100 randomly selected individuals.

Figure A.6: Displacements between discoveries: distribution of parameters found by bootstrapping. A) The distribution over 1000 bootstrapping samples of the log-normal fit coefficient $\mu$, characterising the aggregated distribution of displacements between discoveries. B) The distribution over 1000 bootstrapping samples of the Pareto fit coefficient $\beta$, characterising the tail of the aggregated distribution of displacements between discoveries. Samples include 100 randomly selected individuals.
Figure A.7: **Distribution of displacements for pausing P=15 minutes.** Blue dotted line: data. Black dashed line: Log-normal fit with characteristic parameter $\mu$ and $\sigma$. Red dashed line: Pareto fit with characteristic parameter $\beta$ for $\Delta r > 7420$ m.

Figure A.8: **Distribution of displacements for pausing P=20 minutes.** Blue dotted line: data. Black dashed line: Log-normal fit with characteristic parameter $\mu$ and $\sigma$. Red dashed line: Pareto fit with characteristic parameter $\beta$ for $\Delta r > 7420$ m.
Figure A.9: Distribution of waiting times for pausing $P=15$ minutes. Yellow dotted line: data. Black dashed line: Log-normal fit with characteristic parameter $\mu$ and $\sigma$. Red dashed line: Pareto fit with characteristic parameter $\beta$ for $\Delta t > 13h$.

Figure A.10: Distribution of displacements for pausing $P=20$ minutes. Yellow dotted line: data. Black dashed line: Log-normal fit with characteristic parameter $\mu$ and $\sigma$. Red dashed line: Pareto Fit with characteristic parameter $\beta$ for $\Delta t > 13h$. 
<table>
<thead>
<tr>
<th></th>
<th>Shift (Lognormal)</th>
<th>Shift (Pareto)</th>
<th>Scale (Pareto)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Displacements</td>
<td>2.02 m</td>
<td>-11.41 m</td>
<td>7431.83 m</td>
</tr>
<tr>
<td>Waiting times</td>
<td>0.18 h</td>
<td>-0.03 h</td>
<td>13.03 h</td>
</tr>
<tr>
<td>Discoveries</td>
<td>1.9 m</td>
<td>-1.34 m</td>
<td>2801.35 m</td>
</tr>
</tbody>
</table>

Table A.4: The scale and shift parameters. The values of the shift parameter of the Lognormal fit (first column), the shift and scale parameter of the Pareto fit of the distributions’ tails (second and third columns).

distribution, with \( x \in (x_0, \infty) \), where \( x_0 \) is the data minimal resolution. This reflects the fact that the reason why there are no data points for \( x < x_0 \) is not low probability but lack of information within this range (or in some cases it’s due to the choice of fitting only the tail of the distribution).

Similarly, the Pareto distribution is defined for \( x \in (1, \infty) \). The shift \( x_0 \) and the scale parameter \( s \) allow instead to consider \( x \in (s + x_0, \infty) \), where \( s + x_0 \) is the minimum data point considered. Values of the shift and scale parameters could be set to fit the minimal resolution. However, in our case \( x_0 \) and \( s \) are additional parameters of the model.

We have verified that the values recovered by the fitting algorithm are consistent with those expected.

We report in table A.4 the values of the shift \( s \) and scale parameters \( x_0 \). The results presented in the main text do not change when we set \( x_0 = 0 \) except for the distribution of waiting times, where we find Pareto as the best distribution if \( x_0 = 0 \).

Further analysis: Selection of the best model among 68 distributions

In the case of the distribution of waiting times, the best model among 68 distributions is the gamma distribution. Results of the gamma fit are shown in fig. A.11.
Figure A.11: Distribution of waiting times: selection of the best model among 68 distributions. Yellow dotted line: data. Green dashed line: Gamma Distribution fit with characteristic parameters $a = 0.27$ and $\theta = 22.47$.
DISTRIBUTIONS CONSIDERED

The list of distributions is based on the scipy.stats Python module which contains the implementation of over 80 probability distributions, including those reported in the literature on human mobility. We have excluded distributions with more than 3 parameters (including scale and shift), unless they were found in previous studies on human mobility. The distribution considered are the following:

This chapter is an appendix to chapter 4. In appendix B.1, we present tests assessing that the results presented in chapter 4 are robust with respect to choices such as the definition of familiar location. In appendix B.2, we discuss the evolution of spatial properties of the set of familiar locations.

B.1 ROBUSTNESS TESTS

The results presented in chapter 4 do not depend on how locations are defined, nor on the time-window used to investigate the long-term behaviour. In this section, we show how the results are derived and we demonstrate their statistical robustness. To avoid confusion, we will indicate with $x$ the average value of a quantity $x$ across the population, and $\langle x \rangle$ the average across time.

Conservation of the location capacity

The set of familiar locations is defined here as the set $S_i(t) = \{\ell_1, \ell_2, ..., \ell_k, ..., \ell_C\}$ of locations $\ell_k$ that individual $i$ visited at least twice and where she spent on average more than 10 minutes/week during a time-window of $W$ consecutive weeks preceding time $t$. In fig. B.1, we show that for $W = 10$ weeks, the set contains on average a small fraction of all locations seen during the same 10 weeks. Yet, the time spent in these locations is on average close to the total time (fig. B.1). Given this definition, the number of locations an individual $i$ visits regularly is equivalent to the set size $C_i(t) = |S_i(t)|$. We call this quantity location capacity.

Evidence 1 The average individual capacity $\overline{C}$ is constant in time regardless of the definition of location or the choice of the window size $W$ (table B.1 and table B.2). This result is tested in several ways:

Linear fit test We perform a linear fit of the form $\overline{C}(t) = a + b \cdot t$, computed with the least squares method. We test the hypothesis $H_0 : b = 0$, under independent 2-samples t-tests.

Power law fit test We perform a power-law fit of the form $\overline{C}(t) \propto t^{\beta}$, computed with the least squares method. We test the hypothesis $H_1 : \beta = 0$, under independent 2-samples t-tests.

Multiple intervals test We compare the value of $\overline{C}$ across different time-intervals $\delta t_k$. We divide the total time range into time-intervals $\delta t_k$ spanning $w$ weeks. We compute the average capacity
Figure B.1: Establishment of the set of familiar locations. Frequency histograms of individuals based on the fraction of all locations seen in a week that are part of the set of familiar locations (dashed bars), and on the fraction of time of the week spent in familiar locations (full bars). The set is computed for $W = 10$ weeks. Results are shown for the Lifelog (A), CNS (B), MDC (C) and RM (D).

$C(\delta t_k)$ and its standard deviation $\sigma_C(\delta t_k)$ for each time-interval $\delta t_k$. We test the hypotheses $H_{j,k}: C(\delta t_j) = C(\delta t_k)$ for all pairs $\delta t_k, \delta t_j$.

For all the datasets considered, all choices of $W$, and definitions of locations the hypotheses $H_0$, $H_1$ and $H_{j,k}$ (for all intervals $j$ and $k$) can not be rejected at $\alpha = 0.05$ with p-value $> \alpha$ under 2-tailed tests. Results are reported in table B.1.

**Evidence 2** The individual weekly net gain of locations is equal to zero. The net gain defined as $G_i(t) = A_i(t) - D_i(t)$, where $A_i(t) = |S_i(t) \setminus S_i(t - dt)|$ is the number of location added and $D_i(t) = |S_i(t - dt) \setminus S_i(t)|$ (the difference between the sets) is the number of location removed from the set during $dt$, where $dt = 1$ week. This is verified by testing for all individuals $i$ if the ratio $\sigma_{G,i}/\langle G_i \rangle > 1$, where $\sigma_{G,i}$ is the standard deviation of the average individual net gain across time (see chapter 4). We find that $\sigma_{G,i}/\langle G_i \rangle > 1$ hold for a large majority of individuals, under different definitions of locations and choices of $W$, for all datasets considered. Results are reported in table B.2 and fig. B.2.

**Evidence 3** The average value of location capacity saturates for increasing values of the time-window $W$. We find that for all datasets the average time coverage $\langle C \rangle \sim 25$. This result is obtained after accounting for the differences in data collection by considering the normalized location capacity $C_i/TC_i$, where $TC_i$ is the weekly time coverage of individual $i$ (see figs. B.3 and B.4). Individuals’ capacity values are distributed homogeneously around the mean (fig. B.5).
Table B.1: Conservation of capacity: evidence 1. The results of hypotheses testing $H_0$, $H_1$ and $H_{jk}$ (see appendix B.1) for different values of the threshold used to define locations $d$, and sliding window size $W$. For $H_0$, we report the value of the linear fit coefficient $b$ and the p-value. $H_0 : b = 0$ is rejected for $p < 0.05$. For $H_1$, we report the value of the power-law fit coefficient $\beta$ and the corresponding p-value. $H_1 : \beta = 0$ is rejected for $p < 0.05$. For $H_{jk}$, we report the percentage of rejected hypotheses $H_{jk} : C_j = C_k$, with $j$ and $k$ two different time-intervals.
Table B.2: **Conservation of capacity: evidence 2.** For different values of the threshold used to define locations $d$, and sliding window size $W$, the percentage of individuals such that $|G_i| < \sigma_{G_i}$ (see appendix B.1).

| data     | $d$ (m) | $W$ | $|G_i| < \sigma_{G_i}$ |
|----------|---------|-----|------------------------|
| Lifelog  | 30      | 10  | 98%                    |
| Lifelog  | 40      | 10  | 98%                    |
| Lifelog  | 50      | 4   | 99%                    |
| Lifelog  | 50      | 6   | 99%                    |
| Lifelog  | 50      | 8   | 98%                    |
| Lifelog  | 50      | 10  | 98%                    |
| Lifelog  | 50      | 12  | 98%                    |
| Lifelog  | 50      | 40  | 27%                    |
| Lifelog  | 50      | 20  | 89%                    |
| CNS      | 2       | 10  | 98%                    |
| CNS      | 5       | 4   | 98%                    |
| CNS      | 5       | 6   | 98%                    |
| CNS      | 5       | 8   | 97%                    |
| CNS      | 5       | 10  | 98%                    |
| CNS      | 5       | 12  | 98%                    |
| CNS      | 5       | 40  | 95%                    |

| data     | $d$ (m) | $W$ | $|G_i| < \sigma_{G_i}$ |
|----------|---------|-----|------------------------|
| CNS      | 5       | 50  | 94%                    |
| CNS      | 10      | 10  | 98%                    |
| MDC      | 4       |     | 98%                    |
| MDC      | 6       |     | 95%                    |
| MDC      | 8       |     | 97%                    |
| MDC      | 10      |     | 99%                    |
| MDC      | 40      |     | 94%                    |
| MDC      | 50      |     | 83%                    |
| RM       | 4       |     | 93%                    |
| RM       | 6       |     | 90%                    |
| RM       | 8       |     | 87%                    |
| RM       | 10      |     | 84%                    |
| RM       | 12      |     | 88%                    |
| RM       | 20      |     | 88%                    |

Figure B.2: **Gain: window size dependency** The boxplots of the individual average gain, as a function of the sliding window size for the Lifelog (A), CNS (B), MDC (C) and RM (D) datasets. Boxes contains the population interquartile (25 to 75 percentiles) and whiskers contain the 95% of the population (2.5 to 97.5 percentiles).
Figure B.3: **Saturation of the average normalized capacity.** The average value of the normalized capacity computed for increasing values of the time-window $W$. This result is obtained after accounting for the differences in data collection by computing the normalized location capacity $C_i/TC_i$, where $TC_i$ is the weekly time coverage of individual $i$.

Figure B.4: **Capacity: window size dependency** The boxplots of the individual average capacity, as a function of the sliding window size for the Lifelog (A), CNS (B), MDC (C) and RM (D) datasets. Boxes contain the population interquartile (25 to 75 percentiles) and whiskers contain the 95% of the population (2.5 to 97.5 percentiles).
Figure B.5: Individual capacity: population homogeneity The frequency histogram of the normalized individual capacity \( \langle C_i/TC_i \rangle \), where \( C_i \) and \( TC_i \) are respectively the location capacity and the time coverage of individual \( i \). The average value \( \langle C/TC \rangle \) (black line) has standard error SE. Results are shown for the Lifelog (A), CNS (B), MDC (C) and RM (D), computed with \( W = 20 \).

Evolution of the set of familiar locations: Invariance under time translation

We verified that the evolution of the set of familiar locations is not influenced by the particular time at which the data collection started or by the time elapsed from that moment. We borrow the concept of aging from the physics of glassy systems [336, 337]. A system is said to be in equilibrium when it shows invariance under time translations; if this holds, any observable comparing the system at time \( t \) with the system at time \( t + \gamma \) is independent of the starting time \( t \). In contrast, a system undergoing aging is not invariant under time translation. This property can be revealed by measuring correlations of the system at different times.

We measure the evolution of the set of familiar locations starting at different initial times \( t \) to verify if the system undergoes aging effects. The evolution is quantified measuring the Jaccard similarity \( J_i(t, \gamma) = |S_i(t) \cap S_i(t + \gamma)| / |S_i(t) \cup S_i(t + \gamma)| \) (see MS). The average similarity \( J(t, \gamma) \) decreases in time: power-law fits of the form \( J(t, \gamma) = \gamma^{\lambda(t)} \) yield \( \lambda < 0 \) for all \( t \). The fit coefficient \( \lambda(t) \) fluctuates around a typical value, because of seasonality effects, but does not changes substantially as a function of the starting time \( t \) (fig. B.6), hence \( J(t, \gamma) = J(\gamma) \). This implies that the rate at which the set of familiar locations evolves does not substantially depends on when the measure is initiated. We conclude that our data reflect the ‘equilibrium’ behaviour of the monitored individuals. The fact that our dataset allow us to replicate measures performed on other datasets obtained with different methods (see above) further confirms this...
Figure B.6: **Evolution of set of familiar locations: invariance under time translation** The PL fit coefficients $\lambda$ describing the evolution of the set of familiar locations as a function of the starting time of the measurement, for different datasets.

**Sub-linear growth of number of locations**

Individual exploration behaviour is quantified measuring the number of locations $L_i(t)$ discovered up to day $t$. In the MS, we show that $L_i(t)$ grows sub-linearly in time. Here, we show that this holds also changing the definition of locations (See fig. B.7). This property of exploration behaviour is not affected by the waiting time before starting the measure as we verify by repeating the same measures starting $M$ months after the participant received the phone, for several values of $M$ (See fig. B.8).

**Discrepancy relative to the randomized cases**

Individual capacity is lower than it could be if individuals were only subject to time constraints. We showed this by randomizing individual temporal sequences of stop-locations for 100 times, and then comparing the average randomized capacity $\langle C_{\text{rand},i} \rangle$ with the real capacity $\langle C_i \rangle$. We perform two types of randomizations (see fig. B.9):

- (1) Local randomization: For each individual $i$, we split her digital traces in segments of length 1 day. We shuffle days of each individual.
Figure B.7: Effects of different definitions of locations. The average number of locations discovered up to a given day for different definitions of location, and the corresponding power-law fits (dashed line) with coefficient $\alpha$, for the Lifelog (A) and CNS (B) datasets. (C,D) The average overlap (Jaccard similarity) between the set of familiar locations at week $t$ and week $t + \gamma$ (full line), and the corresponding power law fit $\overline{f(\gamma)} \sim \gamma^\lambda$ (dashed lines) (dashed line) for different definitions of location. Results are shown for the Lifelog (C) and CNS (D) datasets.

Figure B.8: Exploration behaviour: invariance under time translation. The average number of locations individually discovered in time, measured after waiting $M$ months, and the corresponding power-law function fit with coefficients $\alpha$ (dashed lines) for different values of $M$. Results are shown for the Lifelog (A), CNS (B), MDC (C) and RM (D) datasets.
**Figure B.9: Data randomization schema.** A schematic representation of local and global randomization. (A) Individual time series for 5 individuals are divided into modules of 1 day length (each day has a specific color pattern). (B) In the **local randomization** individual timeseries are shuffled preserving the module units. (C) In the **global randomization** new sequences are created assembling together modules extracted randomly from the whole set of individual traces.

<table>
<thead>
<tr>
<th>data</th>
<th>KS (local)</th>
<th>p (local)</th>
<th>KS (global)</th>
<th>p (global)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lifelog</td>
<td>0.21</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CNS</td>
<td>0.29</td>
<td>0.0</td>
<td>0.94</td>
<td>0.0</td>
</tr>
<tr>
<td>MDC</td>
<td>0.36</td>
<td>0.0</td>
<td>0.99</td>
<td>0.0</td>
</tr>
<tr>
<td>RM</td>
<td>0.35</td>
<td>0.0</td>
<td>0.99</td>
<td>0.0</td>
</tr>
</tbody>
</table>

**Table B.3: Discrepancy with the randomized case.** The Kolomogorov-Smirnov (KS) test statistics measuring the discrepancy between the capacity in the real and randomized case, with the corresponding p-values. Since $p < 0.05$ we can reject the hypothesis that the distributions underlying the two samples are the same under a 2-tailed test. Results are shown for the local and global randomization, for different datasets.

- **Global randomization:** For each individual $i$, we split her digital traces in segments of length 1 day. We shuffle days of different individuals.

  The individual randomized capacity $\langle C_{\text{rand},i} \rangle$ averaged across time, (see fig. B.10), is higher than in the real case both for the global and the local randomization cases. We compute the Kolmogorov–Smirnov test-statistics (table B.3) to compare the real sample with the randomized samples. We reject the hypothesis that the two samples are extracted from the same distribution since $p < \alpha$ with $\alpha = 0.05$.

**Conservation of time allocation**

Individuals allocate time heterogeneously among locations, due to their different functions (homes, work-places, shops, universities, leisure places...). We study time allocation between different classes of loca-
Figure B.10: **Discrepancy with the randomized cases.** The Kernel Density of the average individual capacity (normalized to account for the differences in time coverage) for data \(\langle C \rangle\), local \(\langle C \rangle_{LR}\) and global \(\langle C \rangle_{GR}\) randomizations (dashed lines), and the corresponding average values (full lines) computed across the population. The Kolmogorov–Smirnov test-statistics (table B.3) rejects the hypothesis that the three samples are extracted from the same distribution.

Considering subsets of the set of familiar locations defined on the basis of the total visitation time. The subsets \(S_i(t)^{\Delta T} \in S_i(t)\) include all locations seen in the \(W\) weeks preceding \(t\) at least twice and such that \(W \ast \Delta t(0) < T_i,\ell(t) < W \ast \Delta t(1)\) where \(T_i,\ell(t)\) is the time of observation of location \(\ell\) during the \(W\) weeks preceding \(t\).

We test several choices of intervals \(\Delta T\). We find that when \(\Delta T\) increases, the subsets are empty for many individuals, since no locations satisfy the above-mentioned criteria. In figs. B.11 to B.14 we show the distribution of average individual sub-capacities \(\langle C_i^{\Delta T} \rangle\). Only subsets with small enough \(\Delta T\) are significant for more than 50% of the population, and typically each individual has 1 location where he/she spend more than 48 hours per week.

The average sub-capacities \(\langle C_i^{\Delta T} \rangle(t)\) are constant in time for several choices of \(\Delta T\) and different definitions of location. This is verified with the linear fit test as detailed in a previous section (see table B.4).

### B.2 Spatial properties of the set of familiar locations.

We consider two spatial properties of the set of familiar locations \(S\) (see appendix B.1): its center of mass and its radius of gyration (see also [32, 79]). The center of mass is computed as:

\[
r_{cm} = \frac{1}{T} \sum_{j \in L} t_j \vec{r}_j
\]
Figure B.11: Lifelog dataset: Composition of the set of familiar locations A-F) The distribution of the average individual capacity $\langle C_i^{\Delta T} \rangle$, considering locations seen for a time included in $\Delta T$.

Figure B.12: CNS dataset: Composition of the set of familiar locations A-F) The distribution of the average individual capacity $\langle C_i^{\Delta T} \rangle$, considering locations seen for a time included in $\Delta T$. 
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Figure B.13: MDC dataset: Composition of the set of familiar locations. A-F) The distribution of the average individual capacity \( \langle C_i \rangle_{\Delta T} \), considering locations seen for a time included in \( \Delta T \).

Figure B.14: RM dataset: Composition of the set of familiar locations. A-F) The distribution of the average individual capacity \( \langle C_i \rangle_{\Delta T} \), considering locations seen for a time included in \( \Delta T \).
<table>
<thead>
<tr>
<th>data</th>
<th>d (m)</th>
<th>W</th>
<th>10-30 min</th>
<th>30-60 min</th>
<th>1-6 h</th>
<th>6-12h</th>
<th>12-48 h</th>
<th>48 h</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lifelog</td>
<td>30</td>
<td>10</td>
<td>1.00</td>
<td>1.00</td>
<td>0.98</td>
<td>0.99</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Lifelog</td>
<td>40</td>
<td>10</td>
<td>0.96</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Lifelog</td>
<td>50</td>
<td>4</td>
<td>1.00</td>
<td>1.00</td>
<td>0.99</td>
<td>0.99</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Lifelog</td>
<td>50</td>
<td>6</td>
<td>0.99</td>
<td>1.00</td>
<td>1.00</td>
<td>0.99</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Lifelog</td>
<td>50</td>
<td>8</td>
<td>0.92</td>
<td>0.98</td>
<td>0.97</td>
<td>0.99</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Lifelog</td>
<td>50</td>
<td>10</td>
<td>0.99</td>
<td>1.00</td>
<td>0.98</td>
<td>0.99</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Lifelog</td>
<td>50</td>
<td>12</td>
<td>0.99</td>
<td>0.99</td>
<td>0.98</td>
<td>0.98</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Lifelog</td>
<td>50</td>
<td>40</td>
<td>0.93</td>
<td>0.98</td>
<td>0.97</td>
<td>0.99</td>
<td>0.98</td>
<td>1.00</td>
</tr>
<tr>
<td>Lifelog</td>
<td>50</td>
<td>20</td>
<td>0.83</td>
<td>0.99</td>
<td>1.00</td>
<td>0.98</td>
<td>0.99</td>
<td>1.00</td>
</tr>
<tr>
<td>CNS</td>
<td>2</td>
<td>10</td>
<td>0.94</td>
<td>0.98</td>
<td>1.00</td>
<td>0.99</td>
<td>0.99</td>
<td>1.00</td>
</tr>
<tr>
<td>CNS</td>
<td>5</td>
<td>4</td>
<td>0.97</td>
<td>0.99</td>
<td>0.99</td>
<td>1.00</td>
<td>0.99</td>
<td>1.00</td>
</tr>
<tr>
<td>CNS</td>
<td>5</td>
<td>6</td>
<td>0.97</td>
<td>0.99</td>
<td>0.99</td>
<td>1.00</td>
<td>0.99</td>
<td>1.00</td>
</tr>
<tr>
<td>CNS</td>
<td>5</td>
<td>8</td>
<td>0.96</td>
<td>0.98</td>
<td>0.99</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>CNS</td>
<td>5</td>
<td>10</td>
<td>0.94</td>
<td>0.98</td>
<td>0.99</td>
<td>0.99</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>CNS</td>
<td>5</td>
<td>12</td>
<td>0.93</td>
<td>0.98</td>
<td>0.97</td>
<td>0.99</td>
<td>0.98</td>
<td>1.00</td>
</tr>
<tr>
<td>CNS</td>
<td>5</td>
<td>40</td>
<td>0.94</td>
<td>0.99</td>
<td>0.94</td>
<td>0.99</td>
<td>0.99</td>
<td>1.00</td>
</tr>
<tr>
<td>CNS</td>
<td>5</td>
<td>50</td>
<td>0.92</td>
<td>0.98</td>
<td>0.92</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
</tr>
<tr>
<td>CNS</td>
<td>10</td>
<td>10</td>
<td>0.95</td>
<td>0.98</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
</tr>
<tr>
<td>MDC</td>
<td>0</td>
<td>4</td>
<td>0.96</td>
<td>0.99</td>
<td>0.97</td>
<td>0.97</td>
<td>0.96</td>
<td>1.00</td>
</tr>
<tr>
<td>MDC</td>
<td>0</td>
<td>6</td>
<td>0.97</td>
<td>0.99</td>
<td>0.99</td>
<td>0.98</td>
<td>0.97</td>
<td>1.00</td>
</tr>
<tr>
<td>MDC</td>
<td>0</td>
<td>8</td>
<td>0.98</td>
<td>1.00</td>
<td>0.99</td>
<td>0.97</td>
<td>0.96</td>
<td>1.00</td>
</tr>
<tr>
<td>MDC</td>
<td>0</td>
<td>10</td>
<td>0.96</td>
<td>0.99</td>
<td>0.99</td>
<td>0.97</td>
<td>0.96</td>
<td>1.00</td>
</tr>
<tr>
<td>MDC</td>
<td>0</td>
<td>12</td>
<td>0.95</td>
<td>0.99</td>
<td>0.98</td>
<td>0.99</td>
<td>0.96</td>
<td>0.99</td>
</tr>
<tr>
<td>MDC</td>
<td>0</td>
<td>40</td>
<td>0.91</td>
<td>0.96</td>
<td>0.98</td>
<td>0.95</td>
<td>1.00</td>
<td>0.99</td>
</tr>
<tr>
<td>MDC</td>
<td>0</td>
<td>50</td>
<td>0.95</td>
<td>0.91</td>
<td>0.90</td>
<td>0.95</td>
<td>0.94</td>
<td>0.99</td>
</tr>
<tr>
<td>MDC</td>
<td>0</td>
<td>20</td>
<td>0.90</td>
<td>0.98</td>
<td>0.97</td>
<td>0.99</td>
<td>0.97</td>
<td>0.99</td>
</tr>
<tr>
<td>RM</td>
<td>0</td>
<td>4</td>
<td>0.97</td>
<td>0.95</td>
<td>0.93</td>
<td>0.91</td>
<td>0.96</td>
<td>0.99</td>
</tr>
<tr>
<td>RM</td>
<td>0</td>
<td>6</td>
<td>0.93</td>
<td>0.93</td>
<td>1.00</td>
<td>0.93</td>
<td>0.98</td>
<td>0.99</td>
</tr>
<tr>
<td>RM</td>
<td>0</td>
<td>8</td>
<td>0.97</td>
<td>0.84</td>
<td>0.99</td>
<td>0.97</td>
<td>0.98</td>
<td>0.99</td>
</tr>
<tr>
<td>RM</td>
<td>0</td>
<td>10</td>
<td>0.99</td>
<td>0.89</td>
<td>0.95</td>
<td>0.94</td>
<td>0.95</td>
<td>0.99</td>
</tr>
<tr>
<td>RM</td>
<td>0</td>
<td>12</td>
<td>0.94</td>
<td>0.87</td>
<td>0.92</td>
<td>0.93</td>
<td>0.93</td>
<td>0.99</td>
</tr>
<tr>
<td>RM</td>
<td>0</td>
<td>20</td>
<td>0.80</td>
<td>0.86</td>
<td>0.89</td>
<td>0.96</td>
<td>0.87</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Table B.4: **Conservation of time allocation.** The results of hypotheses testing $H_0$ for different classes of locations $\Delta T$. Results are shown for different values of the threshold used to define locations $d$, and sliding window size $W$. We report the p-value, testing the hypothesis $H_0: b = 0$ is rejected for $p < 0.05$. 
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where $T$ is the total time spent in familiar locations, $t_j$ is the time spent in location $j$ and $\vec{r}_j$ is the spatial position of location $j$. The radius of gyration is computed as:

$$r_{g,i}(t) = \sqrt{\frac{1}{T} \sum_{j \in L} t_j (\vec{r}_j - \vec{r}_{cm})^2}$$

For the CNS data, we compute these quantities for all individuals and for all windows of length 20 weeks within the range of the experiment. We find that the center of mass of the set of familiar locations moves in time, on average (see fig. B.15): The average distance between $r_{cm}(t)$ and $r_{cm}(t + \gamma)$ increases as a function of $\gamma$ but not constantly in time. The offset at $\sim 3Km$ reveals that individuals’ sets may be highly unstable. This is partly explained by individuals’ renewing favourite locations within the Copenhagen area and partly by their long-range travelling. Instead, the median radius of gyration is constant in time, with a linear fit $r_{cm} = a + b \cdot t$ yielding $a = 11 \pm 8$ $Km$ and $b = -0.02 \pm 0.15$ $Km/week$ (see fig. B.16).

Finally, we find that the location capacity is significantly different between the so-called ‘returners’ and ‘explorers’ (see [79] and section...
Figure B.17: CNS dataset: Differences between returners and explorers. Probability distribution of the average normalized location capacity for returners (orange line) and explorers (green line), according to the definition in [79].

‘Comparison with previous research’ . Individuals defined as explorers (see fig. 2.8) have higher capacity under the Kolmogorov–Smirnov test-statistics (see fig. B.17).
Figure B.18: Social network size and location capacity correlate with extraversion. The average normalized location capacity (left column), social network size computed from calls interactions (center column) and sms interactions (right column) as a function of each of the BigFive personality traits, measured on a scale from 0 to 5. The personality traits are: extraversion (first row), agreeableness (second row), conscientiousness (third row), neuroticism (fourth row) and openness (fifth row). The legend report the value of the slope $b$ of a linear regression line, the Pearson correlation coefficient $\rho$, with associated $p$-value $p$. Results are shown for $W = 20$ weeks.
APPENDIX TO CHAPTER 3

In this appendix, we provide additional results to chapter 5. In appendix C.1, we present the same analyses ran in the main text, but for the MDC dataset. In appendix C.2, the results are shown for a sliding window of length 30 weeks.

C.1 RESULTS OBTAINED WITH THE MDC DATASET

tables C.1 and C.2 and fig. C.1 report the results of the persistence analysis, the multiple regression analysis, and the correlation analysis for the MDC dataset.
<table>
<thead>
<tr>
<th>Metric</th>
<th>$d_{self}$</th>
<th>$d_{ref}$</th>
<th>$d_{self}(i) &lt; d_{ref}(i,j)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social circle size, $k$</td>
<td>0.05 ± 0.13</td>
<td>10 ± 5</td>
<td>97%</td>
</tr>
<tr>
<td>Activity space size, $C$</td>
<td>0.07 ± 0.12</td>
<td>8 ± 3</td>
<td>97%</td>
</tr>
<tr>
<td>New locations/week, $n_{loc}$</td>
<td>0.2 ± 0.3</td>
<td>2 ± 1</td>
<td>91%</td>
</tr>
<tr>
<td>New ties/week, $n_{tie}$</td>
<td>0.2 ± 0.6</td>
<td>2 ± 1</td>
<td>90%</td>
</tr>
<tr>
<td>Social circle entropy, $H_{SC}$</td>
<td>0.006 ± 0.014</td>
<td>0.7 ± 0.3</td>
<td>97%</td>
</tr>
<tr>
<td>Activity space entropy, $H_{AS}$</td>
<td>0.004 ± 0.008</td>
<td>0.5 ± 0.2</td>
<td>97%</td>
</tr>
<tr>
<td>Social circle stability, $J_{SC}$</td>
<td>0.002 ± 0.005</td>
<td>0.15 ± 0.05</td>
<td>99%</td>
</tr>
<tr>
<td>Activity space stability, $J_{AS}$</td>
<td>0.002 ± 0.004</td>
<td>0.12 ± 0.05</td>
<td>99%</td>
</tr>
<tr>
<td>Social circle rank turnover, $R_{SC}$</td>
<td>0.07 ± 0.15</td>
<td>2 ± 1</td>
<td>98%</td>
</tr>
<tr>
<td>Activity space rank turnover, $R_{AS}$</td>
<td>0.2 ± 0.6</td>
<td>2 ± 1</td>
<td>97%</td>
</tr>
</tbody>
</table>

Table C.1: **MDC dataset: Persistence of social and spatial behaviour.** For each of the social and spatial metrics, $d_{self}$ is the average self-distance and $d_{ref}$ is the reference distance between an individual and all others, averaged across individuals. The third column reports the fraction of cases where $d_{self}(i) < d_{ref}(i,j)$, averaged across the population.
Figure C.1: MDC dataset: correlation between the four dimensions of social and spatial behaviour. (A) Activity space vs social circle size. (B) Activity space vs social circle composition measured as their entropy. (C) Average number of new locations vs new ties per week. (D) Stability of the activity space vs the stability of the social circle measured as the Jaccard similarity between their composition in consecutive time-windows. (E) Rank turnover of the activity space vs the rank turnover of the social circle. Coloured filled areas correspond to cumulative probabilities estimated via Gaussian Kernel Density estimations. Grey lines correspond to linear fit with angular coefficient $b$ reported in the legend. The Pearson correlation coefficient, with corresponding p-value, is reported in the legend.
Table C.2: Linear regression models for the MDC dataset. For each model, we report the $R^2$ goodness of fit, the $F$–test statistics with the corresponding $p$-value $p_F$. We show the coefficients (coeff) calculated by the regression model, the probability (p val) that the variable is not relevant, and the relative importance (LMG) of each regressor computed using the Lindeman, Merenda and Gold method. Gender is a binary variable taking value 1 for females and 2 for males.

<table>
<thead>
<tr>
<th>Model M1: Activity space size, $C$</th>
<th>coeff</th>
<th>p val</th>
<th>LMG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social circle size, $k$</td>
<td>$5 \pm 1$</td>
<td>$&lt;10^{-11}$</td>
<td>0.98</td>
</tr>
<tr>
<td>gender</td>
<td>$0.1 \pm 0.6$</td>
<td>0.8</td>
<td>0.01</td>
</tr>
<tr>
<td>age group</td>
<td>$0.6 \pm 0.6$</td>
<td>0.3</td>
<td>0.01</td>
</tr>
<tr>
<td>time coverage</td>
<td>$-0.4 \pm 0.6$</td>
<td>0.4</td>
<td>0.0</td>
</tr>
</tbody>
</table>

$[R^2 = 0.40, F = 16.80, p_F = 0.0]$  

<table>
<thead>
<tr>
<th>Model M2: Activity space entropy, $H_{AS}$</th>
<th>coeff</th>
<th>p val</th>
<th>LMG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social circle entropy, $H_{SC}$</td>
<td>$0.11 \pm 0.04$</td>
<td>0.009</td>
<td>0.28</td>
</tr>
<tr>
<td>gender</td>
<td>$0.04 \pm 0.04$</td>
<td>0.3</td>
<td>0.03</td>
</tr>
<tr>
<td>age group</td>
<td>$-0.08 \pm 0.04$</td>
<td>0.06</td>
<td>0.21</td>
</tr>
<tr>
<td>time coverage</td>
<td>$-0.14 \pm 0.04$</td>
<td>0.002</td>
<td>0.48</td>
</tr>
</tbody>
</table>

$[R^2 = 0.20, F = 6.50, p_F = 0.0]$  

<table>
<thead>
<tr>
<th>Model M3: New ties/week, $n_{tie}$</th>
<th>coeff</th>
<th>p val</th>
<th>LMG</th>
</tr>
</thead>
<tbody>
<tr>
<td>New locations/week, $n_{loc}$</td>
<td>$0.5 \pm 0.1$</td>
<td>0.002</td>
<td>0.69</td>
</tr>
<tr>
<td>gender</td>
<td>$0.01 \pm 0.15$</td>
<td>0.9</td>
<td>0.04</td>
</tr>
<tr>
<td>age group</td>
<td>$0.2 \pm 0.1$</td>
<td>0.2</td>
<td>0.1</td>
</tr>
<tr>
<td>time coverage</td>
<td>$-0.3 \pm 0.1$</td>
<td>0.06</td>
<td>0.17</td>
</tr>
</tbody>
</table>

$[R^2 = 0.13, F = 3.78, p_F = 0.0]$  

<table>
<thead>
<tr>
<th>Model M4: Activity space stability, $J_{AS}$</th>
<th>coeff</th>
<th>p val</th>
<th>LMG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social circle stability, $J_{SC}$</td>
<td>$0.02 \pm 0.01$</td>
<td>0.1</td>
<td>0.82</td>
</tr>
<tr>
<td>gender</td>
<td>$-0.006 \pm 0.012$</td>
<td>0.6</td>
<td>0.15</td>
</tr>
<tr>
<td>age group</td>
<td>$-0.003 \pm 0.012$</td>
<td>0.8</td>
<td>0.03</td>
</tr>
<tr>
<td>time coverage</td>
<td>$(-10 \pm 1213) \cdot 10^{-5}$</td>
<td>1.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

$[R^2 = 0.04, F = 0.80, p_F = 0.5]$  

<table>
<thead>
<tr>
<th>Model M5: Activity space rank turnover, $R_{AS}$</th>
<th>coeff</th>
<th>p val</th>
<th>LMG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social circle rank turnover, $R_{SC}$</td>
<td>$1 \pm 0$</td>
<td>$&lt;10^{-15}$</td>
<td>0.97</td>
</tr>
<tr>
<td>gender</td>
<td>$0.04 \pm 0.15$</td>
<td>0.8</td>
<td>0.02</td>
</tr>
<tr>
<td>age group</td>
<td>$-0.2 \pm 0.1$</td>
<td>0.1</td>
<td>0.01</td>
</tr>
<tr>
<td>time coverage</td>
<td>$-0.06 \pm 0.15$</td>
<td>0.7</td>
<td>0.0</td>
</tr>
</tbody>
</table>

$[R^2 = 0.55, F = 27.24, p_F = 0.0]$
Figure C.2: T=30, Distribution of social (above line) and spatial (bottom line) metrics for the CNS and MDC datasets.

C.2 RESULTS OBTAINED WITH OTHER WINDOWS

figs. C.2 to C.6 and tables C.3 to C.10 report the results obtained choosing a time-window with length $T = 30$ weeks (see chapter 5).
Figure C.3: T=30, CNS dataset: correlation between the four dimensions of social and spatial behaviour. (A) Activity space vs social circle size. (B) Activity space vs social circle composition measured as their entropy. (C) Average number of new locations vs new ties per week. (D) Stability of the activity space vs the stability of the social circle measured as the Jaccard similarity between their composition in consecutive time-windows. (E) Rank turnover of the activity space vs the rank turnover of the social circle. Coloured filled areas correspond to cumulative probabilities estimated via Gaussian Kernel Density estimations. Grey lines correspond to linear fit with angular coefficient $b$ reported in the legend. The Pearson correlation coefficient, with corresponding p-value, is reported in the legend.
Figure C.4: T=30, Relative importance of regressors LMG of each regressor computed using the Lindeman, Merenda and Gold method for models M1 (A), M2 (B), M3 (C), M4 (D) and M5 (E). Plain bars show results for the CNS dataset, dashed bars for the MDC dataset. Variables that are not significant in the regression model are marked with *.

Figure C.5: T=30, Relative importance of personality traits for socio-spatial behaviour LMG of each regressor computed using the Lindeman, Merenda and Gold method for the multiple regression model of the principal components (table C.7).
Figure C.6: T=30, Relative importance of personality traits for spatial behaviour. LMG of each regressor computed using the Lindeman, Merenda and Gold method for the multiple regression model of the principal components (table C.10).
<table>
<thead>
<tr>
<th>Metric</th>
<th>( \overline{d_{self}} ) ± ( \sigma )</th>
<th>( \overline{d_{ref}} ) ± ( \sigma )</th>
<th>( \overline{d_{self}(i)} &lt; \overline{d_{ref}(i,j)} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social circle size, ( k )</td>
<td>0.04 ± 0.13</td>
<td>15 ± 6</td>
<td>100%</td>
</tr>
<tr>
<td>Activity space size, ( C )</td>
<td>0.04 ± 0.07</td>
<td>8 ± 3</td>
<td>99%</td>
</tr>
<tr>
<td>New locations/week, ( n_{loc} )</td>
<td>0.06 ± 0.12</td>
<td>0.9 ± 0.5</td>
<td>96%</td>
</tr>
<tr>
<td>New ties/week, ( n_{tie} )</td>
<td>0.1 ± 0.2</td>
<td>1 ± 1</td>
<td>95%</td>
</tr>
<tr>
<td>Social circle entropy, ( H_{SC} )</td>
<td>0.002 ± 0.005</td>
<td>0.7 ± 0.3</td>
<td>99%</td>
</tr>
<tr>
<td>Activity space entropy, ( H_{AS} )</td>
<td>0.002 ± 0.006</td>
<td>0.4 ± 0.1</td>
<td>99%</td>
</tr>
<tr>
<td>Social circle stability, ( J_{SC} )</td>
<td>((6 ± 15) \cdot 10^{-4})</td>
<td>0.14 ± 0.05</td>
<td>100%</td>
</tr>
<tr>
<td>Activity space stability, ( J_{AS} )</td>
<td>((6 ± 11) \cdot 10^{-4})</td>
<td>0.10 ± 0.04</td>
<td>100%</td>
</tr>
<tr>
<td>Social circle rank turnover, ( R_{SC} )</td>
<td>0.04 ± 0.11</td>
<td>2 ± 1</td>
<td>99%</td>
</tr>
<tr>
<td>Activity space rank turnover, ( R_{AS} )</td>
<td>0.04 ± 0.20</td>
<td>2 ± 1</td>
<td>99%</td>
</tr>
</tbody>
</table>

Table C.3: \( T=30 \), CNS dataset: Persistence of social and spatial behaviour. For each of the social and spatial metrics, \( d_{self} \) is the average self-distance and \( d_{ref} \) is the reference distance between an individual and all others, averaged across individuals. The third column reports the fraction of cases where \( d_{self}(i) < d_{ref}(i,j) \), averaged across the population.
Table C.4: T=30, Linear regression models for the CNS dataset. For each model, we report the $R^2$ goodness of fit, the $F$-test statistics with the corresponding p-value $p_F$. We show the coefficients (coeff) calculated by the regression model, the probability (p val) that the variable is not relevant, and the relative importance (LMG) of each regressor computed using the Lindeman, Merenda and Gold method. Gender is a binary variable taking value 1 for females and 2 for males. For this dataset, age is not relevant as all participants have similar age.

<table>
<thead>
<tr>
<th>Model</th>
<th>Activity space size, $C$</th>
<th>coeff</th>
<th>p val</th>
<th>LMG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social circle size, $k$</td>
<td>$4 \pm 0$</td>
<td>$&lt; 10^{-46}$</td>
<td>0.95</td>
<td></td>
</tr>
<tr>
<td>gender</td>
<td>$-0.3 \pm 0.2$</td>
<td>0.2</td>
<td>0.04</td>
<td></td>
</tr>
<tr>
<td>time coverage</td>
<td>$0.5 \pm 0.2$</td>
<td>0.05</td>
<td>0.01</td>
<td></td>
</tr>
</tbody>
</table>

$[R^2 = 0.32, F = 91.23, p_F = 0.0]$  

<table>
<thead>
<tr>
<th>Model</th>
<th>Activity space entropy, $H_{AS}$</th>
<th>coeff</th>
<th>p val</th>
<th>LMG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social circle entropy, $H_{SC}$</td>
<td>$0.07 \pm 0.02$</td>
<td>$&lt; 10^{-4}$</td>
<td>0.34</td>
<td></td>
</tr>
<tr>
<td>gender</td>
<td>$-0.05 \pm 0.02$</td>
<td>$&lt; 10^{-3}$</td>
<td>0.16</td>
<td></td>
</tr>
<tr>
<td>time coverage</td>
<td>$-0.09 \pm 0.02$</td>
<td>$&lt; 10^{-8}$</td>
<td>0.51</td>
<td></td>
</tr>
</tbody>
</table>

$[R^2 = 0.12, F = 26.82, p_F = 0.0]$  

<table>
<thead>
<tr>
<th>Model</th>
<th>New ties/week, $n_{tie}$</th>
<th>coeff</th>
<th>p val</th>
<th>LMG</th>
</tr>
</thead>
<tbody>
<tr>
<td>New locations/week, $n_{loc}$</td>
<td>$0.58 \pm 0.05$</td>
<td>$&lt; 10^{-30}$</td>
<td>0.94</td>
<td></td>
</tr>
<tr>
<td>gender</td>
<td>$-0.09 \pm 0.05$</td>
<td>0.04</td>
<td>0.04</td>
<td></td>
</tr>
<tr>
<td>time coverage</td>
<td>$0.03 \pm 0.05$</td>
<td>0.5</td>
<td>0.01</td>
<td></td>
</tr>
</tbody>
</table>

$[R^2 = 0.22, F = 55.56, p_F = 0.0]$  

<table>
<thead>
<tr>
<th>Model</th>
<th>Activity space stability, $J_{AS}$</th>
<th>coeff</th>
<th>p val</th>
<th>LMG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social circle stability, $J_{SC}$</td>
<td>$0.027 \pm 0.004$</td>
<td>$&lt; 10^{-9}$</td>
<td>0.57</td>
<td></td>
</tr>
<tr>
<td>gender</td>
<td>$0.009 \pm 0.004$</td>
<td>0.02</td>
<td>0.06</td>
<td></td>
</tr>
<tr>
<td>time coverage</td>
<td>$0.020 \pm 0.004$</td>
<td>$&lt; 10^{-5}$</td>
<td>0.37</td>
<td></td>
</tr>
</tbody>
</table>

$[R^2 = 0.18, F = 30.32, p_F = 0.0]$  

<table>
<thead>
<tr>
<th>Model</th>
<th>Activity space rank turnover, $R_{AS}$</th>
<th>coeff</th>
<th>p val</th>
<th>LMG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social circle rank turnover, $R_{SC}$</td>
<td>$0.81 \pm 0.08$</td>
<td>$&lt; 10^{-19}$</td>
<td>0.99</td>
<td></td>
</tr>
<tr>
<td>gender</td>
<td>$0.09 \pm 0.08$</td>
<td>0.3</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>time coverage</td>
<td>$-0.001 \pm 0.084$</td>
<td>1.0</td>
<td>0.0</td>
<td></td>
</tr>
</tbody>
</table>

$[R^2 = 0.18, F = 31.70, p_F = 0.0]$
Table C.5: \( T=30 \), Variance explained by principal components. The fraction of variance explained by each principal component for the CNS and MDC dataset.

<table>
<thead>
<tr>
<th></th>
<th>PC 0</th>
<th>PC 1</th>
<th>PC 2</th>
<th>PC 3</th>
<th>PC 4</th>
<th>PC 5</th>
<th>PC 6</th>
<th>PC 7</th>
<th>PC 8</th>
<th>PC 9</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNS</td>
<td>0.40</td>
<td>0.18</td>
<td>0.10</td>
<td>0.07</td>
<td>0.07</td>
<td>0.06</td>
<td>0.04</td>
<td>0.03</td>
<td>0.03</td>
<td>0.02</td>
</tr>
<tr>
<td>MDC</td>
<td>0.39</td>
<td>0.19</td>
<td>0.12</td>
<td>0.10</td>
<td>0.06</td>
<td>0.05</td>
<td>0.05</td>
<td>0.03</td>
<td>0.02</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Table C.6: \( T=30 \), Principal Components. The weight of each metric in the first two principal components, for both datasets.

<table>
<thead>
<tr>
<th></th>
<th>CNS PC 0</th>
<th>CNS PC 1</th>
<th>MDC PC 0</th>
<th>MDC PC 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social circle size, ( k )</td>
<td>0.41</td>
<td>0.18</td>
<td>-0.36</td>
<td>0.04</td>
</tr>
<tr>
<td>Activity space size, ( C )</td>
<td>0.42</td>
<td>-0.23</td>
<td>-0.40</td>
<td>-0.05</td>
</tr>
<tr>
<td>New locations/week, ( n_{loc} )</td>
<td>0.33</td>
<td>0.27</td>
<td>-0.24</td>
<td>-0.35</td>
</tr>
<tr>
<td>New ties/week, ( n_{tie} )</td>
<td>0.39</td>
<td>-0.11</td>
<td>-0.37</td>
<td>-0.22</td>
</tr>
<tr>
<td>Social circle entropy, ( H_{SC} )</td>
<td>0.29</td>
<td>0.33</td>
<td>-0.36</td>
<td>-0.23</td>
</tr>
<tr>
<td>Activity space entropy, ( H_{AS} )</td>
<td>0.38</td>
<td>-0.10</td>
<td>-0.35</td>
<td>0.13</td>
</tr>
<tr>
<td>Social circle stability, ( J_{SC} )</td>
<td>-0.12</td>
<td>-0.50</td>
<td>-0.11</td>
<td>0.56</td>
</tr>
<tr>
<td>Activity space stability, ( J_{AS} )</td>
<td>-0.06</td>
<td>-0.50</td>
<td>-0.03</td>
<td>0.62</td>
</tr>
<tr>
<td>Social circle rank turnover, ( R_{SC} )</td>
<td>-0.17</td>
<td>0.26</td>
<td>0.28</td>
<td>-0.19</td>
</tr>
<tr>
<td>Activity space rank turnover, ( R_{AS} )</td>
<td>-0.35</td>
<td>0.37</td>
<td>0.42</td>
<td>-0.18</td>
</tr>
</tbody>
</table>
The result of a multiple linear regression explaining principal components of socio-spatial data (see table 5.6) from personality traits (E: extraversion, O: openness, N: neuroticism, A: agreeableness, C: conscientiousness). The value of each coefficient (coeff) is reported together with the probability (p val) that the coefficient is not relevant for the model. The relative importance of each coefficient (LMG) is computed using the LMG method [205].

Table C.7: T=30, Extraversion, openness, and neuroticism explain socio-spatial behaviour. The fraction of variance explained by each principal component for the CNS and MDC dataset.

Table C.8: T=30, Variance explained by principal components (only spatial data). The fraction of variance explained by each principal component for the CNS and MDC dataset.
Table C.9: T=30, Principal Components (only spatial data). The weight of each metric in the first two principal components, for both datasets.

<table>
<thead>
<tr>
<th>Activity metric</th>
<th>PC 0</th>
<th>PC 1</th>
<th>PC 0</th>
<th>PC 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Activity space size, C</td>
<td>-0.55</td>
<td>0.01</td>
<td>-0.55</td>
<td>-0.10</td>
</tr>
<tr>
<td>New ties/week, n_{tie}</td>
<td>-0.48</td>
<td>-0.16</td>
<td>-0.48</td>
<td>-0.35</td>
</tr>
<tr>
<td>Activity space entropy, H_{AS}</td>
<td>-0.48</td>
<td>-0.14</td>
<td>-0.44</td>
<td>0.20</td>
</tr>
<tr>
<td>Activity space stability, J_{AS}</td>
<td>-0.06</td>
<td>0.96</td>
<td>-0.02</td>
<td>0.88</td>
</tr>
<tr>
<td>Activity space rank turnover, R_{AS}</td>
<td>0.48</td>
<td>-0.16</td>
<td>0.51</td>
<td>-0.22</td>
</tr>
</tbody>
</table>

Table C.10: T=30, Extraversion, openness, and neuroticism explain spatial behaviour. The result of a multiple linear regression explaining principal components of spatial data (see table 5.6) from personality traits (E: extraversion, O: openness, N: neuroticism, A: agreeableness, C: conscientiousness). The value of each coefficient (coeff) is reported together with the probability (p val) that the coefficient is not relevant for the model. The relative importance of each coefficient (LMG) is computed using the LMG method [205].

<table>
<thead>
<tr>
<th>Personality trait</th>
<th>coeff</th>
<th>p val</th>
<th>LMG</th>
<th>coeff</th>
<th>p val</th>
<th>LMG</th>
</tr>
</thead>
<tbody>
<tr>
<td>E</td>
<td>-0.56 ± 0.09</td>
<td>&lt; 10^{-9}</td>
<td>0.8</td>
<td>-0.12 ± 0.05</td>
<td>0.03</td>
<td>0.38</td>
</tr>
<tr>
<td>O</td>
<td>0.20 ± 0.08</td>
<td>0.01</td>
<td>0.07</td>
<td>-0.04 ± 0.05</td>
<td>0.5</td>
<td>0.08</td>
</tr>
<tr>
<td>N</td>
<td>0.03 ± 0.08</td>
<td>0.7</td>
<td>0.07</td>
<td>-0.14 ± 0.05</td>
<td>0.01</td>
<td>0.48</td>
</tr>
<tr>
<td>A</td>
<td>-0.05 ± 0.08</td>
<td>0.5</td>
<td>0.03</td>
<td>-0.002 ± 0.052</td>
<td>1.0</td>
<td>0.01</td>
</tr>
<tr>
<td>C</td>
<td>-0.005 ± 0.081</td>
<td>1.0</td>
<td>0.03</td>
<td>-0.03 ± 0.05</td>
<td>0.6</td>
<td>0.04</td>
</tr>
</tbody>
</table>
APPENDIX TO CHAPTER 7

This is the appendix to chapter 7. In appendix D.1, we present the datasets. In appendix D.2, we present the Non negative Matrix factorization method. In appendix D.3, the modified Dijkstra algorithm. In appendix D.4, we present patterns detected for the city of Strasbourg, Nantes, and Toulouse. In appendix D.5 we compare the patterns detected and commuting flows. In appendix D.6, we show the characteristics of privileged connections. In appendix D.7, we compare our method with a single layer representation.

D.1 DATA DESCRIPTION

With the aim of catching a comprehensive picture of the public transportation (PT) networks in French municipal areas we made use of datasets provided by local public transportation companies. The characteristics of the datasets used for the different cities are listed in table D.1. Estimated timetable schedules for the public transport service are made publicly available online and frequently updated by the companies.

<table>
<thead>
<tr>
<th>City</th>
<th>Area</th>
<th>Period</th>
<th>Companies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Paris</td>
<td>47.96N-49.45N</td>
<td>Sep-Oct 2013</td>
<td>RATP (Bus, Metro, Tram, RER)</td>
</tr>
<tr>
<td></td>
<td>1.15W-3.51W</td>
<td></td>
<td>SNCF (RER,Train)</td>
</tr>
<tr>
<td>Toulouse</td>
<td>43.43N-43.74N</td>
<td>Sep-Oct 2014</td>
<td>Tisséo (Bus, Tram, Metro)</td>
</tr>
<tr>
<td></td>
<td>1.17W-1.69W</td>
<td></td>
<td>SNCF (Train)</td>
</tr>
<tr>
<td>Nantes</td>
<td>47.12N-47.32N</td>
<td>Jan 2015</td>
<td>Semitain (Bus, Tram, Ferry)</td>
</tr>
<tr>
<td></td>
<td>1.75W-1.34W</td>
<td></td>
<td>SNCF (Train)</td>
</tr>
<tr>
<td>Strasbourg</td>
<td>48.46N-48.68N</td>
<td>Jan 2015</td>
<td>CTS (Bus, Tram)</td>
</tr>
<tr>
<td></td>
<td>7.60W-7.83W</td>
<td></td>
<td>SNCF (Train)</td>
</tr>
</tbody>
</table>

Table D.1: Datasets Table listing the main characteristics of the data used for each of the cities.

All datasets are provided in General Transit Feed Specification (GTFS) format [338]. GTFS is a common format for PT schedules and associated geographic information. It is composed of a series of text files: stops, routes, trips, and other schedule data. In particular, the follow-
ing objects and associated attributes are of relevance to the purpose of this study:

- **stop**: the physical location where a vehicle stops to pick up or drop off passengers. It is associated to a unique `stop_id` and it has attributes `stop_name`, `stop_lat`, `stop_lon`, respectively the name and the geographic coordinates. (Example: `4025460`, "PONT NEUF - QUAI DU LOUVRE", `48.858588`, `2.340932`)

- **route**: a public transportation line (in the following we refer to "line" or "route" as interchangeable terms) identified by a unique `route_id`. It has attributes `route_type`, identifying the type of vehicle, and `route_name`. (Example: `831555`, metro, "14"). Note that the two directions of a same service are identified by two different routes, and that services with multiple termini are identified by several different routes.

- **trip**: a journey of a vehicle, identified by a unique `trip_id`. It refers to the unique route of the actual line, and also to a set of dates indicating in which days of the year that trip is running. It is also associated to an ordered sequence of stops of the vehicle, and with the list of arrival and departure time at each stop. Example:

<table>
<thead>
<tr>
<th>trip_id</th>
<th>stop_id</th>
<th>arrival_time</th>
<th>departure_time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1013644000942075</td>
<td>4025388</td>
<td>16:10:00</td>
<td>16:10:00</td>
</tr>
<tr>
<td></td>
<td>4025390</td>
<td>16:11:00</td>
<td>16:11:00</td>
</tr>
<tr>
<td></td>
<td>4025392</td>
<td>16:12:00</td>
<td>16:12:00</td>
</tr>
<tr>
<td></td>
<td>4025393</td>
<td>16:13:00</td>
<td>16:13:00</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

D.1.1 Coarse graining network stops

To model the transportation network, it was necessary to coarse grain the data by grouping nearby stops together. Table D.2 summarises the information contained in each of the datasets before and after coarse-graining.

D.1.1.1 Paris

The transportation system described in the RATP dataset contains 11850 stops. Some of these stops closely located to each other can be functionally replaced by a single station via a careful merging method. In order to merge stops, we used the information provided in the GTFS dataset. Data provides the list of stop pairs that are located at a short distance from each other, allowing people to transfer walking,
Table D.2: **Main characteristics of the PT systems datasets.** For each urban agglomeration (Area), the table indicates the number of Bus, Metro, Tram and RER stops and routes before coarse graining (Stops, Routes), the number of train stops (Train stops) and routes (Train routes), the total number of stops after coarse-graining and merging the two datasets (Tot stops after merging).

<table>
<thead>
<tr>
<th>Area</th>
<th>Stops</th>
<th>Routes</th>
<th>Train stops</th>
<th>Train routes</th>
<th>Tot stops after merging</th>
</tr>
</thead>
<tbody>
<tr>
<td>Paris</td>
<td>11850</td>
<td>1058</td>
<td>494</td>
<td>169</td>
<td>5690</td>
</tr>
<tr>
<td>Toulouse</td>
<td>1913</td>
<td>106</td>
<td>59</td>
<td>31</td>
<td>1920</td>
</tr>
<tr>
<td>Nantes</td>
<td>3412</td>
<td>61</td>
<td>27</td>
<td>18</td>
<td>1038</td>
</tr>
<tr>
<td>Strasbourg</td>
<td>1330</td>
<td>53</td>
<td>31</td>
<td>17</td>
<td>601</td>
</tr>
</tbody>
</table>

from one route to a different one in a given amount of time (that is also given in the dataset). It is for example the case of main railway stations or big squares, where many stops are concentrated in a relatively small area. We merged corresponding stops according to the information provided by the RATP company on possible transfers, as well as bus stops located in front of each other at the two opposite sides of the same road. After coarse graining, the total number of stops for the RATP dataset was reduced to 4596.

In the SNCF dataset, there is a total number of 494 suburban railway stations. It is necessary to identify stops/train stations present both in the SNCF and RATP datasets (i.e. “Gare du Nord” is both a RER station and a metro stop). To do so we built a grid with a resolution of 0.25 Km and we identified for each of the train stations the cell it belongs to. A train station was then identified by the closest RATP stops present in the actual cell or in neighbouring cells otherwise. In the city centre, all the train stations were identified with RATP stops, while in the suburbs it was not always the case.

D.1.1.2 **Nantes**

The Semitain dataset contains 3412 stops. It indicates for each stop whether it is part of a larger station complex (stops that are located on the opposite side of a same road are considered part of a unique station). Using such information, it was straightforward to merge close-by stops. Since transfer time was not provided, we estimated the time to change line based on the data provided by RATP (average transfer time, see table D.3). After coarse graining, the network includes 1036 stops. The SNCF dataset was used to include the train stations which are located in the area served by the Semitain company. Using the
same method we used for Paris, we found their corresponding stops in the Semitain dataset.

### D.1.1.3 Toulouse

The Tisséo dataset contains 5694 stops. As in the case of Nantes, the Tisséo dataset provides information on parent stations. We merged stops accordingly received 1913 stops in total. Since transfer time was not provided, we estimated the time to change line based on the data provided by RATP (average transfer time, see Table D.3). From the SNCF dataset, we selected 59 stops that located in the same area served by the Tisséo company.

### D.1.1.4 Strasbourg

The CTS dataset contains 1330 stops. Even if it does not provide information on parent station, we could merge stops based on their stop_id. Since transfer time was not provided, we estimated the time to change line based on the data provided by RATP (average transfer time, see Table D.3). In fact, in this dataset all stops that are part of a larger station complex have the same name and in addition a unique number (Example: stops {DANTE_01, DANTE_02, DANTE_03} are part of a same large station complex). After coarse graining this way 595 stops were identified in the CTS dataset. From the SNCF dataset, we selected 31 stops that are located in the same area served by the CTS company.

### D.1.2 Choice of a representative day

The datasets provide the schedule over several months in normal situations (which means no perturbation due to traffic jams or to system breakdowns) with a 1-minute resolution. We do not consider exact travel time at a given departure time but an estimation of the time taken in a “typical” day. The description of a typical day is given below.

In order to draw typical commuting times we first selected a window of $N_w = 4$ consecutive weeks. A week $w_i = \{d_1, d_2, d_3, d_4, d_5\}$ is defined as a set of five consecutive days, from Monday to Friday. The separation week-end/week days is necessary as the system behaviour is different in these two cases. For every span of consecutive weeks $W = \{w_1, w_2, w_3, w_4\}$, we calculated the average daily number of trips $\langle N_t_W \rangle = \sum_{d \in W} N_t_d / D$. Here $D$ is the number of days ($D = 5 \times 4 = 20$), $N_t_d$ is the number of trips during day $d \in W$. Then, by looking at fluctuations from the average $\sigma^2_W = \sum_d (N_t_d - \langle N_t_W \rangle)^2 / D$, we selected the four weeks span $W$ for which $\sigma^2_W$ is the smallest. For each city the selected period is indicated in Table D.1.
<table>
<thead>
<tr>
<th>Mode 1</th>
<th>Mode 2</th>
<th>Average transfertime (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>bus</td>
<td>bus</td>
<td>70</td>
</tr>
<tr>
<td>subway</td>
<td>rail</td>
<td>326</td>
</tr>
<tr>
<td>tram</td>
<td>rail</td>
<td>222</td>
</tr>
<tr>
<td>rail</td>
<td>rail</td>
<td>60</td>
</tr>
<tr>
<td>subway</td>
<td>bus</td>
<td>230</td>
</tr>
<tr>
<td>tram</td>
<td>bus</td>
<td>92</td>
</tr>
<tr>
<td>subway</td>
<td>subway</td>
<td>172</td>
</tr>
<tr>
<td>rail</td>
<td>bus</td>
<td>232</td>
</tr>
<tr>
<td>tram</td>
<td>subway</td>
<td>212</td>
</tr>
<tr>
<td>tram</td>
<td>tram</td>
<td>66</td>
</tr>
</tbody>
</table>

Table D.3: **Transfer time** Average transfer time (in seconds) between different transportation modalities.

The reason to select a span of time where the number of trips is not fluctuating is motivated by the need to work with meaningful averaged quantities. We are aware that the results of the illustration may not generalise well, as they are relative to a specific selected period of time. Future work could include a comparison to the system behaviour during weekends, and at different times of the year.

For the purpose of this work, as we aimed at comparing our results with the flux of commuters, we limited the analysis to the 7-10am time interval. Indeed, as a first step, we selected all trips occurring between $h1 = 7am$ and $h2 = 10am$ within the selected period. Further work could include the study of the system evolution at different times of the day.

As a second step, we calculated for each route $\ell_k$ and each day $d \in W$, the total number $Nt_{\ell_k,d}$ of trips $tr$ occurring on day $d$ between 7 and 10 am and computed its average over the four selected weeks $\langle Nt_{\ell_k} \rangle = \sum_{d \in W} Nt_{\ell_k,d} / D$. In this way, we received the average frequency $f_{\ell_k} = \langle Nt_{\ell_k} \rangle / 3h$ ($3h$ is the length of the time interval) in the selected period for each metro, bus or train line. Also, we computed in equivalent way, the average duration of a trip between any two stops $i$ and $j$ along line $\ell_k$: $\langle \Delta t_{ij}^{\ell_k} \rangle = \sum_{tr} (\Delta t_{ij}) / \sum_{d \in W} Nt_{\ell_k,d}$ considering all selected trips $tr$.

In fig. D.1, we show the characteristics of the PT datasets for the 4 cities considered. We observe that stops are highly heterogeneous with respect to the number of routes in all the cities considered,
with few highly connected stops and a considerable number of stops served by only one or two routes. The number of stops per route vary greatly for all transportation modalities in Paris; for other cities only buses routes have more than 40 stops, and rail routes are relatively short (up to 10/15 stops). Also service frequencies have large variations depending on the transportation modality, with metro lines running considerably more frequently than other services (up to $\sim 45$ times per hour), and rail services running at most $\sim 10$ times per hour.

D.1.3 The INSEE datasets

In order to analyse commuting patterns, we gathered two datasets of the French Institute of Statistics (INSEE): the Enquête Nationale Transports et Déplacements 2007-2008 [339] used for computing the commuting travelling times, and the 2010 French census (Recensement de la population 2010) [334] to extract origin-destination commuting patterns.

We used the file “Q_ind_lieu_teg.csv” of the first dataset providing for each individual several informations about their daily journey to work/school. We estimated the average time needed to commute a specific distance by car by scanning over the following variables $V_1_{BTRAVDIST}$, i.e. the distance covered daily (resolution 1Km), $V_1_{BTRAVTEMPSA}$ i.e. the time needed to cover such distance (5 minutes resolution), and $V_1_{BTRAVMOYEN1S}$, i.e. the transportation mean used. The time computed for a given distance is the time average over the trips with the same distance and travelled by car.

The flow of commuters for each origin-destination trip was estimated using the file “FD_MOBPRO_2010.txt” of the second dataset, in which each line provides several variables related to an individual interviewed. In particular, the following variables were needed: COMMUNE and ARM, respectively indicating the INSEE code associated to the municipality and the arrondissement (available only for central Paris) where the individual interviewed lives, DCLT the INSEE code indicating the municipality and the neighbourhood (only for Paris) of work, and TRANS referring to the transportation mean used to commute (either by foot, two-wheeler, car/camion/van, PT). We also considered the variable IPOND to take into account that, because not every single citizen is interviewed for the census, each individual has a statistical weight to infer a representative behaviour. tables D.4 and D.5 provide an overview on the data for each of the urban agglomerations considered for this study.
Figure D.1: Characteristics of the PT datasets for the 4 cities considered. For Paris, Toulouse, Nantes, and Strasbourg (top to bottom), we show the probability density distribution of the number of routes per stop after coarse-graining (left), the probability density distribution of the number of stops per line, for different transport modalities (center) and the probability density distribution of the number of transits per hour on each route, considering the period between 8 and 10 am (right).
### Table D.4
For each one of the urban areas considered (Area), the table provides with the number of municipalities considered (Mun), the number of origin-destination pairs travelled by commuters (O-D pairs), the total number of commuters (Tot comm), the number of commuters travelling by car (Car comm), the number of commuters travelling by PT (PT comm).

<table>
<thead>
<tr>
<th>Area</th>
<th>Mun</th>
<th>O-D pairs</th>
<th>Tot comm</th>
<th>Car comm</th>
<th>PT comm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Paris</td>
<td>460</td>
<td>61897</td>
<td>4321011</td>
<td>1542640</td>
<td>2017768</td>
</tr>
<tr>
<td>Toulouse</td>
<td>89</td>
<td>2319</td>
<td>363679</td>
<td>249642</td>
<td>57269</td>
</tr>
<tr>
<td>Strasbourg</td>
<td>57</td>
<td>618</td>
<td>170337</td>
<td>92275</td>
<td>36576</td>
</tr>
<tr>
<td>Nantes</td>
<td>26</td>
<td>524</td>
<td>225026</td>
<td>143441</td>
<td>45455</td>
</tr>
</tbody>
</table>

### Table D.5
For each one of the urban areas considered (Area), the table provides with the total number of intra-city commuters (IC comm), the number of intra-city commuters using the car (IC car comm), the number of intra-city commuters using PT (IC PT comm).

<table>
<thead>
<tr>
<th>Area</th>
<th>IC comm</th>
<th>IC car comm</th>
<th>IC PT comm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Paris</td>
<td>1369535</td>
<td>390105</td>
<td>429735</td>
</tr>
<tr>
<td>Toulouse</td>
<td>187797</td>
<td>99142</td>
<td>40553</td>
</tr>
<tr>
<td>Strasbourg</td>
<td>99041</td>
<td>40579</td>
<td>23098</td>
</tr>
<tr>
<td>Nantes</td>
<td>111434</td>
<td>55444</td>
<td>25957</td>
</tr>
</tbody>
</table>
D.1.4 Matching the INSEE datasets and the PT datasets

In order to establish a comparison between the commuting patterns and the efficient connections of the transportation systems, we matched the INSEE dataset with the PT data by associating to each of the stops in the PT data its corresponding municipality (or neighbourhood in the case of Paris). We made use of the Google Maps API [340] to assign to the latitude-longitude coordinates of each PT stop its corresponding address. Then, we matched the municipality to its corresponding INSEE code via the file *Base communale des aires urbaines 2010* provided by INSEE. [341]

D.2 Structure detection with non-negative matrix factorisation

In this section, we explain non-negative factorisation was achieved in order to extract structures from the transportation system dataset.

**Algorithm**

Aiming at minimising the Euclidean distance loss function between the original matrix and the factorized one, we implemented the standard multiplicative rule developed by Lee and Seung in [342]:

\[
H_{ci} \leftarrow H_{ci} \frac{(W^T V)_{ci}}{(W^T WH)_{ci}} \\
W_{ic} \leftarrow W_{ic} \frac{(VH^T)_{ic}}{(WHH^T)_{ci}}
\]

**Initialisation**

The NMF algorithm may not converge to the same solution at each run, depending on the initial conditions. To address this problem we initialise the matrices \( W \) and \( H \) randomly and run the algorithm 500 times. At each iteration we compute the divergence \( \| V - WH \|_F^2 \) and we select the iteration for which the error was minimal.

In the present case, the algorithm turns out to be stable and the results are robust for large networks, future development of this work could however include the study of a consensus clustering procedure. Consensus clustering is the problem of reconciling clustering information about the same data set coming from different runs of the same algorithm. For NMF, some efforts have been done in this directions [343], however, as the result of the clustering is described through two different matrices and the partitioning is soft, the problem is not trivial to solve.

**Soft/Hard partitioning**

The results of NMF provide a soft clustering of the stops to the structures. Such information is included in matrices \( W \) and \( H \). For a given
node $i$ and a given structure $k$, $W_{ik}$ is the out-going affiliation of node $i$ to structure $k$, while $H_{ki}$ is the in-going affiliation. As the original matrix can be very sparse, and the NMF algorithm can hardly produce zero-values, many of the values in $W$ and $H$ are positive but very close to zero. In order to overcome this problem and to make sure we are capturing only the most relevant information, we applied a method to binaries the matrices $W$ and $H$ as follows: For each structure $c$, vectors $H_c$ and $W^T_c$ contain respectively the in-going and out-going affiliation of each node $i \in V$ to the structure $c$. With the goal of selecting only nodes that are strongly affiliated to $c$, we applied k-means clustering on these two vectors. k-means clustering partitions the $|V|$ affiliation values into $k$ clusters. By choosing $k = 2$ for each of the structures $c$ we distinguished a subset of not-affiliated nodes, whose affiliation value was very small, and a subset of affiliated nodes, whose affiliation value was significantly different from zero. Using this partitioning we defined a binary matrix $H'$ such that $H'_{ci} = 1$ if node $i$ is in-going affiliated to community $c$ and $H'_{ci} = 0$ if it not. In the same way, we define $W'$, for the out-going affiliation.

### D.3 The Modified Dijkstra Algorithm

We devised a modified version of the Dijkstra algorithm allowing to compute approximated shortest paths in a weighted, labeled-edge graph. The algorithm requires:

- A graph $G = (V,E,t_E,t_T)$ with vertex set $V$ with cardinality $N$, edge set $E$ with weight function $t_E$, and set of transfers $T$ with weight function $t_T$
- A cut-off $L_{\max}$ (the maximal number of line changes allowed)

The algorithm returns:

- An array $\text{dist}$ of length $N - 1$, where $\text{dist}[u]$ is the approximated shortest path length between nodes $s$ and $u$
- an array $\Pi_{\text{node}}$ of length $N - 1$, where $p = \Pi_{\text{node}}[u]$ is the parent node of node $u$, that precedes it in the shortest path between the source $s$ and $u$ itself
- the array of parent edges $\Pi_{\text{edge}}$ of length $N - 1$, where $\Pi_{\text{edge}}[u]$ is the edge connecting $u$ and its parent node $p$ in the approximated shortest path connecting $u$ and the source $s$

In the pseudo-code, the following notations are introduced: $\text{lenPath}$ assigns to each vertex $v$ the number of edges to reach source $s$, $Q$ is a min-priority queue initialised with all nodes in $V_G$, where priority is given to nodes that are at shortest distance from the source $s$, $\text{EXTRACT-MINQ}$ is the operation of selecting and removing the
node with highest priority from $Q$, $e_{uv}^{\ell_k}$ is an edge in $E$ connecting nodes $u$ and $v$ via line $\ell_k$, and $u$ is a neighbour of $v$ if at least one of such connections exists and $e_m$ is the edge connecting two nodes in the fastest way, also taking into account possible line transfers when coming from an other node, $t_m$ is the associated time.

For each vertex $v \in V_G$
- $\text{dist}[v] = \infty$
- $\Pi_{\text{node}}[v] = \text{NIL}$
- $\Pi_{\text{edge}}[v] = \text{NIL}$
- $\text{lenPath}[v] = 0$
- $\text{dist}[s] = 0$
- $Q = V_G$

While $Q \neq \emptyset$
- $u = \text{Extract} - \text{MinQ}$

For each $v$ in neighbors $u$:
  - If $\Pi_{\text{edge}}[v] == \text{NIL}$:
    - $t_m, e_m = \min, \arg\min(t_E(e_{av}^{\ell_k}))$
  - Else:
    - $t_m, e_m = \min, \arg\min(t_E(e_{av}^{\ell_k}) + t_T(\Pi_{\text{edge}}(u), e_{av}^{\ell_k}))$

If $\text{dist}[v] > \text{dist}[u] + t_m$ AND $\text{lenPath}[u] + 1 \leq L_{\text{max}}$
- $\text{dist}[v] = \text{dist}[u] + t_m$
- $\Pi_{\text{node}}[v] = u$
- $\Pi_{\text{edge}}[v] = e_m$
- $\text{lenPath}[v] = \text{lenPath}[u] + 1$

Return $\text{dist}, \Pi_{\text{node}}, \Pi_{\text{edge}}$

Figure D.2: Pseudo-code for the modified Dijkstra algorithm

Two main approximations are introduced in order to reduce the computation time, reduce the complexity of the PT system representation, and to account for individuals transportation strategy. We show that the approximations introduced do not affect the results on the overall efficiency of the PT systems.

- We limit the number of total line changes to $L_{\text{max}}$ to account for individual choices of not changing line several times. This may lead to overestimate the shortest path lengths for paths with $L_{\text{max}}$ changes. In this case, under a locally optimal strategy, one may change line before the best moment. As an example let’s consider the following network:

\[
\begin{align*}
(A, B, l_1, w = 1) \\
(B, C, l_1, w = 2) \\
(B, C, l_2, w = 1) \\
(C, D, l_2, w = 3) \\
(C, D, l_3, w = 1)
\end{align*}
\]

The shortest path from A to D with $L_{\text{max}} = 1$ is $\{e_{A,B}^{l_1}, e_{B,C}^{l_1}, e_{C,D}^{l_3}\}$
Figure D.3: **Comparison between the approximated and the traditional Dijkstra algorithm.** For each of the cities considered, we show the probability density of paths between nodes $s$ and $t$ with respect to the ratio $r(s,t)$. The 5% percentile is equal to one for all cities.

- The representation includes labelled edges but not labelled nodes, to compromise between a complex description of the system and an efficient one. One way to resolve this issue would be to introduce transfers as links between labelled nodes, which would dramatically increase the network size. Instead, the algorithm includes the transferring time by adding its value to edge weights. The algorithm may overestimate the shortest path lengths in cases where the local optimal strategy of choosing the fastest transportation mean does not provide a globally optimal solution due to long transfer times. However, it provides a very good approximation when the transfer weights are small in comparison with edges weights (i.e. for long distances).

To quantify the impact of the approximations introduced, we calculate shortest paths for the 4 cities considered using both the approximated and the traditional version of the Dijkstra algorithm, where $L_{\text{max}} = \infty$, and both nodes and edges are labelled, resulting in a much larger network. For all pairs of nodes $(s,t)$, such that a path with less than $L_{\text{max}}$ changes exist, we compute the ratio $r(s,t) = \frac{\text{dist}_{\text{correct}}(s,t)}{\text{dist}_{\text{approx}}(s,t)}$, where $\text{dist}_{\text{correct}}(s,t)$ and $\text{dist}_{\text{approx}}(s,t)$ are the lengths of the shortest paths computed with the traditional and the approximated versions of the algorithm, respectively. We show the probability density distribution of $r(s,t)$ in fig. D.3. We find that in all cities the 95% of all paths have the same length in the two cases (see fig. D.3).

### D.4 Pattern Detection for Strasbourg, Nantes, and Toulouse

For the urban agglomerations of Strasbourg, Nantes, and Toulouse we detected structural patterns by considering intervals for distances with resolution of $d_2 - d_1 = 5$ kilometres. An example of structure
For Strasbourg, Toulouse, and Nantes, we show respectively in A,E and I the geographic representation of graph $G_{SP}$, where links correspond to the 1% best shortest paths of the public transportation network. In B, F and J, we show the normalised BiCross validation errors computed for the adjacency matrix $X_{SP}(0\text{Km, }5\text{Km})$ (grey full line) of the same graphs, for the associated random matrix $X_{SPrandom}(0\text{Km, }5\text{Km})$ (dashed line). The selected number of structures $k_s$ is marked with a red rhombus. In C and D,G and H,K and L, two examples of structures revealed in the PT system are presented. Green dots are in-going, while red dots are out-going affiliated.

For an interval range $(d_1,d_2) = (5,10)\text{Km}$, both for Strasbourg and Nantes, we observed that the BiCross validation error computed for the adjacency matrix $X_{SP}(5\text{Km, }10\text{Km})$ is similar to the BiCross validation error of the associated random matrix $X_{SPrandom}(0\text{Km, }5\text{Km})$ (fig. D.7). This suggests that there is a lack of structure in the subgraph $G_{SP}(5\text{Km, }10\text{Km})$.

D.5 COMPARISON OF THE PATTERNS DETECTED AND THE COMMUTER FLOWS

We further investigate commuters behaviour, by identifying each pair of municipalities such that a flow of commuters exists between them and computing the corresponding PT-car flow ratio as the fraction of commuters using PT over the total people commuting between the two cities. We then compare the cases where the two municipalities are well (fig. D.8, A,C,E,G) or badly (fig. D.8, B,D,F,H) connected by
Figure D.5: Strasbourg, $d = 5 - 10\text{Km}$

Figure D.6: Nantes, $d = 5 - 10\text{Km}$

Figure D.7: For the cities of Strasbourg (a), and Nantes (b), the normalised BiCross validation error computed for the adjacency matrix $X_{SP}(5\text{Km}, 10\text{Km})$ (grey full line) is similar to the BiCross validation error of the associated random matrix $X_{SP\text{random}}(0\text{Km}, 5\text{Km})$ (dashed line). Therefore, no rank is selected and structures were not extracted.

PT according to our definition, considering the distribution of the PT-car flow ratio.

More precisely, we consider the PT structural pattern network $G_C = (V_C, E_C)$, and the commuter flow network $G_{TM\text{com}} = (V_{M\text{com}}, E_{TM\text{com}}, W_{M\text{com}})$, where $M = \text{car}$ or $M = \text{PT}$; first for each edge $(u,v) \in E_C$, we compute the fraction of commuters using PT, $f(u,v) = (W_{PT\text{com}}(u,v) + W_{PT\text{com}}(v,u)) / (W_{PT\text{com}}(u,v) + W_{PT\text{com}}(v,u) + W_{car\text{com}}(v,u) + W_{car\text{com}}(v,u))$. Then, we compute the same quantity for all edges $(u,v) \in E_{\text{com}}$ that are not in $E_C$.

For each city, we finally look at the distribution of $f(u,v)$ for both well and badly connected municipalities (fig. D.8).

In the case of Paris agglomeration, there is a significant difference between the case of privileged connections, where the distribution is left-side skewed (fig. D.8 A), and not privileged connections, where the distribution is more symmetrical (fig. D.8 A). This indicates that when the PT provides with good transportation according to our method, commuters prefer PT with respect to car. On the other hand, for Toulouse, Nantes and Strasbourg agglomerations, there is significantly less difference in the distribution of the PT-car flow ratios for well and badly connected pairs of cities. On the one hand, this may suggest commuters tend to use the car even where good connections are provided. On the other hand, we have to consider both that our selection was less strict for these cities, and that self loops (inter-city connections) may play an important contribution which could not be considered here due the resolution limit of the commuter dataset.
Figure D.8: For each city, we show the distribution of the PT-car flow ratio $f(u, v)$ when $u$ and $v$ are well (as defined in the main text) connected (A) or badly (the complementary connections) connected (B).
In this section we show some of the characteristics of the selected privileged connections. For each city, we show the distribution of the number of line changes (fig. D.9), of the number of different modalities in the same path (fig. D.10), and the occurrences of each possible transportation modality (fig. D.11), as a function of the shortest path distance.

D.7 COMPARISON WITH THE SINGLE-LAYER REPRESENTATIONS

The straightforward graph representation (fig. D.12), widely used for PT systems, where for each modality stops correspond to PT stops, and edges connect consecutive stops (connected by a vehicle without stopping between stops) does not allow to identify privileged connections and well-connected areas within the city.

We showed the city profile obtained considering privileged connections in the multilayer representation. Here, we compare the city profile with the one obtained considering the transportation modalities
Figure D.11: We show for each city the fraction of privileged shortest paths including 1, 2, or 3 transportation modalities in different colors, as a function of the shortest path distance.

Figure D.12: Naive representation of the multi-layer PT system of Paris. For each modality (Tram, Bus, Metro, from left to right), dots correspond to nodes, and connecting edges have a thickness proportional to edge the number of transits per day separately. We compute the shortest paths taking into account only buses, metro and rail connections, and we select privileged connections in the same way detailed for the entire multi-layer. We show on the same figure (fig. D.13, left) the profiles obtained for each transportation modality in Paris. The city single-layer profile differs from the one obtained considering all transportation modalities (fig. D.13, right) since the advantages due to the interconnectedness of several transportation modes are not accounted.

Figure D.13: Comparison between the city profile of Paris considering the single-modality single-layer representation (left), and the multi-layer representation (right).


