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ABSTRACT 

A general recursion method (method of adlayers) for 
calculating the exact Green function in an arbitrary 
overlayer is developed. The method as presented applies to 
an s-band tight-binding Hamiltonian with hopping between 
nearest-neighbours only. The general.isation of the method 
to a multi-orbital band structure is described. The 
overlayer we consider is deposited above the (100) 
surface of a simple cubic semi-infinite nonmagnetic 
metallic substrate occupying the half-space z<O. The aim of 
the present thesis is twofold: firstly, the ground state of 
a ferromagnetic overlayer is investigated. In particular, 
the local densities of states (LOOS) of an overlayer are 
calculated using the method of adlayers. The method of 
adlayers is very simple, computationally stable and 
extremely accurate. The numerical results for the LOOS and 
the Hartree-Fock (HF) occupation numbers of a 
single-adlayer and a seven-adlayer overlayer are presented. 
The surface and bulk DOSs for an overlayer of seven atomic 
planes are compared. The presence of an adlayer may induce 
surface states if. a strong enough perturbation occurs at 
the surface. Such surface states are automatically included 
in our method of adlayers. Secondly, spin waves in a 
transition metal overlayer are investigated within the 
framework of the itinerant theory of magnetism. The 
overlayer is modelled by a single-orbital tight-binding 
band with a strong intra-atomic repulsion U (one band 
Hubbard model). All the matrix elements of the HF dynamic 
unenhanced susceptibility in the overlayer are computed 
from the HF one-electron Green functions. Spin waves are 
then poles of the full dynamic enhanced susceptibility 
which is determined in the ranqom phase approximation 
(RPA). It is demonstrated that a very high accuracy in 
solving the HF ground state is needed to determine 
correctly spin wave modes. When this requirement is 
fulfilled, the Goldstone theorem at zero wavevector and 
zero frequency is very well satisfied. Numerical results 
for the spin wave spectra of a single-adlayer are presented 
for a range of values of U. Spin wave energies for a 
single-adlayer, for an unsupported layer and the exchange 
stiffness constant 0 of an unsupported layer are compared. 
Finally, all the computed spin wave branches of an 
overlayer of seven atomic planes are presented and 
discussed. The disappearance of spin waves in the Stoner 
continuum is illustrated and the possibility that a surface 
spin wave mode might occur is briefly discussed. 



Chapter 1. 

1.1 Introduction 

The surface magnetism of transition metals has 

been studied extensively in recent years and is now a 

subject of great interest both theoretically and 

experimentally. One of the factors behind this development 

is the dramatic improvement in experimental methods, the 

preparation of good thin films and surfaces and in 

particular the development of local spin-density functional 

method together with high-speed computers. 

There is a great impact of many techniques familar in solid 

state technology for example, molecular or atom beam 

epitaxy which are being transferred to surface and 

interface magnetism. Another important factor arises from 

the fact that the surface methods are now being employed 

widely to study the fundamental processes in magnetic 

materials. For example, information about the ferromagnetic 

band structure, the effect of correlations and 

finite-temperature magnetism is currently obtained from 

photoemission data. 

One of the fundamental problems of surface magnetism is 

the effect of surface on the ground-state magnetisation. 

The ground state surface problem of magnetic transtion 

metals is now quite well understood. The main factor here is 

the stoner-Wohlfarth theory (see Wohlfarth, 1980) and in 
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particular,the local-spin-density-functional theory, (see 

Hohenberg and Kohn, 1964, Kohn and Sham, 1965 and 

Rajagopal, 1980), which applies to ferromagnetic as well as 

anti ferromagnetic metals. However, unlike the ground state 

problem, the effect of surface on excited states is not 

fully understood and is still one of the major challenges 

in surface physics and in solid state physics. 

The main factors which motivated the present work on spin 

waves in magnetic overlayers can be summarised as follows: 

( i) theoretically, the local-spin-density-functional 

formalism has been very successful in the calculations of 

the ground-state properties of some metallic layer 

structure and superlattices, for example, see Freeman and 

Fu (1987), 

(ii) experimentally, the magnetic layer structures hold 

the promise of new device applications. For example, layer 

structures with a magnetic anisotropy perpendicular to the 

surface are prime candidates for high-density 

(perpendicular) recording (Iwasaki 1984,Carcia et ale 

1985). This is why such structures are now studied 

extensively in industrial laboratories such as IBM 

(Siegmann et al.1989, Mauri et ale 1988). 

(iii) Using the method of atomic beam deposition, it has 

recently becomes possible to farbricate magnetic layer 

structures with atomic precision (Gradmann 1985, Bader and 

Moog 1987, Arrot et ale 1987). 

2 



(iv) Local exchange interactions and anisotropy (crucial 

for perpendicular recording) have become accessible to 

experiment. This has been achieved through interpretation of 

finite-temperature measurements of the local magnetisation 

carried out at IBM San Jose and ETH Zurich (see Siegmann et 

al.1989 and Mauri et al.1988) on the basis of our theory of 

spin waves in layer structures (Mathon and Ahmad 1988, 

Mathon 1988a, Mathon 1989b, Ahmad et al. 1989). An 

essential ingredient here is the high spatial resolution of 

"magnetometry" with spin-polarised electrons (Siegmann et 

al. 1989) which makes meaningful comparison with theory 

possible. 

3 



1.2 The ground state of an itinerant ferromagnet 

The main ingredients of the classical 

Stoner-Wohlfarth model of ferromagnetism are (Wohlfarth 

1980) 

(i) the carriers of magnetism in ferromagnetic 

transition metals, such as, iron, cobalt, nickel, are the 

electrons in 3d band The respective approximate saturation 

magnetisation values are 2.2, 1.7 and 0.6~alatom • 

(ii) the distribution of itinerant electrons among the 

energy levels is determined by the band structure and 

N (Er), the density of states at the Fermi energy Er is 

the key quantity. 

(iii) The interaction between the itinerant electrons 

may be described in the molecular field approximation. The 

molecular field is proportional to the magnetisation and 

the associated energy per atom is 

Here, 

(1.1) 

n is the number of electrons per atom, 

U is an interaction parameter, 

~ is the relative magnetisation. 

When the density of states at the Fermi level N(Er) is high 

and U is strong, the Stoner condi tion U. N (Er) > 1 is 

satisfied and the energy bands for up and down-spin 

carriers become split, 

magnetisation ~. 

resulting 

4 
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In this original formulation of the stoner model the 

calculation of the band structure is made neglecting the 

effect of electron interactions. The electron interactions 

are then treated in the lowest Hatree-Fock (HF) 

approximation and U is assumed to be independent of the 

electron wavevector. 

A microscopic basis of the stoner model was provived by 

Hubbard (1963,1964), and the Hubbard Hamiltonian combined 

with a tight-binding scheme for calculating the band 

structure remains the only theoretical framework for 

discusing excited states in itinerant ferromagnet. 

Application of the HF theory to Hubbard model leads to the 

stoner model of ferromagnetism in which the two bands are 

i ~ 
spl t by a constant factor (an energy) ~ - U .(n~-n~). In 

the paramagnetic regime, the interaction between electrons 

is not strong enough to split the band and the number of 

spin-up electrons and spin-down electrons are equal, (~ = 
0). Now we can discuss the orgin and magnitude of the 

parameter U. 

When discussing the origin of ferromagnetism within the HF 

approximation we must consider the exchange integral U 

dependening on the Bloch wave function 'l'nk(n=I,2, ••• ,5) in 

the d-band. In general it is of the form (with correlation 

negelected) 

(1.2) 

where 
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interaction within a unit cell and the relationship between 

Bloch and Wannier function wm(~-Ei) for the m-th band is 

given by 

(1.3) 

where N is, the number of atomic cells in the crystal; r is 

the electron position vector; 8i is the atomic site. 

Within the tight-binding approximation, and upon 

sUbstitution eq.(1.3) into (1.2) we find that there are two 

most important factors independent of k and k' which 

contribute to u : 

(1) The intra-atomic Coulomb interaction for two 

electrons on the same site with opposite spins in the same 

orbital, which is defined by 

I = mm dr dr 
-1 -2 

(if m=n) 

(1.4) 

(2) The intra-atomic exchange interaction or the 

Hund's rule exchange integral, between two electrons on the 

same site in different orbitals but with parallel spin : 

= II W:(~I) W~(~2) r~:Wm(~2)Wn(~I) d~ld~2(m ;t n) 

(1.5) 

These integrals have values Imm ~ 22eV, J mn ~ O.SeV for a 

metal such as nickel (Edwards 1977). Screening by s 

electrons reduces Imm to I ~ 5-SeV, although Herring (1966) 

and Mott (1964) gave the value of I as about 2eV. The 

Hund's rule J mn is important when the number of electrons 

6 



(holes) per atom is large, as in Fe and Co but less 

significant for a ferromagnet such as Ni with 0.6 holes per 

atom since it is unlikely to find two holes on the same 

atom due to correlation effects not included in the HF 

approximation. 

The bare interaction parameters are reduced not only by 

screening but also by correlations in the d-band. Both 

Hubbard (1963) and Kanamori (1963) had studied the effect 

of correlation on U. They showed that for a low density of 

holes, such as Ni, the ground state properties of itinerant 

electron ferromagnet (see Hubbard Hamiltonian Eq(1.9) may 

be treated in the HF approximation provided the bare 

interaction U is replaced by a weaker effective 

interaction ueff • 

The effective interaction parameter Ueff which should be 

used in the stoner model is of the order 0.5 to leV and is 

remarkably constant across the transition metal series 

(Wohlfarth 1980). 

It is clear that Kanamori formalism only applies to 

nickel with 0.6 holes per atom (Ueff ~ 0.5eV). For iron and 

cobalt the above formalism is not justified since the 

density of holes is too high (2.2,1.7 ~ /atom respectively) 
B 

i eff The above est mates of U are clearly only qualitative 

and that is the main reason why the classical stoner model 

(1938) fails to predict the saturation moment, exchange 

splitting of the (up and down) bands and other fundamental 

properties of ferromagnetic metals. 
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since the original stoner model was first proposed, the 

local-spin-density-functional (LSDF) method has been 

developed to describe exchange and correction effects 

within a one-body formulation. The LSDF method is based on 

the exact results of Hohenberg and Kohn (1964) and has been 

very successful in explaining many ground states 

properties of magnetic transition metals. 

For the purpose of calculating the ground-state properties, 

it is clear that the LSDF method has now replaced the 

stoner model and allows us to include correlation effects 

quite naturally. Another serious problem with stoner model 

is that it ignores spin waves. This is because it uses the 

molecular field approximation which precludes spin wave 

excitations from the begining. In fact, in the stoner 

model, single particle spin-flip excitations is the only 

mechanism to reduce the magnetisation ~. This mechanism 

leads to ~ ~ T2, while spin wave excitations first derived 

for a metal by Herring and Kittel (1951) predict a T3/2 

dependence of the magnetisation at low temperature. 

From the above disscusion, we can conclude that:a 

satisfactory theory must include both stoner and spin wave 

excitations. Such a theory certainly can not be developed 

within the LSDF theory since it valid only for the ground 

state. To calculate spin waves we have to use a model 

Hamiltonian and we are going to consider this prolem in the 

next section. 
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1.2.1 The Hubbard model 

As already discussed, the complete Hamiltonian for n 

interacting electrons is very complicated and too difficult 

to handle. Therefore, a simple model hamiltonian has to be 

developed. 

The carriers of magnetism in transition metals are 'holes' 

in the d band which contains five sub-bands. To discuss the 

magnetism of a transition metal, a model of d electrons is 

needed. S band electrons are free electron like and their 

contribution to magnetism is small (Herring 1966) • 

Therefore in general, when discussing the phenomenon of 

magnetism of transition metals, one needs to consider a 

degenerated band.Any treatment of the d-band in transition 

metals must include electron-electron correlation effect 

since the d electrons are concentrated near the nucleus of 

each atom, making it possible to speak with some meaning of 

an electron being 'on 'a particular atom. This is because 

the width of the d band is narrower than that of s band. 

For example, in the iron group, the width of the d band is 

about 4eV while the width of the s band is about 20eV 

(Shimizu 1981).It was Hubbard (1963,1964) who had 

originally put forward a simple model for treating 

correlation in narrow bands (see also Penn 1979 and Liebsch 

1979). 

It is 

electrons in 

characteristic 

in fact found experimentally that the d 

transition metals exhibit behaviour 

of both the 'itinerant electron model' 
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and the 'localized spin model'. By the localized spin 

model, we mean that the magnetic electrons are localized 

around the atom in the crystal. This is the Heisenberg 

model or localized model applicable to insulator. 

In the itinerant electron model (or band model), we start 

from the one-electron eigenstates or Bloch states in the 

metal and take into account screening, electron 

correlations and exchange interactions among electrons. 

In this model the magnetic electrons are supposed to be 

band electrons and run over the whole crystal. This model 

was employed by Bloch (1929), Mott(1935) , stoner (1936) 

(1936) and Slater (1936) to explain the ferromagnetism of 

the iron group metals. 

In the present thesis, we shall adopt the itinerant 

electron model to discuss the magnetism of transition 

metals. We shall therefore, build a model including 

electron-electron interactions through the Hartree-Fock 

approximation. Our model is based upon the tight-binding 

approximation which is known to be a good staring point for 

transition metals. The general Hamiltonian describing the d 

electrons is, in fact, the degenerate Hubbard Hamiltonian 

given by (Hubbard 1964) : 

(1.6) 

Where 

(1.7a) 
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with 

(1.7b) 

Here, V represents the nuclear potential acting on the 

is the atomic wavefunction of an 

+ electron on a site 8i in an orbital ~; Ci~u (Ci~u) are the 

creation (annihilation) operators for an electron at a site 

8i with spin u in an orbital ~. 

The first term in Eq. (1. 6) is just the ordinary band 

Hamiltonian while equation (1.7b) giving the second term in 

Eq.(1.6) represents the Coulomb interaction between 

electrons • It is convenient to follow Hubbard (1963) and 

make the following assumptions : 

(i) Neglect degeneracy, i.e., drop all the band 

indices, the model is now reduced to a simple one-band 

model, 

(ii) Neglect all interaction terms other than those 

whose matrix elements involve electrons on the same site, 

i.e., <iiI1/rlii>, which is the diagonal terms. 

we thus obtain 

(1.8) 

Eq(1.8) is the simplest one-band model in which electrons 

interact only when they are in the Wannier function ~u(t-Ei) 

To simplify it further we write: 
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(1.9) 

where U = <iiI1/rlii>, Tij is the hopping integral, 

+ niu=ciuCiu is the occupation number where the wannier 

operator c1u is related to the Bloch operator C;u by the 

following equation 

(1.10) 
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1.2.2 Hubbard model in the HF ground state 

As already discussed, all the main features of the 

stoner model can be obtained by treating the Hubbard model 

in the HF approximation. We first replace the bare 

interaction U in Eq. (1.9) by an effective uerrto take into 

account the effect of correlations and we can rewrite 

Eq.(1.9) as follow: 

U
err \ n n 

/,. i1' i'" 
~ 

(1.11) 

NOw, the second term in Eq.(l.ll) can be written as 

HF t RPA 

= 

where n1' = <ni 1'> and nu=2 nku have been used. 
u 

(1.12) 

Therefore, the total energy in the HF approximation is 

given by 

E \ E + Ueff n ..... n~'-HF = L k nku T ..... 
(1.13) 

ku 

We can write 

(1.14) 

Then (Thompson 1963) 

err U n1'n", = constant 

(1.15) 
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where 

n1'-n.J, 
I;: = n is the relative magnetisation and 

is the total number of particles in 

the system 

Eq(1.15) is in fact the expression for the additional energy 

of the system in the stoner model (1938,1946). 

It follows that (Thompson, Wohlfarth and Bryan 1964) 

n (1+1;:) if cr - 1-_(2 
ncr (1.16) 

n (1-1;:) if cr = .J, 
2 

or 
00 

ncr = f N(E)fcr(E)dE (1.17) 

0 

where 
1 

fO'(E) = (1.18) 
e (E-l.L

cr
) /KBT 1 + 

is the 'Fermi-Dirac function' for cr-spin particles, 1l0' are 

the corresponding chemical potentials, KB is the Boltzmann 

constant, T is the temperature and N(E) is the density of 

states. 

The total energy in the 'stoner model' is given by 

EStoner = '\ E n -.! Ueff ~2 2 L kcr kcr 4 ... n (1.19) 

kO' 

At T=O , Eq(1.19) is equivalent to 
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Estoner = 
Er1' 
fEN(E)dE + 
o 

Er~ 

fEN(E)dE 
o 

U
eff 

2 2 
- - l;: n 4 (1.20) 

where Er is the Fermi energy for the u-spin bands and 

Er l' '" 
n1'~ =f N(E)dE (1.21) 

o 

The criterion for ferromagnetism is obtained by comparing 

the energy EStoner for small l;: at T=O with the 

paramagnetic energy Eo. It is found (Thompson,Wohlfarth and 

Bryan 1964) that 

= n
2

l;:2 [ eff ] 4N (Er) 1-U N (Er) (1.22) 

From eq(1.22) it is clear that the system becomes 

ferromagntic if the energy of the system is less on 

magnetizing if 

Uerr N(Er) > 1 (1.23) 

which is known as the stoner criterion. In fact more 

carefull analysis shows that stoner criterion together with 

the positive exchange stiffness D form a necessary and 

sufficient conditions forthe stability of ferromagtism. If 

D is negative, the ferromagnetic ground state is unstable 

even if (1.23) holds. For further discusion of the ground 

state stability (see Katsuki and Wolhfarth (1966». 

If the condition (1.23) is satisfied either all spins are 

line up as in the case of Ni and we have a strong 

ferromagnet shown in figure (1) : 

15 



Fig.1 strong ferromagnetic 

~=nUerr >Er1' , <=1 at T=OoK 

For a strong· ferromagnet the HF ground state is an exact 

eigenstate since particles of the same spin do not interact 

in this model (Pauli principle). If a point of balance is 

reached with both sub-bands occupied then we have a weak 

ferromagnets as in the case of iron (see figure 2.). The 

bands are shifted by 6. defined as the exchange spliting 

where 

(1.24) 

ill 
Fig.2 Weak ferromagnetic 

eff 
~=nU < I «1. 



1.3 Green's Function and Resolvents 

Green's functions or propagators play a very 

important role in the theory of many particle systems and 

in solid state theory. For example, the one-particle 

Green's function G yields directly the energies of 

particles, the number of up and down spin electr.on 

electrons, particle density and can be used to calculate 

the ground state energy. The two-particle propagator, on 

the other hand, gives us collective excitation energies as 

poles of the dynamic susceptibility. Since the whole 

thesis is based on the Green's function formulation, we 

shall now summarise the main results we shall need, 

following the paper by Zubarev (1960). 
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1.3.1 The Retarded and Advanced Green's Function 

The retarded GR(t,t') and advanced GA(t,t') Green 

functions are defined as follow : 

= «A(t):B(t'»> 
R 

= -ia(t-t')<[A(t),B(t')]> 

= «A(t):B(t'»> 
It. 

= ia(t-t')<[A(t),B(t')]> 

(1.25) 

(1.26) 

where act) is the step function being equal to unity if t>o 

and zero otherwise, and «A(t):B(t'»> R.A are the 

abbreviated notations for the corresponding Green 

functions, and <. . . > denotes averaging over a grand 

canonical ensemble defined by 

(1.27) 

= (1.28) 

Here a = K T where K is the Boltzmann constant and T is 
B B 

the absolute temperature, Q is the grand partition 

function, and n is the thermodynamic potential. 

The operator ~ = H-~N is the generalized Hamiltonian 

where H is the time-independent Hanmitonian operator and N 

is the operator for the total number of particles and ~ is 

the chemical potential. A(t) and B(t') in eqs. (1.25 and 

1.26) are the operators in the Heisenberg representation 

which can be expressed in terms of a product of the 

quantized field operators, i.e., 
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ACt) = e ilHt ACO) -ilHt e (1.29) 

Also [A,B] is the commutator or anticommutator, 

where 

[A,B] = AB - ~BA (1.30) 

'J = < +1 if A,B are Boson operator 

-1 if A,B are Fermion operator 
(1.31) 

It is most convenient to choose the sign of ~ 

depending on the condition of the problem. Upon SUbstitution 

(1.30) into eqs.(1.25 and 1.26) to get 

GR(t,t') = -ie(t-t'){<A(t)B(t')-~<B(t')A(t») (1.32) 

GACt,t') = ie(t-t'){<A(t)B(t')-~<B(t')A(t») (1.33) 

Note that from Eqs. (1.25) and (1.32) we see that 

o if (t-t') < 0 

G.,A(t,t') =~ ~o if (t-t') > 0 

undefined if (t-t') = 0 because of 

the discontinuity of act) at t=O 
(1.34) 

Since G (t, t') are the functions of (t-t') only it is R,A 

in fact very useful to introduce Fourier integral 

representation 

co 

GR,A (t, t') = J dE G (E) R,A 
-co 

or 

co 

-iE(t-t') e 

= J dt G (t t') eiE(t-t') 
R,A ' 

(1.35) 

(1.36) 



1.3.2 Equation of motion of the Green's Function 

The operators A(t) and B(t') satisfy equations of 

motion of the form 

dA 
i dt = [A,H] (1.31) 

By differentiating the Green function (1.25) and (1.26) 

w.r.t.t to obtain 

dG 
i R,A = 
~ 

d i dt «A(t);B(t'»> 

= ~te(t-t')<[A(t),B(t')]> + e(t-t')<[~A(t),B(t')]> 

= ~te(t-t')<[A(t),B(t')]> + «i~A(t);B(t'»> (1.38) 

Here, we have used 

t 

~te(-t) = - ~ta(t), aCt) = J a(t)dt and 
-CX) 

Finally, we obtain 

gte (t) = a (t) 
(1.39) 

i~ = dt R,A a(t-t')<[A(t),B(t')]>+«[A(t),H];B(t'»> (1.40) 

The second term in the RHS of eq (1.40) is also a Green 

function of a higher order involving the commutator or 

anticommutator of products of two or more operators with 

B(t'). The equation of motion of this Green function may be 

written in the same fashion as in Eq (1.40) and we can 

obtain a chain of coupled equations of motion for the Green 

functions. They must be supplemented by boundary conditions 

and this can be done by means of spectral theorems which 

will be discussed in the next section. 
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1.3.3 Spectral representation for time correlation function 

The time correlation functions <A(t)B(t'» and 

<B(t')A(t» are the averages over the statistical ensemble 

of the product of operators A and B in the Heisenberg 

representation. We shall now derive the spectral 

representation for <A(t)B(t'» and <B(t')A(t» 

Let In>, En be the eigenfunctions and eigenvalues of the 

Hamiltonian (H = H-~N), i.e, 

(1.41) 

The time correlation function <B(t')A(t» can be write in 

the form 

<B(t')A(t» = Q-1 Tr(e-HI8 B(t')A(t» 

= Q-1
2 

<nle-H/ 8 B(t')A(t) In> 

n 

= Q-12 <nIB(t')A(t) In>e-EnI8 

n 

(1.42) 

We insert a complete set of states which is unity, i.e., 

1=2Im><ml in eq(1.42), which gives 

(1.43) 

m,n 

Upon sUbstitutions 

A(t) = eiHtA(O)eiHt' 

(1.44) 
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into eq(1.43) to obtain 

<B(t')A(t»=Q-12<nlei~tB(0)e-i~t m><mlei~tA(O)e-i~tln>e-En/B 
m,n 

The last equation holds since 

and we have used the notation 

Similarly, 

Bnm = <nIB(O) 1m> 

Amn = <mIA(O) 1m> 

<A(t)B(t'» = Q-l\A B eEn/8e-i (En-Em) (t'-t) (1.48) L nm mn 
m,n 

(1.45) 

(1.46) 

(1.47) 

Now interchanging the summation indices in Eq. (1.45) and 

(1.46) we get 

<B(t' )A(t) > 

and 

<A(t)B(t'» 

= Q-1 \B A e-Em/8 e-i (Em-En) (t-t') 
L mn nm 

m,n 

= Q-1 \A B e-Em/Be-i(Em-En) (t-t') 
L mn nm 

m,n 

or we can write (1.49) and (1.50) as follow 

co 

<B(t')A(t» = JJ(w)e-iW(t-t')dW (1.51) 
-co 

co 

<A(t)B(t'» = JJ(w)eW/ 8 e-iw(t-t')dw (1.52) 
-co 
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(1.50) 



Where we have introduced J(w), the spectral density 

function, is the Fourier transform of <A(t)B(t'» and 

<B(t')A(t» defined by the equation 

J(w) = Q-1 \A B e-Em/a~(W-E +E ) L mn nm n n (1.53) 

m,n 

Equations (1.51) and (1.52) are the required spectral 

representations for the time-correlation functions. 
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1.3.4 Spectral representations for G • --*-----........ -------- R t .. 

We shall now consider the spectral 

representation of G (t,t') .These are obtained by means 
RtA 

of the time correlation functions (1.51 and 1.52). 

Now we can restate Eq.(1.32) as 

GR(t,t') = -ie(t-t')~<A(t)B(t'» + <B(t')A(t»~ (1.54) 

Fourier transforming Eq.(1.54) we have 

00 

GR(E) = JdtGR(t)eiEt 

-00 

00 

= -iJdt a(t)~<A(t)B(O»+<B(O)A(t»~eiEt (1.55) 
-00 

Now inserting the time correlation functions (1.51 and 

1.52) into Eq.(1.55) to obtain 

00 00 

GR(E) = -i JdW J(w) (ew/ e + 1) Jdt a(t)ei(E-W)t (1.56) 
-00 -00 

Here we write the discontinous function act) in the form 

t 
aCt) = J ect cS(t)dt 

-00 

where 
00 

cS (t) 1 J e-ixtdx = 2n 
-00 

Thus, 

00 t 
act) = ~n J J e(c-ix)t dtdx 

00 

= lim 
c -+ 0 

1 J exp(c-ix)t dx 
2n c-ix 

-00 
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= 

(c -+o,c>O) 

i 
lim 2n 
c -+ 0 

(1.57) 

(1.58) 

00 -ixt 

J x:ic dx 
-00 

(1.59) 



We shall consider x as a complex variable and assume that 

the integral (1.59) is taken over the contour depicted in 

Fig.(3) 

-ie 

t>o t<o 

Fig.3 Contour of integration in a complex plane. 

We note that the integrand in Eq.(1.59) has a simple pole 

in the lower half-plane at x = -ic and 

-ixt e = e-iRe(x)t .e1m(x)t 

If t>O, we must take the semi circle in the lower 

half-plane since le-ixtl = e1m(X)t which is bounded only 

for Im(x) > o. Only the residue at the simple pole x = -ic 

which lies inside the lower half contour contributes to the 

integral. 

If t<O, then Im(x»o and the contour must be closed in the 

upper half-plane. The integral then vanishes since the pole 

is not situated in the upe~ half-plane. 

Using Eq.(1.59) we can write 

m 

fdt9 (t)e i (E-W)t = 
-m -m 

-ixt e 
x .+ ic dx 



GO 

i f dx cS (E-w-x) = 2n x + ie 
-GO 

i 1 = 
2n E - w + ie 

Thvs Eq(1.56) now reduces to 

- 1 
2n 

GO 

f wi B dw 
J(w) (e + 1) E _ w + Ie 

-GO 

(1.60) 

(1.61) 

Similarly, the advanced Green function can be written as 

follows 

G (E) 
A 

= 1 
2n 

GO 

f J(w) (ewl B + 1) E _ ~w_ ie 
-GO 

If E is assumed to be complex then G (E) 
R,A 

continued analytically in the complex E-plane, thus 

GO / GR(E) if Im E > 0 
1 

fJ(W) (ewlB +1) dw 
2n = E - w 

" GA (E) if Im E > 0 
-GO 

Ommiting the indices 'R' and 'A' , we can write 

if Im E >0 

G(E) (1. 64) 
if Im E <0 

(1.62) 

can be 

(1.63) 

where GR. A (E) can be considered to be two branches in the 

upper and lower half-planes of the complex E-plane, of the 

same analytic function G(E) determined by the singularity 

on the real axix. Interchanging E and (J in Eqs.(1.61) and 

(1.62) and subtracting, we obtain GO 

GO 

G(w+ie)-G(W-ie)-2rr1fJ (E) (eEIB
+1) (w:E+ie - 1 ) w-E-ie 

-GO 
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Using ~-function representation we may write 

~ (x) 1 = 21l ( 1 
x ! ic ) x - ic 

to obtain 
IX) 

G(w+ic)-G(w-ic) = -i JJ(E) (eElS +l)~(W-E)dE 
-IX) 

Using also 

G(w+ic)-G(w-ic)=2ilmG(w+ic) 

and Eq.(1.67) we obtain the spectral density function 

J(w) = 2 ImG(w+ic) 
(ew/S + 1) 

(1.66) 

(1.67) 

(1.68) 

(1.69) 

It is clear that for a given G(E) we can obtain J(w) and the 

correlation functions given by Eqs.(1.51 and 1.52) in the 

form 

IX) 

<B(t')A(t»=lim J
c~O 

-IX) 

2 1m G(w+ic) e-iw(t-t')dW 
(ew/S + 1) 

(1.70) 

Setting t=o and using f(W)=1/(ew/S+1), we can reduce 

Eq.(1.70) to 

IX) 

<B(t')A(t»=lim f -21m G(w+ic)f(W)eiwtdw 
c~O 

-IX) 
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1.4 Derivation of RPA equation for the Dynamic 

susceptibility 

The aim of this section is to generalize the 

results of Wolfram, (1969) and derive an integral equation 

for the full dynamic susceptibility X- + (w, qu) which is 

exact in the random phase approximation (RPA) and is valid 

for both the bulk ferromagnet and the ferromagnet with a 

surface. This equation for x-+ will then be employed in 

chapter 3 to determine the transverse spin susceptibility 
RPA 

X for an overlayer. 

We begin by deriving a matrix equation for the 

dynamic susceptibility which is connected to a certain 

two-particle Green's function. In order to calculate the 

two-particle Green's function, a generalized RPA is adopted 

to decouple the equation of motion and we assume that the 

electrons move in an energy band that may be described in 

the tight-bingding approximation. 

The model we consider is a simple one-band itinerant 

ferromagnet which may contain impurities or 

surface, described by the standard Hubbard Hamitonian 

H = + + (1.72) 

+ Where Ciu(Cju) are the creation (annihilation) operators in 

the Wannier states on site 8i with spin u and n iu = ctuciu 

is the number operator for the Wannier states. The 

quantities and Vi are the hopping integrals, 
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intra-atomic coulomb interaction which is different at the 

surface (or impurity) and potential scattering from 

impurities (surface), respectively (Note that Ui is the 

effective interaction). 

The transverse dynamic susceptibility matrix Xij(t) in 

the Wannier representation is defined by : 

Xij (t) 

where « 

given by 

= 

• , 

Eq(1.25) 

(1.73) 

» denotes the retarded Green's function 
R 

and 

s+ + 
Ci.J, = Ci 1' i 

(1.74) 

Sj 
+ Cj 1' - Cj.J, 

Or in the Bloch representation we can write the operators 

in Eq.(1.74) as follow (see Izuyama et ale 1963) 

S+ = 2 C~1' Ck+q.J, -q (1.75a) 

k 

s~ 2 + 
Ck1' = Ck+q.J, (1.75b) 

k 

-Where the operator Sq excites an electron in the state q 

with .J,-spin into a state (k+q) with 1'-spin. 

In terms of two-particle Green's function, Eq.(1.73) may be 

writen as 

(1.76) 

and Xij(t) satisfies the equation of motion given by 
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Eq.(1.40) Izuyama et al (1963) showed that the equation of 

motion for Xij(t) can be solved in the RPA in closed form 

and for a homogenous ferromagnet. 

Wolfram (1969) studied Xij (t) for a ferromagnet with an 

isolates impurity. He showed that it is necessary to 

consider a more general two-particle Green's function: 

(1.77) 

The susceptibility is then defined by 

(1.78) 

Now to evaluate Sijkl(t) we set up its equation of motion 

and solve it in RPA for the simple one-band itinerant 

ferromagnet Hamiltonian(1.72), i.e., 

+ + ~(t)<[Ci~(t)Cj~(t) , Ck~(O)Cl~(O)l_> -
+ + + «[Ci~(t)Cj~(t) , Hl_ : Ck~(O)Cl~(O»> 

(1.79) 

To evaluate the RHS of Eq(1.79) we need the following 

anticommutation relations : 

[CiO' , CjO' ,l+ = CiO'CjO" + CjO" CiO' = 0 

[c+ + 0 (1.80) , CjO' ,l+ = iO' 

+ + + [CiO' , CjO' ,l+ = CiO'CjO" + CjO' ,CiO' = ~ij~O'O" 

It is clear that when the commutator of [ct~(t)Cj~(t),Hl_ 
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is evaluated, the kinetic energy term and the potential 

scattering Vi term from the impurities (or surface) give a 

contribution to the commutator involving one creation and 

one annihilation operators which make the derivation 

straight forward.However, the major difficulties in dealing 

with the commutator [ct~(t)Cj~(t) ,Hl_ arise from the 

presence of the intra-atomic Coulomb interaction Ui terms 

which contain the products of four operators, namely, two 

creation and two annihilation operators. This results in a 

term in the equation of motion (1.79) involving an average 

of six operators, making it extremely difficult task to try 

to find an exact solution for this Hamiltonian • 

In order to terminate the hierarchy of the Green's function 

equations and to obtain a closed equation for our 

two-particle function Sijkl(t), it is necessary to make an 

approximation method which produce adequate solutions for a 

particular purpose. The RPA which we now develop provides 

such an approximation. The RPA is based on the following 

decoupling of the four-operator term at the time t: 

RPA + 

(1.81) 

We note that all Green function techniques treat the 

kinetic energy part and the potential part of the Hubbard 

Hamiltonian (1.72) exactly while approximating the 

interaction part. It is clear that our two-particle 

function Sijkl (t) depend strongly on the model which we 

consider, i.e., the on form of Hamiltonian H. 
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Here we shall deal with two cases: 

(1) pure crystal (or unperturbed ferromagnet) having a 

single-band Hubbard Hamiltonian (Hubbard 1963) 

H = + (1.82) 

Where U an interaction parameter which is constant across 

the system. 

(2) Crystal with a surface at Rz=a (see Asadi, 1980) 

having a simple one-band Hamiltonian defined by Eq. (1.72) 

where the parameter Ui may be different in the surface 

plane R =a, i.e, z =-<::U if 

U + ~U 

R.L ¢ a 
(1.83) 

Decoupling the four operator terms in the commutator in the 

RPA and taking into account the fact that the average 

product of up and down-spin operators are zero, we obtain 

the following equation of motion: 

i~tSijkl(t) = ~(t)Dijkl+ 2(Kijmn+ Wijmn+ J ijmn+ jijmn)Smnij 
m,n 

(1.84) 

We shall now Fourier transform this equation using 

co 

Sew) = f dtS(t)eiwt (1.85) 
-co 

Where 
co 

set) 1 f dwS(w)e- iwt 
== 2n (1.86) 

-co 

Therefore we obtain a matrix equation 
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A A A A A A A 
WS(W) = (K + W + J + j)S(W) + 0 (1.87) 

A A A A 
Where K,W,J,j are the generalized matrices depending on 

four indices and the matrix multiplication for such 

generalized matrices is defined by: 

If A = B.C 

then 

(1.88a) 

A 

and the unit matrix has components I ijkl - ~ik~jl (1.88b) 

For arbitrary potentials Vi and Ui , the generalized 

matrices K, J and D are found to be: 

A 
Kijkl = Elj~ik Eik~lj (l.89a) 

A + + J ijkl = U ~kl{ ~ik<Ci~Cj~> - ~jl<Ci1'Cj~> } (1.89b) 

A + + Dijkl = ~jk <Ci 1'Cl 1'> - ~il <Ck~Cj~> (1.89c) 

On the other hand, the expressions for the generalized 
A A 

matrices Wand j depend upon the system we are dealing 

with. 

(1) For a pure infinite crystal, we find that: 

A 

jijkl = 0 (1.90a) 

and 
A 

Wijkl = ~ik~jl~ij [U«ni 1'> - <nj~»] (1.90b) 

(2) For a system with a surface at R
z 

... a,we can 

generalize the results of Wolfram (1969) to our surface 

problem to obtain: 
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" Wijkl = 

where 

" Vijkl1' = 

" = Vijkl"-

and 

" " Vijkl,,- - Vijkl1' 

~ik~lj [u<nj",>+[Au<nj",>~ljL+ V~ajL] 

~ik~lj [u<ni >+[Au<ni >~li 
l' 1':L 

~li 
L 

=<1 if 
o if 

+ Va~ ] 

(1.91a) 

(1.91b) 

(1.92a) 

(1.92b) 

(1.92c) 

For both the cases considered, we have a formal solution of 

Eq.(1.87) in the form 

" Sew) = (wI " " " K - W J 
" "-1 j) .0 (1.93) 

where I is the unit matrix. 

To solve Eq.(1.93) explicitly, we let 

S(1) (w) "" "-1 = [wI - (K+W)].O (1.94) 

Using the standard Oyson's equation 

[wI - (A+B) ]-1 = (wI-A) -1 + (wI-A) -1. B. [wI - (A+B) f1, 

we have 

" "" "" " A 1'0.1'0. 1 1'0. ,,1'0.1'0.1 [WI-{ (K+W}+{J+j}]-1. 0 = [wI-(K+W)]- .0 + [wI-(K+W)]- • 

AI'. A" A """" 11'0. o 0- 1 (J+j) [wI - (K+W+J+j)]- 0 (1.95) 

so that 

" Sew) = (1.96) 

Now setting P = 0-1(J+j) to satisfy DP--J+3, we find: 
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(1) For an infinite isotropic ferromagnet j=O and P is 

given by 

(1.97a) 

and 

( 
(1) ~ (1) 

[S W)]ijkl=[S (W)]ijkl-UL [S (W)]ijmn[S(W)]mnkl (1.97b) 

m,n 

(2) For the surface problem, we can generalize Wolfram's 

result to obtain 

(1.9Sa) 

and 

[ ( ) 
(1) ~ (1) 

S W ]ijkl=[S (W)]ijkl-UL[S (W)]ijmn[S(W)]mnkl 
m,n 

Now returning to the susceptibility Xij(w)a-Siijj(w) 

write Eqs(1.97b) and (1.9Sb) in the universal form 

(1.9Sb) 

we can 

HF 
= Xij (w) + 2 Xi;(W) Um Xmj(W) (1.99) 

m 

which is exact in the RPA and valid both for the bulk and 

semi-infinite ferromagnets (Wolfram 1969, Gumbs and 

Griffin 1980 and Mathon 1981) 

since we shall deal with a surface problem the 

translational symmetry in the direction parallel to the 

surface is preserved and the wave vector qll is a good 

quantum number. It is, therefore, convenient to use the 

mixed Bloch-Wannier representation (see Mills et ale 1972) 
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Xij Ii!! Xij(qll'W) where i,j label the planes parallel to the 

surface. Eq(1.99) may be then written as follows: 

Xij (qll'W)= xi; (qll'W) + 2 Xi;(qll'W) Um Xmj (qll'W) 
m 

(1.100) 

The kernel is the transverse unenhanced 

susceptibility of non-interacting electrons moving in a 

spin dependent HF potential: 

(1.101) 

where 

at the surface 
(1.102) 

in the bulk 

and is the HF exchange potential. For a 

semi-infinite ferromagnet, this HF exchange potential is 

highly inhomogenous since both Ui and <ni,-u> vary near the 

surface. As a result, the kernel XHF is an essentially 

off-diagonal matrix both in the Wannier and Bloch 

representations (Mathon, 1981). Thus, direct solution of 

Eq. (1.100) with the exact kernel XHF is equivalent to the 

inversion of an infinite matrix and is therefore not 

feasible. 

However, as we shall show later in chapter 3 that a 

solution of Eq.(1.100) which is exact in RPA can be 

obtained for a magnetic overlayer. 

Eq.(1.100), which is the fundamental formula for 

calculating spin wave energies in transition metals, was 

derived earlier by Mills et al (1972) in the paramagnetic 

case in an approximation which replaced the kernel XHF (w,qll) 
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by the response function of non-interacting electrons in an 

infinite paramagnet. 

For a semi-infinite ferromagnet, Griffin and Gumb (GG) 

(1976,1980) replaced the kernel xHFin the so-called 

classical infinite barrier model (CIBM) in which they found 

a surface spin wave mode split-off above the bulk spin wave 

band as qll'" O. More discussion on the work of GG will be 

given later on chapter 3. 

Before we apply Eq.(1.100) to an overlayer, let us review 

briefly the situation for an infinite ferromagnet. 

Since Um - U - constant and all the matrices in Eq(1.100) 

are diagonal, we can write Eq.(1.100) in the form: 

-+ HF 
X (q,w) = X (q,w) HF -+ + X (q,w) U X (q,w) (1.103a) 

or 

x-+(q,W) = 
1 - U XHF (q,w) 

(1.103b) 

Eq.(1.103b) is the standard formula for the dynamic 

susceptibility which was obtained by Izuyama, Kim and Kubo 

(1963). It folows from the structure of Eq(1.103b) that 

x-tq,w) has two types of poles 

(i) poles arise out of the singularities of r - XHF (q,w) 

which is given in Bloch representation by (see Mattis, 

1964) 

r = (1.104) 
£ -£ +/1 -hw 
~+q ~ 

+ ic5 

These are called single-particle or stoner excitations; 

(ii) other type of poles arise from the zero of the 

denominator 1-UXHF(q,w) at some real W for a given q. If a 
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real w is found then this pole would correspond to an 

undamped spin wave mode, if w is complex then the mode will 

be damped. In fact, the kernel XHF is usually considered to 

be complex function but the spin wave excitation energy is 

given as the energy at which the real part of the 

denominator vanishes, i.e., 

1 - Re x~(q,w) = 0 ( 1.105a) 

To clarify this expression, we can use Eq.(1.103b) to write 

I - + ( ) 1 (Ur" ) m X w, q II = - U ___ -.J......;...;;..--'-____ ~ 

(1-Uf,)2 + (Uf") 2 
(1.105b) 

where the functions r'and r" are respectively the real and 

imaginary parts of r given by Eq.(1.105b) which have the 

form: 

2 f,~ - f 
f' = l+q .&. ( 1.106a) 

C - C + fJ. - hw 
~ ~+q ~ 

and 

~ 
(f - ~ ) 6 

r" = -rr l~ +q:iL: 

(c1 +q - C + fJ. -hw) 2 + 6 2 
1 1 

= (f -f ) 6 (c - c + fJ. -hw) 
'1' l+q", l+q 1 

(1.106b) 

Here 6 is the Dirac delta function which enforces r" - 0 

only when spin wave spectrum is inside stoner continum. It 

follows that spin wave modes are delta function poles 

outside the continum hence r" = 0 in the region where spin 

waves exist. 
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outside the stoner band, c '" - c '" + A -hw ~ 0, thus we 
Ie+q Ie 

get 

(1.106c) 

It follows from Eq.(1.105b) that 

(1.107) 

HF In the next section we shall show how the kernel X can be 

expressed in terms of the HF one-electron Green functions 

for the surface problem. 

39 



1.5 Properties of the Hartree-Fock transverse susceptibility 

In this section we shall obtain an expression for 

th HF i e HF transverse susceptibility Xij(qu'W) that appears n 

Eq.(1.103b), and is needed for solving the dynamic 
-+ HF susceptibility X (qu ,w). The kernel X (qll'w) can be quite 

generally expressed (Wolfram, 1969) in terms of HF 

one-electron Green's function in the 

Wannier representation 

(1.108) 

Following Mills et al.(1972) and Gumbs and Griffin (1980) 

we can write the kernel in the wannier representation as: 

00 00 

H F f f [ f (01 ) - f (q )] l' ,j, 
X· • (w) = dO dO Aij (0

1
) Aij (0.,) 

~J -00 -00 1 2 W + i~ - (0
1
-0

2
) • 

(1.109) 

where f (0) is the Fermi-Dirac function and A~j (0) is the 

single particle spectral density in the 

representation defined by 

= 

substituting Eq(1.110) into Eq(1.109) we obtain 

co co 

X~jF (w) = L J JdO dO 
n 2 1 2 

-co -00 

Using the identity 

1 
x ± i~ 

[f(01)-f(02)] 
(w-O +0 )+i~ 

1 2 

P ~ + in~ (x) 

We can write Eq(l.lll) as follow: 
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(1.110) 

(1.111) 

(1.112) 



= 

co co 

- ! n J J 
-00 -00 

= 

p 

HF 
Re Xij(W) + HF i Im Xij (w) (1.113) 

HF HF We shall now derive expressions for Re Xij(w) and Im Xij(W) 

in terms of the HF one-electron Green's functions. 

HF . 
1.5.1 Equation for Rexij(w,qu) 

We can separate the first part of Eq(1.113) into two 

parts: 

where 

HF 
Re Xij(W) 

= 

and similarly, 

HF 
Re X (2) = - ! 

n 

= + 
HF 

Re X(2) 

{-P 

(1.114) 

(1.115) 

(1.116) 

Note that we have used the Kramer-Kronig relations in 
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obtaining Eqs.(1.115) and (1.116), i.e., 

(j 

Re Gij(O) = 
1 J~ 1m G~j(O') 

p - dQ'--~~-~--

Tl 0 - 0' 
(1.117) 

-~ 

Adding (1.115) and (1.116) we get 

HF 
Re Xij (w) = 

- 1: 
Tl 

(1.118) 
-~ 

Since we are interested only in the ground state (T=OoK) the 

Fermi function has the value 0 or 1 depending upon whether 0 

is above or below the Fermi energy EF. We can now write in 

the mixed Bloch-Wannier representation (see section 2.1). 

+ (1.119) 

where qll is the wave vector from the first Brillouin Zone 

and the sum (K II + qll+ G) is used to bring the vector (Kn+ 

qll) lies within the first Brillouin Zone (Umklapp process); 

and G is the reciprocal lattice vector. 

It should be noted that for a very strong 

ferromagnet the contribution from the second term in 
,J, 

Eq.(1.119) vanishes since ImGij=O above the Fermi level Er. 
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1.5.2 HF 
Equation .iQl: 1m Xij (w,qll) 

Splitting the second part of Eq(1.113) into two 

terms, we obtain 

HF 
1m Xij(W) = 1m X~) + 

where 

00 00 

HF 
1m X(2) 

'" 

(1.120) 

1-HF 1 
J J 

1m X =- - dO dO f (0 ) cS (w-O +0 ) 1mGij (°1) 1mGij (02) (1) Tl 1 2 1 1 2 
-00 -00 

00 00 

1 
J '" J 

1-
= - d01f(01)lmGij (01) cS(W-01+02)lmGij(02)d02 Tl 

-00 -00 

- - ! (1.121) 
Tl 

-00 

where 
00 

f cS(x-a)f(x) = f(a) has been used 
-00 

and 

00 

1m XHF = 1 
J '" 1-

d01d02f (02) cS (w - ° + 02) 1mGij (°1) ImGij (02) (2) Tl 1 
-00 

00 00 

= ! J d02f(02) 1mdij (02) JcS(01- (w + °2" 1mG~j(01)dO 
-00 I -00 

Combining Eqs(1.121) and (1.122) we obtain 

HF 
1m Xij (w) 

-00 

00 
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(1.123) 
-00 

Assuming again zero temperature and using the mixed 

Bloch-Wannier representation we arrive at 

(1.124) 

The imaginary part of xi; (qll ,w) determines the spin wave 

relaxation time for decay into the stoner excitations, and 

o 

(for small qll) so that in the RPA long-wave length 

(low-frequency w) spin waves are undamped. 
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CHAPTER 2 

METHODS FOR CALCULATING THE GROUND-STATE ELECTRON GREEN'S 

FUNCTION OF A SEMI-INFINITE CRYSTAL 

2.Introduction 

There has been considerable amount of effort, both 

theoretical and experimental, to gain understanding of the 

electronic properties of surfaces from the fundamental 

point of view. It is shown in the literature that, the 

tight-binding (TB) or linear-combination-of-atomic-orbital 

(LCAO) formalism is the simplest and most useful method for 

studying the electronic structure of transition metals. 

Compared to LCAO, local-spin-density-functional (LSDF) 

method is a more reliable method for calculating from the 

first principal the ground-state properties of transition 

metals (see e.g. Kohn and Sham 1965, Rajagopal 1980). 

However, LSDF can not be used to study excited states such 

as spin waves and it is also unsuitable for 

complicated multilayers;the computationally effort involve 

in LSDF is too big to handle even on fastest computers. We 

shall therefore employ the LCAO formalism in the present 

thesis. 

Several techniques are used in the LCAO-TB formalism to 

study the surface problem.Among these techniques, the most 

powerful is the formalism which is known as the Green's 

function (or resolvent) technique. For an infinite crystal, 

this technique starts with the Green's function and the 
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surface is regarded as a perturbation. with the aid of the 

Green's function method quantities such as the local 

density of states (LDOS) can be readily determined. Several 

methods have been developed to calculate the LDOS within 

the tight-binding formalism. In particular, we can mention 

the recursion method (RM) of Haydock et al (1972);the 

method of moment (MM) of Cyrot-Lackmann (1973,1975); 

resolvent method of Kalkstein and Soven (1971); the 

transfer matrix methods of Falicov and Yndurain (1975); Lee 

and Joannopoulos (1981a,b) and Lopez Sancho et al (1985). 

Finally, Mathon and coworkers (1988a,1988b,1989) have 

recently developed a new version of the recursion method 

and we shall called it the method of adlayers. 

Both (RM) and (MM) make use of large clusters surrouding an 

atomic site under study and the size of the cluster is 

determined from the requirement that the LDOS should 

reach a stable value. 

In constrast to both these methods, Kalkstein and Soven 

(KS) had taken advantage of the plannar translational 

symmetry to construct their Green function using the mixed 

Bloch-Wannier representation. They solve directly for the 

surface Green's function. This allows them to calculate 

directly the LDOS for each layer in the crystal. The 

advantage of their method is that their formalism is very 

simple and convenient and that their result are exact. The 

disadvantages are that they take into account surface 

perturbations at only a few atomic layers and it would be 

very difficult to calculate the LDOS for realistic 

degenerate bands. 
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Lopez Sancho et al (1985) have developed a new version 

of the transfer matrix method based on the decimation 

technique, which is formulated with the help of a principal 

layer concept. 

can be mapped 

distances. 

In their method a stack of atomic layers 

on a chain of atoms separated by equal 

Their important new idea is that they eliminate the two 

nearest-neighbours of each atom and replace the original 

chain by an effective chain of atoms with double the 

distance between the atoms. In this process both the 

on-site energies and the hopping integrals are 

renormalized. This step can be repeated until the 

effective interactions between atoms are as weak as one 

wishes. The advantage of their method is that LDOS of the 

bulk and surface are easily obtained and the method is 

readily applicable to realistic degenerate bands. 

From the discussion above, it is obvious that the method of 

Sancho et al works only for a system consisting of atomic 

planes which all have the same properties. For an 

inhommogenous system the method is not directly applicable. 

Another disadvantage of all the traditional recursion 

methods (see e.g. Haydock 1982; Lopez Sancho et al 1985 and 

references therein) is that they are iterative and give 

only an approximate Green's function. In surface 

applications, the RM and MM methods require long computing 

times since they do not take advantage of the translational 

symmetry in the surface plane. 
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In the applications described in section 2.3 an exact 

rather than approximate Green's function is required. We 

have, therefore, developed a new version of the recursion 

method which gives the exact surface Green's function for 

an arbitrary overlayer. We shall also describe the 

computational methods required to generate the Green's 

functions in every other layer of the overlayer. 

In this chapter, we explain our new recursion method 

for calculating the one-electron Green function in magnetic 

surfaces and multilayers. The LDOS of the surface layer of 

an overlayer and also all the LDOS of very atomic layer in 

the overlayer will be calculated for an s-band 

tight-binding crystal with nearest-neighbour hopping. In 

constrast to Lopez Sancho et aI's transfer matrix method 

the perturbations present in each atomic layer of an 

overlayer can be arbitrary. 

Our method can be immediately generalized to 

multiple band structure: this is achieved using the concept 

of principal layers (see Lee and Joannopuolos 1981). This 

states that any layer structure with an arbitrary orientation 

of its atomic planes and with an arbitrary range of 

interactions both between and within the planes and with 

only number of atomic orbitals is always equivalent to a 

simple stack of (100) principal layers coupled by an 

effective nearest-neighbour interaction. This means that we 

can restrict ourselves, without loss of generality, to a 

simple cubic tight-binding band with nearest-neighbour 

hopping integrals. 
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The plan of chapter 2 is as follows : First the KS 

formalism for a simple cubic (100) surface with a localized 

perturbation will be briefly given in section 2.1. The 

formalism is revisited for the purpose of introducing 

necessary notation and, above all, because our overlayer 

system sits on top of a nonmagnetic substrate. This 

substrate can either be generated by KS formalism or by 

transfer matrix method. The concept of transfer matrix 

method will then be discussed in section 2.2. Finally, in 

section 2.3 our new recursion method will be discribed in 

detail. 
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2.1 Kalkstein and Soven Method Revisited 

The purpose of this section is to introduce the 

notation and the fundamental concepts necessary to develope 

our thery in section 2.3. Thus the Kalkstein and Soven 

(KS) formalism will be briefly described. 

We shall start with a perfect (infinite) crystal and 

denote by HO its Hamiltonian. We generate artificially 

two semi-infinite (cleaved) crystals by passing an 

imaginary cleavage plane in some crystallographic direction 

of the perfect crystal (see Fig.4.) 

cleavage plane 

-t------~~------+_------+ - - ~--------~------+_------+ 
• • • -3 -2 -1 0 1 2 • • • 

"\/ 
surfaces 

Fig.4. Two surfaces are created by cutting a perfect 

crystal. 

If H is the one-electron Hamiltonian of these two 

semi-infinite crystals then 

(2.1) 
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where V is the perturbation to an infinite crystal due to 

creation of both surfaces,i.e., 

V = H - HO 
Let 

(E+i~-H)G = 1 

(2.2) 

(2.3) 

be the equation which defines the Green's function of a 

semi infinite crystal with a surface described by the 

Hamil tonian H and let the corresponding equation for a 

perfect crystal be 

(2.4) 

Here E is the energy and ~ is a positive infinitesimal. 

The Green's operators G and GO are related by the Dyson 

equation 

(2.5) 

In the tight-binding approximation, the Green's function 

matrix elements are described in the atomic site 

representation. The general coordinate of an atomic site on 

the nth plane is defined by 

R = nd + Ell (2.6) 

where Ell is a general translational vector parallel to the 

surface; 9 is a vector normal to the surface; the integer 

n labels the planes paralell to the surface. For 

consistency, we call the semi-infinite crystal with n = 

0,1,2,3, ••• the right-surface whereas n = -1,-2,-3, ••• 

corresponding the left surface (see Fig.4). 

Let I E> denote a localized function centred on a lattice 

site R. We then have 

<EIHIE'> = 0 (2.7) 
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whenever R e right surface and R' e left surface or R e left 

surface and R' e right surface. It follows that 

(2.8) 

We further assume that when both Rand R' are on the same 

side of the cleavage plane, 

<RlvIR'> = <RluIR'> (2.9) 

is known and U denotes the difference between the 

potentials in the cleaved and uncleaved crystals. Since 

there is translational symmetry in the direction paralell 

to the surface, the wave vector paralell to the surface K , 

is a good quantum number.It is, therefore ,convenient 

to introduce the mixed Bloch-Wannier representation by the 

following two-dimensional Bloch-sum 

I Ku ' n) = (Nu) -1/2 ~ I n<!. + 1i1~ ei!$uBu 

Ell 

(2.10) 

where Nil is the number of atoms in the surface plane. These 

functions are Wannier-like in the direction normal to the 

surface and Bloch-type parallel to it. Obviously IKII,n) is 

localized around the nth plane parallel to the surface.In 

this representation G, GO and V will be diagonal in the 

wave vector index !$u' and we have 

= (2.11) 

= 

Omitting the explicit !$II dependence, the matrix equation of 

Eq.(2.5) becomes 
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G(m,n) = GO(m,n) + 2 GO(m,p)V(p,q)G(q,n) 

p,q 

We assume that 

Eo if R = R' - -
T if R = R'f1 

o otherwise 

(2.12) 

(2.13) 

(The standard tight-binding approximation for infinite 

crystal) 

Here Eo is the middle of the bulk band and T is the 

nearest-neighbour hopping integral for the perfect 

crystal. Both Eo and T are kept as adjustable parameters. 

We further assume 

<RIUIR'> = J Uoo if R = R'= site on surface plane 
I otherwise (2.14) 

The implication of Eqs.(2.13) and (2.14) is that the only 

nonzero elements in V(m,n) are V(O,O), V(-1,0), V(0,-1) and 

V(-1,-1). Thus with the help of G(-1,m) = 0 for all m~O, we 

write Eq(2.12) as follows 

G(m,n) = GO(m-n) + G(O,n) [Go(m,O)V(O,O) + GO(m,-1)V(-1,0)] 

for all m~O (2.15a) 

It is clear that the diagonal matrix elements of the 

cleaved Green function is now given by 

for all m~O 

(2.15b) 

To obtain an explicit formula for G(m,m) we have first to 

find GO(m) .The functions of Eq(2.10) are related to the 

Bloch functions defined by 
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I K ) I K K ) -- (NL) -1/2 
- = _1.'_11 'Ind K) einkLd 

L -'-11 
n 

(2.16) 

where Nl. is the number of planes paralell to the surface. 

Here K = !SII +!S.l. and!S.l. is a normal vector to the surface 

plane and satisfies the restriction 

the Bloch representation GO is diagonal and defined by 

~(K-K')/(E - Eo(K) + i~) - - - (2.17) 

Where Eo (K) is the energy eigenvalue of an electron in a 

perfect crystal. It follows that 

with 

, epx(inK.l.d) 

L E + i~ - Eo (!S) 
!S.l. 

(2.18) 

Eo(K) = <~IHol~> and using Eqs(2.13, and 2.16) to get 

= (2.19) 

Here we assume that HO (n, n) = 0 thus for the case where 

only nearst-neighbour interactions are concerned, we find 

(2.20) 

where Kxand Ky are components of !SII. Upon substitution 

Eqs.(2.19) into (2.18) and by changing to a continous 

reoresentation ~l. in which case we replace the summation by 

an integral, 

) ~Tl f dK.l. (2.21) 
1BZ 

to obtain 
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where 

and 

n/d epx (inK.L d) 
= ~n f dK.L -------------------

W - 2Tcos(K:l.d) + i~ 
-n/d 

w = E - w(!SII) 

-2 :s w(!SII) :s 2 

(2.22) 

(2.23a) 

(2.23b) 

Eq.(2.22) can be easily solved by means of contour 

integration in the complex plane over a unit circle. There 

are two possibilities to be considered 

We obtain 
Inl 

GO (n) = iJ,L -1 ( W + iJ,L ) 
2T 

(2.24) 

and J,L = ./ 4T2 _ w2 (2.25) 

We replace J,L in Eq.(2.24) by isign(w)a to obtain 

where 

and 

1 

sign(w)a 

sign(w) = J 1 1 -1 
if w > 0 
if w < 0 

(2.26) 

(2.27) 

(2.28) 

We are now in a position to calculate the semi-infinite 

Green's function G(m,m). We first substitute the explicit 

Eqs.(2.24) and (2.26) into Eq.(2.l5a) and make use of the 

fact that V(-l,O) = -T (Note: This is the potential to 

cancel I the interactions across the cleavage plane between 

n = 0 and n = -1). 

We then to obtain the following two cases 

(i) For w2
_ 4T2 :s 0 i.e. -2T:s w :s 2T 

We have 
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G(m,n) GO (m-n) + i ( w + il-L ) Iml+lnl [ I-L - i(W-2Uo) ] = 
I-L 2T Il + i (w-2Uo) 

(2.29) 
where m i!!! 0 

Il = ,; 4T2_ w2 

GO is given by Eq.(2.24) 

It is clear that the diagonal matrix elements of the 

cleaved Green function are given by 

w+ill 
2T ) 

21ml [~: i(W-2Uo~ ] L 
i (w-2Uo r 

(ii) For W2_4T2 > 0 ,i.e., w>2T and w<-2T 

We have 

G(m,n) = GO(m-n) + ~ ( 

where TJ = ex sign(w) 

GO is defined by Eq.(2.26) 

TJ - (w-2Uo) ] 
TJ + (w-2Uo) 

(2.30) 

(2.31) 

Again the diagonal matrix elements of the cleaved Green's 

function are given by 

G(m,m) = 
21 ml 

TJ-1 J 1+ ( W - TJ ) [ TJ - (w - 2Uo ~ ] L 1 2T TJ + (w - 2Uo r (2.32) 

In the mixed representation, the local density of states 

(LDOS) is defined by 

p (E) = - -N
1 

\: ImG(m,m'!Sn) 
m n II L 

!Sn 

(2.33) 

Using Eq.(2.33), we have performed numerical calculation of 

the LDOS for the surface (n=O) and the first two interior 
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planes of an s-band of a semi-infinite (100) simple cubic 

tight-binding crystal. Here the summation over ~II is 

converted to an integral and numerically performed by 

Simpson's rule. The details of the computation of the 

two-dimensional Brillouin zone sums will be described in 

subsection 2.3.4. 

figure 5. 

The numerical result are presented in 

Finally, we wish to mention that we shall employ both 

Eqs.(2.30) and Eq(2.32) as the surface Green's functions of 

a (100) substrate in the development of our new recursion 

method for an overlayer system (see section 2.3). 
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2.2 The transfer matrix method (TMM) 

The aims of this section are : 

(i) to explore the transfer matrix method (TMM) as a 

viable al ternati ve to the KS method in the presence of 

degenerate bands 

(ii) to introduce and clarify the concept of 

principal layer 

The discussion of the TMM is necessary and very important 

for the future development of our overlayer method because 

KS method is not suitable for multi-orbital band structure. 

As we already stated, the method of adlayers can be 

generalized to realistic degenerate bands and it is hoped 

that this section on the TMM will give the reader some 

insight into the multi-orbital problem. Later on we shall 

illustrate the method for a two-orbital problem and 

determine for this model the bulk and surface DOS. 

We now return to the TMM. There are three basic ingredients 

in the TMM (Lee and Joannopoulos 1981) 

(i) reduction of any surface problem to a semi-infinite 

stack of principal layers 

(ii) set of basis Bloch functions associated with each 

principal layer, 

(iii) the transfer matrix which depends only on the Hamil

tonian matrix elements between those basis Bloch functions. 

Before the TMM is described, let us first discuss the 

general concept of a principal layer. 

2.2.1 Principal layer concept 

Consider a bulk,crystal. We wish to think of it as 
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an infinite stack of principal layers. A principal layer is 

defined as the smallest stack of atomic layers such that 

there is nearest-neighbour interaction 

principal layers in the following sense: 

only between 

The interactions 

between atoms in the first principal and the second 

principal layer may be of nearst-neighbour or longer range 

but there is no interaction between any atom in the first 

principal layer and the third principal layer. 

It should be noted that, in general, the interactions 

between different principal layers may be different. If 

periodicity in the direction paralell to the surface is 

preserved for all the atomic planes right up to the 

surface, then the wave vector ~II is a good quantum number 

and, for each ~"' the surface problem further reduces to a 

one-dimensional chain in the direction (z) perpendicular to 

the surface. 

We can now build Bloch orbitals for each atomic 

orbi tal q, a along any atomic plane, for example, the A th 

atomic plane of the nth principal layer. Take m orbitals 

per atom and suppose each principal layer is composed of 1 

atomic planes. We can then form column vector Bloch states 

for each principal layer: 

11 (K ) 'Pn -II 

'l'n(~II) = l2CK ) q>n -II (2.34) 

Aa (K ) 
'Pn -II 
• . 

Im(K ) q>n -II 
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where 

= __ 1_ \: ei!S1I BII tP'Aa (R ) 
L n -II 

~ gil 

(2.35) 

is the partial Bloch wave functions and Nil' gil denote 

respectively the number of atoms and position vector of an 

atomic plane As an illustration of the principal layer 

concept, we shall give the following example 

Example 

A principal layer for (100) surface of a bcc 

lattice with d orbitals and with nearest-neighbour and 

second nearest-neighbour interaction is defined as follows 

0 0 0 0 0 

T 
0 0 0 

0 0 0 0 0 

0 0 0 0 

0 0 0 0 0 

0 0 0 0 

Fig.6 Stack of principal layers for a (100) surface of bbc 

lattice, where T is the nearest-neighbour and ~ the second 
nearest-neighbour interactions. 

since 'A=1,2 for bcc (100) surface and a=1,2, ••• ,5 for d-band 

only,we form column-vector ~(K) following Eq(2.34) to obtain 
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11 (K ) 
fPn -II 

These are for the 
12 (K ) first atomic layer IPn -II orbitals 1 to 5. 

~15 (K ) 
'ltn (!5I1) = - n ___ 

21 (K ) 
IPn -II 

and these are for 
22 (K ) the second atomic IPn -II layer orbitals 1 to 5 . 

• 25 
fP n (!ill) (2.36) 

2.2.2 Transfer matrix method of Lopez Sancho et al. 

Consider the matrix equation for the Green's function G: 

(wI-H)G = I (2.37) 

where w is the energy, H is the Hamiltonian written in a 

given basis {'It } and I is the unit matrix. We write the 
n 

matrix elements of the Green's function G in terms of 

Eq.(2.37) as follows 

= 

= for simplicity (2.38) 

Similarly, the matrix elements of Hamiltonian H may be 

defined as 

Hnn' (!511) = <'ltn (!511) I H I 'ltn , (!SII) > 

= Hnn' (2.39a) 
and 

H .. 
(2.39b) nn' = Hn'n 

represents different interactions between layers n' and n. 

We can now taking matrix elements of Eq.(2.37) between the 

Bloch states defined by Eq.(2.34) to obtain 
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where 

L (WI-H)nm Gmn , == 
m 

c5 nn ' 

n denotes the nth principal layer 

(2.40) 

m denotes the nearest-neighbour principal layer. 

We make a simplifying but not essential assumption of an 

ideal surface and set 

H == Hll == H == . . . == H == ••• 00 22 nn 
(2.41) 

H = H == H
23 == . . . == H = . . . 

01 12 n-l,n 

We let n' = 0 to obtain the usual chain of equations for 

the matrix elements of the Green function with fixed !SII 

(w-H ) G == I + H G 
00 00 01 10 

(W-H ) G * == H o 1 GOO + H 
01

G
20 00 10 

(W-H ) G * == H
01

G
10 

+ H
01

G
30 (2.42) 00 20 

(W-H ) G * == H G + H G 
00 nO 01 n-1,O 01 n+1,O 

where n = 0 indicates the surface principal layer. We are 

now in a position to discuss the method of effective 

layers. From the general term in Eq.(2.42) we have 

G (w) = (W-H) -1 (H* G + H G ) 
nO 00 01 n-l,O 01 n+l,O 

(2.43) 

for all n ~ 1 

Setting n = 1 into Eq. (2.43) and put the result into the 

first equation of the chain (2.42) to obtain 

[W-H -H (W-H ) -IH* ]G ==I+H (w-H ) -IH G 
00 01 00 01 00 01 00 01 20 (2.44) 

which relates Goo to G
20 

• 
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Similarly can one obtained the general equation of the 

chain, Eq. (2.43), by replacing Gn_1,o and Gn+
1
,o 

Eqs.(2.42) 

after 

I + ex G 
1 20 

(w-c 1) GnO = + exG 
1 n+2,O n :iI! 2 

(W-C)G = 
1 nn I + + exG 

1 n+2,n 
(2.52) 

where 

ex
1 

= HOl (W-Hoo )-1 HOI 

(31 
* -1 * = HOI (W-Hoo ) HOI (2.46) 

H + H (w-H )-1 * C = H 01 1s 00 01 00 

* -1 
HOI C

1 
= C + H (w-H ) 

1s 01 00 

Eq. (2.46) defines an effective Hamiltonian describing a 

chainof effective layers of lattice constant 2a (twice the 

original one); each effective layer contains implicitly the 

effect of its nearest-neighbours in the original chain 

through the use of Eq. (2.43) Now taking only even values 

for n in Eq.(2.45), i.e., replacing n by 2n we obtain 

(w-C ) G = 
1s 00 

(w-C ) G = 
1 2n,O + cxG 

1 2(n+O,O 
(2.47) 

(w-C ) G 
1 2n,2n = I + + exG 

1 2(n+l).2n 

Eq.(2.47) defines a chain which couples the Green function 

matrix elements with even indices only G 
2n,O 

through 

effective nearest neighbour interactions given by the first 

two equations of Eq(2.46) and with effective zeroth order 

matrix elements already different for the surface (c ) and 
is 

the inner layer (c
1
). Except for the different zeroth order 

matrix elements, C ;t C
1

' Eq(2.47) 
Is 

are isormophic to 
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Eq. (2.42). It follows that the argument from Eq. (2.42) to 

Eq.(2.47) can be repeated if we start from Eq.(2.47). Now 

setting * and repeating the c = Hoo ' cx = HOi and {30 = HOi 0 0 

argument i times we obtain the iterative sequence 

-1 
CX = CX 1_1 (w-c 1-1) CX 

1 1-1 

f3 1 

-1 f3
1

_
1 

= f3 1_1 (w-c 1-1) (2.48) 
-1 -1 c

1 = C + CX
1

_
1 

(W-C
1

_
1

) {31_1 + {3 (w-c ) CX 
1-1 1-1 1-1 1-1 

c- c- -1 
{31-1 = + CX

1
_

1 
(w-c

1
_

1
) 

1 1-1 

The iteration is to be repeated until CXv and {3v are as 

small as we wish. Clearly, 

(w-c~ ) Goo 

(W-Cv)G 
2v n,2v n 

I 

I 

c ~ v c and 
V-I 

for all n ~ 1 

c a and 
V-I 

(2.49) 

Thus we finally obtain the surface layer Green's function 

Goo to as good an approximation as we wish, 

GOO (w) ~ (W-C~) -1 (2.50) 

and the bulk layer Green's function G
b 

by 

G
b 

= lim G 
nn 

n .... CIO 

G -1 = ~ (W-C v ) 
2V ,2V 

(2.51) 

As a demonstration of the TMM, we perform a numerical 

calculation for a simple cubic lattice with two bands and 

(100) surface. We shall obtain both the surface OOS and 

bulk DOS. In our model, one orbital generates an s-like 

wide band and the other a d-1ike narrow band. 

The overlap and hybridization integrals are non-zero only 

65 



between orbitals centred at two nearest-neighbour sites and 

the numerical values are chosen to be (see Goncalves da 

Silva and B.Laks, 1977) 

s d 
A = 

S [1.0 0.2 2,2 

d 0.2 0.1 

and 
s 

W = S [EC+4.GK 2,2 

d 4.GK+0.2 

where 

GK = 0.5(cos(K )+cos(K » 
x y 

1 
(2.52a) 

d 
4.GK+0.2 1 
EC+2+4.GK+0.1 

(2.52b) 

(2.53 ) 

In Fig. (7) we present the numerical results for the 

surface DOS and bulk DOS at the (100) surface. 
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Fig.7 SurFace and bulk density of states of Q (100) surFace 

of a square lattice, having two orbitals per site. 
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2.3 Method of Adlayer 

In this section we describe a general recursion 

method for calculating the exact electron Green function in 

an arbitrary ferromagnetic overlayer. 

The method we propose is very simple, computationally 

stable and so accurate that overlayers containing up to 

103-104 atomic planes can be easily handled. 

There are three basic ingredients in this method. The 

first is that we always start with a homogenous 

semi-infinite nonmagnetic substrate with a clean surface; 

in some cases, the substrate may also be ferromagnetic. The 

properties of the substrate are determined either the by KS 

formalism or by the transfer matrix method. We assume here 

that it is described by an s-band tight-binding Hamiltonian 

The second ingredient is a ferromagnetic overlayer of N 

atomic layers labeled by n=l, 2 , ••• ,N "deposite" on the 

substrate. These N atomic layers are characterized by 

different perturbations (diagonal matrix elements) Vi (i= 

1,2, ••• ,N) and also by different mean values of spin-up 

and spin-down electrons in each layer. For simplicity we 

model the overlayer by a simple s-band and assume that only 

nearest-neighbour (off-diagonal) elements T couple the 

subtrate to the overlayer; T is taken to be equal to the 

bulk value(see, e.g. Fig.6) 

Finally, the third important feature on the method is 

that we use a set of basis wave functions which are taken in 

the mixed Bloch-Wannier representation. This is to take 
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advantage of the translational invariance of the system in 

the direction parallel to the surface. 

As already stated, the aim of this chapter is to show that 

there is a general analytic method for calculating the LDOS 

in any atomic plane n=l, 2 , ••• N of the structure wi thin 

the tight-binding approximation. The LDOS is obtained from 

1 + 
Tl Tr ImGnn (E, qll) , (2.54) 

where + G (E,qll) = lim G(E+ilS,qll) 
IS .. 0 

(2.55) 

and the trace is over the wave vector qll parallel to the 

structure surface. G+ is the local electron Green function 

written in the mixed representation. 

To derive G ,we first assume that all the interaction nn 
matrix elements between the nonmagnetic substrate and the 

overlayer are switched-off so that the overlayer is 

physically removed from the subtrate. 

Secondly, the matrix element of the exact electron Green 

function G~ (E, qll) in the now exposed surface plane of the 

substrate (n=O) is calculated, using generally, the Green 

functions of the bulk crystal. In fact, G~(E,qll) is known 

already since it is given by Eqs(2.30) and (2.32). 

As a next step, we reinstate the first atomic plane of 

the overlayer n=l and give a prescription for calculating 

the matrix element G1 of the Green function in the new 
11 

surface plane n=l in terms of the old surface element G~ • 

The superscript ' l' indicates that G1 refers to the 

substrate covered with one 'adlayer'. 

69 



Once G
1 is known, the second layer n-2 is reinstated 
11 

and G~2 is expressed in terms of G~l which is a function of 

G~o. This procedure of depositing 'adlayers' is repeated 

until the whole over1ayer is 'rebuilt'. After N recursion 

steps, we end up with the exact surface Green function GS
• 

in terms of the known substrate's Green function GO 
00 

The local Green function in any atomic plane is obtained 

from GS
• 

Here we make the following important point: a 

generalization of the method to other geometries, to a 

longer range interaction and to a multi-orbital band 

structure is straightforward. In fact, it is sufficient to 

described the method for a simple cubic lattice and a 

nearest-neighbour exchange Hamiltonian since any layer 

structure can be reduced to this problem using the concept 

of principal layers (see section 2.2). 

The layout of this section is as follows. First the 

details of sing1e-adlayer formalism are outlined in 

subsection (2.3.1) where the surface Green function of 

one-layer system and its associated density of states are 

obtained. We next extend the method to an overlayer of N 

atomic layers and we examine theoretically the magnetic 

effect of a surface on bulk magnetism, in particular, we 

shall discuss, how LDOS, occupation numbers vary in each 

layer. An application of the overlayer formalism is 

presented in sUbsection 2.3.3, where we compute the LDOS, 

occupation number in each atomic layer of the structure. 
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2.3.1 Single-adlayer formalism for a non-magnetic system 

Our aim in this sUbsection is to calculate the 

surface DOS of a single-adlayer system.We therefore require 

the diagonal matrix elements of the surface Green function 

A.HAMILTONIAN 

Assume that an atomic plane labeled by n = 1 'sits' on top 

of the (100) surface of a simple cubic non-magnetic 

sUbstrate. This sub-strate occupies the half-space z<O. 

e e e 0- -- 0 

I T I T I T I T I T 
e e e 0- - -- 0 

I I I T I I T 

e e e 0- - -- 0 

I I I T I I e e e 0- - -- 0 

I I I T I I e e e 0- - -- 0 . . . -2 -1 0 1 

Fig.a One atomic layer labeled by n = 1 is deposited on top 
of the substrate labeled by n = O. 

We shall first define the one-layer system Hamiltonian Ht 

within the tight-binding approximation by 

= 2 t ij ctCj + W 

i,j 

(2.56) 
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where C!(C j ) are the creation (annihilation) operators of 

the s-type Wannier-type orbitals localized at sites i and 

j. We assume that the matrix elements t ij 
only when i and j are nearest neighbours. 

are non-zero 

The first term of Eq. (2.56) is the tight-binding 

Hamiltonian matrix corresponding to the semi-infinite 

nonmagnetic substrate without an overlayer.This Hamiltonian 

has a tridiagonal representation: 

0 -1 -2 -3 · • • 
HO = 0 HO 

0,0 
HO 

0,-1 
0 0 • • • 

-1 HO 
-1,0 

HO 
-1,-1 

HO 
-1,-2 

0 • • • 

-2 0 HO HO HO 
• • • -2,-1 -2,-2 -2, - 3 

-3 0 0 HO 
-3,-2 

HO 
-3, - 3 • • • 

• • · .. 
• • • 

• • • • • • • 

(2.57) 

Note that the indices n = 0,-1,-2, ••• denote the diagonal 

and the nearst-neighbour hopping elements between the nth 

and the (n-1)th or between the (n-1)th and the nth atomic 

planes. The second term W is the perturbation due to 

deposition of an adlayer to be discussed later. 

The important point is that since we are depositing one 

atomic layer on top of the substrate, our recursion method 

requires the Hamiltonian HO to be written in a new basis of 

the single-adlayer system, i.e., in the space of dimension 

(N+1) layers. In this case HO extends to the following form 
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1 0 -1 -2 • • • 
HO = 1 0 0 0 0 • • • 

0 0 HO 
0,0 

HO 
0,-1 

0 • • • 

-1 0 HO 
-1,0 

HO HO 
-1,-1 -1, - 2 

-2 0 0 HO 
-2,-1 

HO 
-2, - 2 · . . 

• • • • 
• · .. 

• • • • • 

(2.58) 

Notice that the top column and row of zeros in Eq.(2.58) is 
o just a mathematical device allowing us to extend H to the 

new dimension. 

B.GREEN FUNCTION 

Let GO and G1 be the Green functions for the 

substrate and single-adlayers system • Both GO and G1 are 

written in the new space of dimension (N+1). 

The single-adlayer Green function G1 is defined by the 

following equation : 

(2.59) 

where I is the (N+1)x(N+1) unit matrix, cS is a positive 

infinitesimal, and E is the energy. 

The (100) surface Green function GO is related to the 

sUbstrate Hamiltonian HO by the following equation : 

(2.60) 

In the absence of an overlayer, the problem of finding 
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in the basis of dimension N can be solved by the method of 

KS or by the transfer matrix method, ••• (see e.g. section 

1 i ° . 2.1 and 2.2). The Green functions G s related to G Vl.a 

Dyson's equation 

(2.61) 

where the perturbation W is defined by 

(2.62) 

As already discussed in section (2.1), the quantities 

G
i

, GO and W in the mixed Bloch-Wannier representation are 

all diagonal in the wave vector ~" • Dropping ~(~"-~~), we 

shall denote by Gi (m, n, ~II)' GO (m, n,~") and W (m, n, ~II) the 

matrix elements of Gi 
, GO and W in the mixed 

representation. To simplify the notation even further we 

will generally drop the obvious !SII dependence in these 

expressions. 

Now from the discussion of the Hamiltonian given in 

part A. of sUbsection 2.3.1, it is obvious that there are 

two types of contribution which enter the perturbation W. 

First we have the offdiagonal matrix elements (also called 

the hopping integrals) which couple the (100) surface 

labeled n = 0 to the impurity plane of atoms labeled n = 1. 

Since the substrate Hamiltonian HO has no matrix elements 

connecting localized functions centred on planes 1 and 0 

(see Eq. (2.58) ), we obtain from Eq. (2.62) the following 

results 

W(O,l) = <~II,Olwl~II,1> 

= <~II,OIHil~lI,l> = T (2.63a) 
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and 

W(l,O) = <~",llwl~u'o> 

= <~",lIH1I~",O> = T (2.63b) 

The other type of contribution is the diagonal matrix 

element of W. It arises due to deposition an atomic layer; 

we have 

W(l,l) = <~",llwl~u,l> 

= <~" ,11 H1I ~u' 1> = 

= (2.63c) 

where V1 is the on-site energy corresponding to atoms in 

plane 1 and w (Ku) is the two-dimensional structure factor 

for planes parallel to the surface and it arises from the 

interaction of an atom with its four nearest-neighbours 

within a plane. 

Here, we set W(O,O)=O this is because we have taken it into 

account when we calculate the substrate. Note also that the 

nearest-neighbour hopping T and the on-site perturbation 

Vi' are either treated as adjustable parameters in a 

non-selfconsistent manner (as in KS) or Vi can be treated 

in the HF approximation. 

We now return to the calculation of the surface Green IS 

function from the Dyson equation (2.61). In the mixed 

Bloch-Wannier representation, Eq.(2.61) reduces to a set 

of algebraic difference equation 

G
1
(i,j) = GO(i,j) + L GO(i,p)W(p,q)G1(q,j) 

p,q 
(2.64) 

Using Eqs.(2.63a,b,c) we can transform Eq(2.64) to the form 
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(2.65) 

We are now in a position to evaluate the off-diagonal and 

diagonal matrix elements of the surface single-adlayer 

Green function G1 in terms of the substrate Green function 

° Goo. However, first we have to discuss the definition of 

GO(i,j) in the space of dimension (N+1). Now using 

Eq. (2.60) we obtain 

GO ( ° -1 ij E t!SIl ) = (EI-H ) 

1 0 -1 -2 • • • 

1 E 0 0 0 -1 = 
0 0 E-Ho 

0,0 ° E-Ho,_1 0 

-1 0 ° E-H 0 E-H_1,o -1,-1 • 

-2 0 0 ° E-H_2,_1 • 

• • • 
• • 

(2.66) 

where I is the (N+1) x (N+1) unit matrix, HO is def ined in 

Eq(2.58) It is obvious from Eq.(2.66) that the matrix 

elements of GO are given by : 

G~l (Et!SII) 
1 (2.67a) = -y-

G~o (E'!SII) 
0 0 (2.67b) = GOl (Er!$II) = 

0 (EI-Ho )-1 (2.67c) Goo(E'!SII) = 00 

Eq.(2.67c) is just the definition of the known Green 

function for the (100) surface given by Eqs.(2.30) and 

(2.32) with m=o and Uo=O 

The Green's function (2.67c) is written explicitly as 
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(2.68a) 

(2.68b) 

where I-L , 'l} = sign(w)(X and (X = 

setting i=j=l into Eq.(2.65) and using Eqs.(2.67a,b,c) we 

get 

1 

(2.69) 

where w = E-W(K11 ) and W(KJI) = 2T(cos~ a + cosKya). 

Eq. (2.69) is the diagonal matrix elements of the 

single-adlayer Green's function which is needed in the 

calculation of the local DOS given by 

(2.70) 

where NJI is the number of atoms in the surface plane and !SII 

the summation over the first B. Z which must be done by 

numerically (see section 2.3.3). 

In the next subsection, we shall extend the 

single-adlayer method to a general over layer. We shall 

develop a systematic method of generating the whole matrix 

Green function of an overlayer. Once it is done, the 

associated DOSs in each layer are easily calculated. 
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2.3.2 Overlayer Formalism 

We shall now describe how to generalise the method of 

sUbsection (2.3.1) to an overlayer of N atomic planes. 

1 Once the Green's function for the one-layer system G
ll 

is 

known, a second layer labeled n = 2 is reinstated, and the 

procedure of the single-adlayer formalism can now be 

repeated. The surface Green's 2 function G
22 

is expressed in 

terms of G1 

11' 
and one finds that the diagonal matrix 

elements G2 is . by 22 g1ven 

(2.71) 

where W2=V2+ W(Kn). Again, G~2 is now known, a third atomic 

layer labeled n=3 is reinstated and G~3 is expressed in 

terms of G2 .Thus, in general, this procedure of depositing 
22 

an atomic layer is repeated until the whole overlayer is 

'rebuilt' (see Fig.9). 

After N recursion steps, we arrive at 

N 1 
GNN (E, Ku) = 

E - W
N - T 2GN-1 

N-1.N-1 

1 
= (2.72) 

w - V
N 

_ T2GN- 1 
N-1.N-1 

for all N = 1,2, ••• 

Where WN = VN+ W(K II ) and w = E-W(K II ) have been used. 
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NON-MAGNETIC SUBSTRATE 

WITH PERTURBATION 

W(O,O) = 0 
· . . o v 0 V

N N-1 

--------- - -• • • 
o 1 2 3 • • • N-1 N 

Fig.9 Numbering of atomic planes of an overlayer with the same 

nearest-neigbour hopping interactions but different perturbation 

Vi (for all i=1,2, ••• ,N) in each layer. 

Eg. (2.72) resembles the usual recursion step in 

conventional recursion methods. However, our recursion 

method is qualitatively different from all the traditional 

recursion methods since the Green function GN
-

1 and GN in 

Eg.(2.72) describe two physically distinct systems. One is 

for an overlayer of N-1 atomic planes and the other for an 

overlayer on N atomic planes.This means,in particular, that 

all the intermediate GH
-

1 ,N=1,2, ••• N-2 are purely auxiliary 

quantities and cease to have any physical significance when 

the whole overlayer is completed. 

In constrast to the traditional recursion methods in 

which the proper termination is very important (see e. g. 

Haydock et al 1975) the present method does not involve any 

approximate termination of the recursion chain. Therefore, 

the Green's function in the overlayer surface plane G~ is 

exact in terms of the exact substrate Green's function G~o. 

Eg. (2.72) for the diagonal Green function GN (E,K
11

) is 
HN -

the basis recursion formula for calculating the LDOS in the 

surface of a magnetic overlayer. 
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We now need to generalise the method to obtain all the 

matrix elements of G in the overlayer.The surface electron 

Green function GN is related to the old GN-l via Dyson 

equation 

= (2.73) 

where W is the perturbation matrix due to adding a layer N. 

Its diagonal and off-diagonal matrix elements are defined by 

W = WN = V + 2T(cosK a + cosK a) NN N x y (2.74) 
W = W = T N,N-l N-l,N 

In the matrix form, Eq.(2.73) becomes 

N N -1 2 N-l N (2.75) Gij (E,!$II) = Gij (E,!$II) + Gip Wpq Gqj 
p,q 

for all N - 1,2, ••• 

N 9-1 Before the general matrix elements Gij are calculated, G 

must again be extended to a space of dimension one higher 

than the space in which it is originally defined. [all the 

matrices in Eq.(2.73) must be of the same size]. This means 

that GN-l acquires some additional matrix elements, 

N-1 (EI_HN-1) -1 Gij (E,!$II) = 

N N-1 N-2 N-3 • • • -1 
N E 0 0 0 

N-1 0 If-1 E_HN-l 
0 E- N-1,N-1 N-1,N-2 

= N-2 0 E_HN-1 E_HN-1 
N-2,N-1 9-2,N-2 

N-3 0 0 E_HN- 1 
N-3,N-2 

• • • • 

• • 
• • • • 
• • • • • 

(2.76) 
Clearly, the diagonal additional matrix element is given by 
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N-1 
GNN (E'~II) - lIE (2.77) 

where H (K) NN -II is the Hamiltonian of a two-dimensional 

layer of electrons forming the Nth atomic plane of the 

overlayer and I is the unit matrix of dimension (NxN). 

All other matrix elements connecting the adlayer N to the 

crystal below are zero, i.e., 

- G"-1 
",i - o for all i = N-1,N-2, ••• (2.78) 

" Thus we are now in a position to solve Eq.(2.75) for Gij • 

Using Eq.(2.74), we obtain 

where N = 1,2, ••• 
(2.79) 

It is a straightforward matter to obtain the intermediate 

matrix elements G:,J and G:-1,J. They are given by 

G" 
EGN-1, + TG"-1 

= N '::1 N-1,j 
",j E -w - T2GN-1 

" "-1,"-1 

(2.80) 

and 

G" = G"-1 + TG"-1 G" N-1,j N-1,j "-1,"-1 "j (2.81) 

for all N - 1,2, ••• 
for all i,j a 0,1,2, ••• 

Eqs.(2.79, 2.80 and 2.81) provided a very simple and 

efficient computational algorithm for calculating the exact 

surface Green function of an arbitrary overlayer. 

After we have numerically generated all the matrix 

elements of the Green function GN, we can calculate the DOS 
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in every atomic plane of an overlayer. From Eq. 2.52) we 

write the LDOS as follows: 

PiCE) = (2.82) 

where i = 1,2, ••• ,N and Nil is the number of atoms in the 

surface plane. Here, 1m denotes the imaginary part of a 

complex analytic function and the surface BZ sum over !Sit is 

performed numerically using either Simpson's rule or the 

set of special Cunningham points (see e.g. Cunningham 

1974). This will be described in the next subsection. 

Once the LDOS of an overlayer has been calculated, other 

quantities such as the occupation number n i or the energy 

of each layer Ei are easily determined. They are given by 

00 

n i = J dE Pi(E)f(E) 
-00 

where feE) is the Fermi-Dirac function and 

00 

= J E f(E)Pi(E)dE 
-00 

Since we are interested in the ground-state 

(2.83) 

(2.84) 

o (at T=O K), 

feE) is a step function and Eq.(2.83) and (2.84) become 

EF 

n i = J Pi(E)dE (2.85) 
-00 

and 
EF 

= J E Pi(E)dE (2.86) 
-00 

where EF is the Fermi-energy. 
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As it is shown in KS formalism (1971), there are 

two types of eigenfunctions associated with the surface. The 

first one extends through the entire crystal and the second 

wavefunction is associated with surface states, i.e.,states 

trapped (localized) at the surface and not present in the 

bulk. since many surface properties are determined by 

surface states, it is desirable to discuss the properties 

of surface states. 

In our method of adlayers with adjustable potentials, the 

presence of an adlayer may induced surface states. For a 

given !SU ' the eigenvalues of possible surface states (if 

present) correspond to the poles of the Green function 

along the E-axis. These eigenvalues can be determined from 

the zero the denominator of Eq.(2.82). 

The role of such surface states and how they can be 

included in our method will be discussed in sections 

(2.3.3.3). An application of. the method of adlayers to a 

simple model will be given in the next sUbsection. The 

numerical results and discussion of the method are also 

presented there. 
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2.3.3 Numerical methods, results and discussions 

In order to demonstrate the efficiency and accuracy of 

the method of adlayers and to interpret its results 

obtained in the previous subsections, we shall describe 

here our numerical calculation of the LDOS for an s-band in 

the tight-binding approximation. 

In the present thesis, we have developed two distinct 

numerical methods for evaluating the two-dimensional 

Brillouin zone (BZ) sums appearing in the calculating of 

the LDOS of Eq.(2.82). The two numerical methods are called 

'multiple integrals over a complex matrix (MIM) method and 

Cunningham points (CPs) method. Before we describe the 

methods, let us recall the Green function for an overlayer 

which appears in Eq.(2.72) 

1 

= ------------------

= G(E,Ka,Ka) 
x y 

(2.87) 

where 
(2.88a) 

and (2.88b) 

The bandwidth is determined by the hopping integral T and 

is equal to 12T (the centre of the band is at E=O). 

Throughout this thesis we put T=O.5 or one-twelfth of the 

bandwidth and we shall measure energy in units of 2T. 

We can now describe the two numerical methods as follows. 
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2.3.3.1 Multiple integrals over a complex matrix (MIM) method 

The aim of MIM method is twofold : first we want 

to find the limits and regions of integrations for LDOS. 

Secondly the two-dimensional BZ sums appearing in the LDOS 

for each energy region are computed by converting discrete 

sums to a double integral over a complex matrix (DIM). 

A. Limits and regions of integrations for DOS 

Eq.(2.82) gives the LDOS for an overlayer and it 

can be evaluated by passing to a continous representation 

for ~II , in which case we have to replace the 

two-dimensional BZ sum by an integral. 

(2.89) 

where the symbol BZ means that the integration must be 

restricted to the first BZ, -n/a ~ K,K ~ n/a and K and 
x y x 

Ky are components of ~II. 

Thus Eq.(2.71) becomes 

= 
2 n/a 

4:3 J 
-n/a 

n/a 

J Im 
-n/a 

G 
1 

(E, K a, K a) dKxdKy 
11 x y 

(2.90) 

Now since G: 1 is symmetic in K and K , the integration 
x y 

over -n/a ~ K,K ~ n/a can be reduced to four times the 
x y 

integration over a quadrant -n/a ~ K,K ~ o. 
x y 

If we let x = aK and y = aK then Eq. (2.90) reduces to 
x y 
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If we let x = aK 
x 

and y = aK 
y 

then Eq.(2.90) reduces to 

o 0 

= - n; J J 1m G~l (E,x,y)dxdy 
-n -n 

(2.91) 

Upon sUbstitution X=cosx and Y=cosy into Eq.(2.91) to get 

Pi (E) = - -+ J J 1m" G~l (E, X, Y) dXdY 
n IR 

(2.92) 

where the domain IR is a section of the square of side 2. 

and is defined by the inequality 

(2.93a) 
or 

IE - X - YI ~ 1 (2.93b) 

since p (E) is an even function of K and K we restrict 
1 x y 

our calculations to the range of -3:s E :s O. There are 

three possibilities energy regions occur in this range 

(i) For E < -3 ~ it is empty so that Pl(E) = 0 

(ii) For -3:s E :s -1 the region of integration is a 

triangle, 1R1 (see Fig.10) and Eq.(2.92) now becomes 

y 

-----~~--~--------+-------~~--------x 1 

Fig.l0 Domain of integration of Eq.(2.92) for -3 s E s -1 
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= 

E+2 E+1-X 

PI (E) _--L J 
n 3 

X=-1 Y=-1 

= J 1m 

= 

. 
Gl (E, X, Y) dXdY 
II 

-1 
-co. (E+1-co.x) 

J 1m G:I(E,x,y)dXdY 
y=-n 

(2.94) 

(iii) For -1 < E ~ 0 the region of integra ion becomes 

(1R2+1R3) (see Fig .11) 

-----~--~~--~--~--~r--+-------------x 

Fig.11 Domain of integration of Eq.(2.92) for -l<EsO. 

E 1 1 E+1-X 

= - n; J J 1m G~l (E, X, Y) dXdY + J J 1m G~l (E, X, Y) dXdY 

-1 
-cos (E) 

- .1:...J 
n3 

x=-n 

X=-1 Y=E-1-X X-E Y--1 

J
o 0 -co. -lE+l-cosx) 

:~ G~l (E,x,y)dxdy + J J ImG~1 (E,x,y)dxdy 
y=co. (E-1-co.x) -l 

x--co. E) y--n 

(2.95 ) 

and the double' integrals for each energy region are 

evaluated by using the DIM method which is described next. 
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B. Double integrals over a complex matrix (DIM) 

The method is based on Simpson's algorithm and we shall 

refer to it as DIM. The only special feature in DIM is that 

the function to be double-integrated is a square complex 

matrix of dimension (NxN). It is, in fact, the Green's 

function Gl of Eq.(2.87) which is generated by the 
II 

Subroutine EVA (see Appendix 1.) 

The important point to note is that the energy E which 

appears in Eq.(2.88a) is a real quantity but the output of 

DIM is a square complex matrix (because G has real and 

imaginary parts). The DIM algorithm is given below 

DIM's algorithm 

Aim:to approximate the matrix integral PI(E) in Eqs.(2.94) 

and and (2.95) 

Input : lower limit A, upper limit B, even positive integer 
N1 and N2, energy E, number of layers NMAX. 

output: Matrix Sl-Pi(E) where i-1,2, ••• ,NMAX. 

Step1 For M - 1, ••• ,NMAX+1, set Sl(M-1,M-1) - (0.0,0.0) 

Step2 For J1 - 1, ••• ,N1+1 do steps 3,4 and 11 

Step3 For K=1, ••• ,NMAX+1, set S2(K-1,K-1)-(0.0,0.0) 

Step4 For J2=1, ••• ,N2+1 do steps 5,6,7, and 8 

Steps Set H1=(B-A)/N1 

Step6 Set X=A+H1*(J1-1) 

If -3:sE:s-1 then 

Set H2=(F22(X,E)-F11(X,E»/N2 

Set Y+(J2-1)*H2+F11(X,E) 

Else if -l:SE$O then 

If A=-Tf then 
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Set H2=(F44(X,E)-F33(X,E»/N2 

Set Y={J2-1) *H2+F33 (X,E) 
Else 

End if 
Else 

Set H2=(F22{X,E)-F11(X,E)/N2 
Set Y=(J2-1)*H2+F11(X,E) 

Check 'E' 
End if 

Step7 Call subroutine EVA(NMAX,E,X,y,RES) 

Steps For I1=1, ••• ,NMAX+1 do steps 9 and 10 

Step9 Set SS2=(H2/3)*DI(J2,N2)*RES(I1-1,I1-1) 

Where 

DI(J2,N2) = 
1 for J2=1 or N2+1 
2 for odd J2 
4 for even J2 

Step10 Set S2(Il-l,Il-l)aS2(Il-l,Il-l)+SS2 

Stepll For 13=1, ••• ,NMAX+1 do steps 12 and 13 

Step12 Set SSl=(H1/3)*DI(J1,N1)*S2(I3-1,I3-1) 

Step13 Set Sl(I3-1,I3-1)=Sl(I3-1,I3-1)+SSl/(n3
) 

Step14 Output Sl(I3-1,I3-1) 

Step15 stop. 

2.3.3.2 Cunningham points (CPs) method 

In many theoretical calculations involving the 

electronic band-structure of solids, it is necessary to 

perform integrals over the first B.Z. The direct evaluation 

of such integrals as in the MIM method we described in 

(2.3.3.1) is not always possible. Other methods have, 

therefore, been developed for calculating BZ such as Gilat 

(1972), Noras (19S0), Hardy et al.(1973) and singhal 

(1972). 
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In constrast to MIM method, Baldereshi (1973), Chadi and 

Cohen (1973) proposed that such integrations can be 

accurately approximated by summing over a rather small 

selected number of special K points in the B.Z, with 

different weights asssociated with each point. Roughly 

speaking, a special K point is defined so that the value 

which any given periodic function of the wave vector assume 

at this point is an excellent approximation to the average 

value of the function over the B.Z. 

Methods for finding such sets of special points have been 

further investigated by Monkhorst and Pack (1976) , 

CUnningham (1974), Ren and Dow (1988) and Froyen (1988). In 

particular, Cunningham had applied the method of Chadi and 

Cohen to obtain the special point sets for the 

two-dimensional BZ.. Our CPa method is based on the paper 

of Cunningham (1974) for a (100) surface simple cubic 

lattice. 

The general theoretical method for generating all the 

special sets and their weights is described in CUnningham's 

paper. In the present thesis, we shall give an algorithm 

for the CP method for and arbitrary number of Cunningham 

points in one direction, say, K • We shall call this number 
x 

NC and set NC=2n , where n is an integer. 

The CP method performs the same job as the MIM method 

except that the energy E which appears in Eq.(2.88a) is now 

complex EC=E+ic where c is a small imaginary part. It is 

introduced to remove any singularity (if present) of the 

function to be integrated. 
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Usually a grid of 4NC (NC+1) points in the whole BZ is 

chosen for evaluating a two-dimensional B.Z integral. 

However, by taking symmetry considerations into account, 

the actual calculations are performed for only NC (NC+1) /2 

points lying in the 1jsth of the BZ which is irreducible 

under symmetry operations.In order to obtain a greater 

degree of accuracy, the number of Cunningham point NC 

should be increased in the reduced symmetry until the 

results stabilize. This is the same requirement as in the 

calculations for the LDOS of an overlayer (see Fig .13 ). 

However, as we shall see later in chapter 3, a ten special 

point set corresponding to NC=4 gives a very satisfactory 

results for the calculation of the Goldstone mode and of 

spin-wave energies (see Fig.24 and Table 2.). To clarify 

the BZ summation using the CP method, we demonstrate a ten 

special point set in units of Trja for the simple square 

lattice as shown below : 

------~--------------~-----------------~ o 

Fig.12 Ten points set for the square lattice. 

It is clear from Fig.12 that the special points that fall 

on the diagonal of the square BZ have the weight 1/16 

which is half of the.weight of all the other points. This 
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is because the diagonal points are counted only once while 

the off-diagonal points are counted twice. The CPs 

algorithm for the (100) surface in the simple cubic lattice 

is described below: 

CP's algorithm 

Aim : to find the matrix DOS P (E) of Eq.(2.82) 
1 

Input : number of Cunningham points NC, complex energy EC -

E + i~ and NMAX is the number of layer 

Output : matrix S prepared for the calculation of LOOS. 

Step1 For II = 1, ••• ,NMAX+1, set S(I1-1,I1-1) = (0.0,0.0) 

Step2 For NK = 1, ••• ,NC do steps 3,4 and 9 

(generating special point sets for an arbitrary NC) 

Step3 Set Kx = [n(2NK-1)/2NC] - n 

Step4 For MK = 1, ••• ,NK do steps 5,6,7 and 8 

Step5 Set KY - [n(2MK-1)/2NC] - n 

Step6 Call subroutine EVAL(NMAX,Kx'~ ,GS) 

(see Appendix 2) 

Step7 For 12 = 1, ••• ,NMAX+1 

set Sl(I2-1,I2-1) - 2GS(I2-1,I2-1)/ NC2 

if NK = MK goto 990 

990 For 17 = 1, ••• ,NMAX+1 

set Sl(I7-1,I7-1) - 0.5*Sl(I7-1,I7-1) 

Steps goto 991 

991 continue 

Step9 For 14 = 1, ••• ,NMAX+1 set S(I4-1,I4-1) = S(I4-1,I4-1) 

+ Sl(I4-1,I4-1) 

Step10 output S(I4-1,I4-1) 
Step11 stop. 

This algorithm is used in the calculation of LDOS for an 

over1ayer and is given in Appendix 2 
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2.3.3.3 Results and discussion 

A. Non-magnetic overlayer 

In Fig .13. we present the local DOS for an 

overlayer of seven atomic planes. The perturbation 

potential is set equal to zero across the overlayer and the 

LDOS for the surface (S), the first (S-1), second 

(S-2), ••• , and the sixth (S-6) layer below the surface are 

obtained. We also present the result for the bulk DOS (the 

dashed curve). 

For Wi =0, i=1, 2 , ••• , N in the overlayer, the LDOS is 

symmetric above the middle of the band,i.e., we only need 

to calculate the LDOS for (-3.0~ E ~ 0.0). Comparing the 

LDOS for an overlayer with the bulk LDOS, we note the 

following results: 

(i) A narrowing of the surface DOS is obtained. The 

difference between the surface and bulk DOS is an 

oscillating, algebraically decreasing function of distance 

into the bulk. It is interesting to see that the LDOS has 

healed to the bulk value no more than two or three atomic 

layers from the surface. This is because the atoms in those 

layers are now in a bulk-like enviroment • 

. The rapid recovery to the bulk properties as we proceed 

into the crystal is a very well-known and general result 

and was already described by KS [see Figs.2. and 3. of KS 

(1971) where small and large surface perturbations had been 

incluced]. This result has also been verified by the 
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recursion method of Haydock et al (1973), the method of 

moments of Cyrot-Lackmann et al (1973) and now by our 

method of adlayer (see Fig.13.) 

(ii) At E = ± 1 (or 2T), the bulk DOS exhibits an 

infinite discontinuity in its slope (Van Hove 

singularities) while the curve for the surface layer has no 

singularities. 

(iii) At the band egdes, the surface DOS rises more 

gradually than the bulk DOS. The surface DOS behaves like 

E312 at the band edges while El/2 applied for the bulk DOS 

(see Fig.14.) 
oos 

__ - [·l .. 

--~----------------------~E 

Fig.14 

The LOOSs shown in Fig.13. were obtained numerically by the 

MIM and CPs methods. They are in complete agreement to 

several decimal points. The only difference is in the 

computing time. For example, to compute the LOOS for an 

overlayer of seven atomic planes by CPs method takes 

approximately 1/4 of that required for the MIM method Note 

that the results in Fig.13. were obtained by CPs method and 

correspond to sampling over 2080 points (corresponding to 
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nc-64) in 1/Sth of the Brillouin zone and the calculations 

were done using double-precision arithmetic on a eRAY X-MP. 

To check the results in Fig.13. we also evaluate the sum 

rule 
co 

J PI (E) dE - 1 (2.96) 
-co 

for an overlayer. It is clear from Table.l. that the sum 

rule is satisfied. 

The sum rule in each layer 

+3 

Layer number J PI (E)dE 

-3 

1 0.993 

2 0.994 

3 0.996 

4 0.998 

5 0.999 

6 0.999 

7 0.9997 

Table.l. 

B. Magnetic overlayer 

The HF potentials for an overlayer are defined by 

VIa- = V + 
I 

(2.97) 

wh V i t err i ere I s he spin-independent potential and U nl,_a- s 

the HF exchange potential. More explicitly, we can write 
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v = v + Ueffn 
11' 1 1 .... 

(2.98a) 

v = V + Ueffn 
1.... 1 11' 

(2.98b) 

For simplicity, we set V = 0, i.e.,the centre of the spin-up 
11' 

band is no longer at zero but is now different for each atomic 

i eff layer. We note that by setting Vi -0, we end up w th Vi--U n i .... l' 

after n i .... is calculated self-consistently. In other words, each 

adlayer plane will represent a material characterized by a Vi 

which exactly cancelled ueffni .... , making Vi1' • 0, hence 

(2.99) 

where the number of spin-down, ni 4- , particles has to be 

determined self-consistently for each layer.In fact, they 

are obtained by solving the HF equations 

Er 

n1U = J dE P~(E) (2.100) 

-co 

where Er is the Fermi energy of the system and p~(E) is the 

DOS for electrons in the i-th layer with spin-u and is 

defined by 

pU
I 

(E) = - ~ \ Im GHT eE) (2.101) 
TlNIl L 11 

KII 
u Here, G denotes the Green's function with spin u which is 

defined as in Eq.(2.79) but the diagonal perturbation V
N 

is 

now defined by 

V = 
N 

o for G1' 
4-

VI for G 
4-

(2.102) 

Our aim is to find self-consistently the HF potentials 

V and hence the LDOS of spin-down particles for an 14-

overlayer. We proceed as follow: 
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First the perturbation in an overlayer is 

switched off, i.e, we set v=o for all N = 1,2, •••• The HF 
N 

occupation numbers of spin-up particles can be found as in 

part A, i.e, 

EF 

= J dE piCE) (2.103) 
-00 

where pi (E) can be determined with the help of Eqs (2 .101 

and 2.102).To determine ni~ we need the following parameters 

eU eU 
nl~'u and Vi~. We treat U as a parameter and ni~ were 

already calculated in part A.Since VI is a function of ni 
'" '" 

(see Eq.(2.99), we have develop the following algorithm to 

to determine n and V self-consistently: 
1", 1 '" 

Algorithm for nand 
1", 

Aim: To calculate ni ", and Vi~ self-consistently 

Input : n , ueu, number of layer NMAX and tolerance ~ 
I~ 

output . n • 
I", 

Step1 · For • 

Step2 · For • 

and V 
. I", 

i=l, ••• ,NMAX, set 

i=l, ••• ,NMAX, set 

old n
l 

.,. 0.0 

'" 
V = U

8ff 
(n 

I", I~ 

Old) - n 
I", 

Step3 : Calculate nnew from Eq.(2.103) with the parameters 
1", 

nOld and V 
I", 1 '" 

Step4: For i=l, ••• ,NMAX, set the difference C _lnO ld- nnewl 
1 I", I~ 

steps: If C
1 

< ~=0.00001 then output n and V stop. 
1", 1 '" 

Step6 If C
1 

> ~=0.00001 then do steps 7,8 

Step7 For i=l, ••• ,NMAX+l set nO ld 
I", 

Step8 : Goto Step2 

Step9 : stop. 
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Once Vl~ is known, the calculation of the LDOS of spin-down 

band for the magnetic overlayer is straightforward. To 

illustrate the method, we first deposit one atomic layer on 

top of the (100) surface of a a non-magnetic substrate. 

The surface perturbation V 
1~ 

is treated in the HF 

approximation as described and the LDOS of spin-down 

particles are determined for several values of the coulomb 

interaction Ueff (see Fig .15. ). Here we wish to make the 

following important point: in the process of computing the 

HF LDOS by the CPs method with a complex energy EC=E+ic, 

the imaginary part c has a strong influence on the shape of 

the DOS curve. For example, if c is too small say 0.001, 

the DOS curve contains many peaks. This is because the DOS 

is a collection of delta function like peaks and the value 

of c determines the width of these peaks. On the other 

hand, if c is too big, say 0.3, then the peaks in the DOS 

curve are averaged out to a single peak but its width is 

too large. A convenient value of c for each set of CPa must 

be determined so that a reasonable DOS curve is obtained in 

the two parameters space c and nco For the ten point set of 

CPs, C=O.l leads to a stable DOS. 

In Fig.(16), the self-consistent results for the number of 

spin-down particles n 1,,- are shown as a function of Ue r r 

(EF=-l. 5). It is obvious that the stronger the Coulomb 

repulsion energy Ueff
, the smaller is the number of 

spin-down electrons per atom. 

As already discussed in section (2.3.2), the presence of an 

impurity layer of atoms may induce surface states. Our 
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tight-binding model of a semi-infinite crystal leads to 

surface states if a strong enough perturbation occurs at 

the surface. When such surface states are present, they 

remove some spectral weights from the perturbed bulk states 

(see Fig.15e.). 

In some simple case, the Green's function method allows us 

to separate the surface states from bulk states by 

searching for isolated poles of the Green function. This 

will be now demonstrate for the single adlayer overlayer. 

The poles of the Green function which determine the energy 

values of surface states can be found by setting the 

denominator of Eq.(2.69) equal to zero. i.e, 

(2.104) 

provided the conditions w2_4T2 >0 and IV1~1 > Tare 

satisfied simultaneously (KS 1971). 

For a given KII , an isolated pole can be located either below 

or above or inside the band states (-3.0 :S E :S 3.0) 

but since the Coulomb interaction Ueff is always positive, 

there is an isolated pole only for w > 1. Let us first 

investigate when the surface states lie completely outside 

the band states, i.e., above E = +3.0. For w>1, we have 
mln 

w = E
mln 

W(K II ) hence 

W = 3 - (-2) max see (Eq.2.23b) 

and 

2 
=--~==-w + Iw 2 

- 1 
(see Eq. 2. 68b) 
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It is clear from Eq(2.104) that V &:¥ 4.9495. Since the 
1 .... 

position of each surface state depend on the parameter V
1 

' 
.... 

the centre of gravity of the band of surface states shifts 

with changing V
1 

• It can be seen from Fig(15) that there 
.... 

are three different situations 

(i) If V < 0.5 then there are no surface states and 
1 .... 

the only contribution to the LDOS comes from bulk states. 

The number of particle sum rule is satisfied by the band 

state alone (see Fig.15a). 

(ii) If 0.5 < V < 4.9495 then the surface states lie 
1 .... 

inside the band of bulk state, i.e., we have a situation 

where surface and bulk states coexist (see Fig.15.b,c and 

d). Both states contribute to the sum rule. 

(iii) If V > 4.9495 then surface states are fully 
1 .... 

separated from the bulk states (see Fig.15e). Again the sum 

rule is satisfied by both states. 

One of the advantages of our method of adlayers using a 

complex energy is that it allows us to treat both bulk and 

surface states in one computation. This is now illustrated 

for a magnetic overlayer of seven atomic planes. 

We deposit seven atomic layers on top of a (100) 

surface and determine again the HF potential V for all 1,,-
i=1,2, ••• ,7 self-consistently. Fig.17 shows the LDOS for 
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the spin-down band with Ueff== 30.5. It is clear that the 

number of spin-down electrons per atom at the Fermi energy 

EF =-1.5 must be very small compared with that of spin-up 

electrons. This is illustrated in Fig. CIS) We have, 

therefore, an "almost strong" ferromagnetic over1ayer in 

this particular example. 

We can summarise the main results of chapter 2. as 

follow: the method of ad1ayers allows us to compute within 

the tight-binding formalism very accurately and efficiently 

all the matrix elements of the one-electron Green function 

for an arbi trary ferromagnetic over1ayer. We have 

implemented such a calculation for a single-orbital model 

but we can have also indicated that the method can be 

readily extended to a mu1tiorbital band. We shall now use 

the results of chapter 2. to investigate spin waves in a 

magnetic overlayer. 
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CHAPTER 3 

First principle calculation of spin waves in an overlayer 

3.1 Introduction 

The goal of this chapter is to solve from the first 

principles the spin wave problem for an overlayer. We have 

implemented such a calculation for a transition metal 

overlayer modelled by a single-orbital tight-binding band 

with a strong intra-atomic repulsion U (Note that U stands 

for Ueff
) • 

The calculation starts with a non-magnetic (U=O) metallic 

substrate whose surface electron Green function GO is 

determined either by KS formalism or by the transfer matrix 

method (Lopez Sancho et al 1985). An overlayer of N atomic 

planes is then deposited and all the matrix elements of its 

spin-dependent one-electron Green function Gr j are 

generated from the substrate Green function GO using the 

method of adlayer. The interaction in the overlayer is 

switched on and the ferromagnetic ground state is solved 

exactly in the HF approximation. 

All the matrix elements of the HF dynamic unenhanced 

susceptibility X~;(W,qu) in the overlayer are then computed 

from the HF one-electron Green's function GU (see sections 

1.5 and 2.3.3.3). The ground is now prepared to attack the 

spin wave problem. We recall that spin waves are poles of 

the full dynamic transverse spin susceptibility X-+ (w, qu) 

which is given in the RPA by X-+ = (I-UXHF ) -lXH~ The 

eigenfrequencies w of all spin wave modes in the 
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over1ayer can thus be determined from the secular equation: 

I HF I Det I - Ux (w,qu) NxH = o 

where I is the NxN unit matrix. 

The plan of chapter 3 is as follow: first the theoretical 

formulation for the full dynamic susceptibility X~A of an 

over1ayer is given. Next we compute the spin wave modes for 

a single-adlayer system for a range of Hubbard interaction 

parameters u. The ad1ayer spin wave spectrums is then 

compared with the spectrum in an unsupported layer. In 

particular, we determine the exchange stiffness constant D 

of the unsupported layer. Finally, the results of our 

calculation of the spin wave energies of an overlayer of 

seven ferromagnetic layers are presented. 
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3.2 Theoretical formulation of XRPA for an overlayer. 

Our aim is to calculate the dynamic susceptibility XRPA 

for an overlayer and there are at least three reasons why 

we have chosen an overlayer rather than an unsupported 

thin film: 

(i) In the past theoretical studies of the dynamic 

susceptibility and of spin waves in thin films have been 

carried out mostly for magnetic insulators described by the 

Heisenberg model. As far as we know, there is no 

theoretical work on metallic films on a substrate based on 

the itinerant model of ferromagnetism. 

(ii) It is computationally more convenient to study an 

overlayer because one-electron Green functions are less 

singular for a semi-infinite system than for a 

free-standing metallic thin film. It is also preferable to 

consider an overlayer rather than surface because the 

overlayer problem can be solved exactly. 

(iii) Films studied experimentally are always on a 

sUbstrate. 

To determine spin waves in the surface and in any other 

layer of the overlayer system, we must be able to solve for 

the dynamic susceptibility matrix xi; (w,qn) in all atomic 

planes M :s i, j :s N, where N is the thickness of the 

overlayer and M is the thickness of the substrate (see 

Fig.19). 
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Fig.19 

The RPA susceptibility xi; (w,qll) can be found from the 

general matrix equation (1.100) derived in section 1.4 

X-+= X
HF + XHFUX-+ This matrix equation is equivalent to the 

following system of linear equations: 

N 

= + 2 HF 
xN, J 

-+ 
UJ XJ,.(w,qll) 

J-1 

• 
+ 2 XHF U J x~:. (w, qll ) .-1,J 

= 

J:z 1 

• -+ HF 2 HF 
X~:II (w, qll) Xl ,.(w,qll) = Xl ,.(w,qll) + X1,J U

J 
J-l 

(3.1a) 

• 
-+ HF 2 HF HF Xo,. (w, qll) = Xo,. (w, qll) + XO,J UJ XJ,N(W,qll) 

J'"'1 

N 
-+ HF 

X-l ,N (w, qll) = X_1,N(W,qll) + 2 XHF 
-101 U

J x~:. (w, qll) 
J-l 

• N 
-+ HF 2 XHF -+ XM •• (w, qll) = XM,. (w, qll) + U

J XJ,.(w,qll) MoJ 
J-l 

(3.1b) 
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where 
if 1 ~ j ~ N 

(3.1c) 
: otherwise 

The system of N equations (3.1a) is for an overlayer 

• • • 
-+ , X • The system 
1,N 

(3.1b) is for the susceptibility matrix elements in the 

non-magnetic substrate. 

Therefore, in general, we have N+IMI+1 equations for 

N+ I M I +1 unknowns 

first solve the NxN system for . . . , 
and th h th t -+ -+ -+ b en s ow a XO,N' X_l ,N ' • • • XK,N can e 

expressed in terms of xi.j(W,qu) and in terms of the first N 

elements X-+ for all j = 1,2, ••• ,N.It follows that it 
J,N 

is SUfficient to solve a system of linear equations whole 

size is equal to the number of atomic planes in the 

overlayer 

The solution of the first N equations for the overlayer is 

given by 

HF -1 HF 
[I-U(x ) lNxN (X )NxN (3.2) 

where I is the unit matrix of dimension (NXN), 

= 

(3.2a) 

• 
• 
• 

111 



and 

HF HF 
(X ) NxN = XN,N 

HF 
X N-l,N (3.2b) 

• 

• 
HF 

Xl ,N 

It is now clear from the form of the system (3.1b) that all 

other elements X-+ , ••• , X-+ in the substrate can be 
a,N M,N 

expressed in terms of the same inverse matrix that appears 

in Eq. (3.2) • 

Clearly, the spin wave modes in each layer of the 

overlayer are determined from the condition that the 

inverse matrix becomes singular, i.e. , from zeros of the 

determinant in Eq.(3.2), 

Det I I - U (XHF) I = 0 NxN (3.3) 

since the Goldstone condition qll -+ 0 as (,J -+ 0 must be 

satisfied for an overlayer, Det[I-U(XHF
)] is a NxN 

continous function for small wand, therfore, by plotting 

the determinant against the frequency we may obtain all 

spin wave modes. This is illustrated qualitatively in 

Fig.(20). 

Det 

Fig.20 • spin wave modes 
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3.3 Calculation of XRPA for a single-adlayer 

Our aim in this section is to apply the general 

theoretical formulation for X~A in an overlayer (see 

section 3.2) to an overlayer consisting of a single 

adlayer. 

Spin wave energies for a single-adlayer system (see Fig.9) 

can be obtained from the general Eq.(3.3) 

= o (3.6) 

where U is the effective Coulomb interaction and the kernel 
HF 

Xij (w,g ll ) is the usual transverse susceptibility of 

non-interaction electrons moving in a spin dependent HF 

potential Viu = vi+u<niu>. 

HF 
Here, Xij(W,qll) can be expressed in terms of the one-

electron HF Green's function Gij(E) as shown in section 1.5 

i HF i S nce Imxij(w,qll) is zero outside the stoner cont nuum, the 

spin wave energies for a single-adlayer are determined from 

the following equation 

(3.7) 

To calculate the spin wave spectrum we must first 

determine numerically the kernel Re X~~(W,qll) (see Eq.l.119 

with i=j=l). We recall here that 

(3.8) 
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where qu is the wave vector from the first B.Z and the 

reciprocal lattice vector G keeps the points KII+qll 

within the first B.Z (i.e. take care of Umklapp-process). 

Since our Green function is inversely proportional to 

cosine functions, we can drop G in Eq.(3.8). 

We wish to point out that since our HF one-electron Green 

funtion G~l(E,KII) in the adlayer is determined exactly, our 

calculation of Rex~~ is also exact. 
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3.3.1 Numerical calculations and discussion 

We present in this section our numerical results for the 

spin wave spectrum of a single-adlayer, of an unsupported 

layer and also for the exchange stiffness constant D
2d 

of a 

two dimensional layer. 

Let us first compute the energies of spin wave modes in an 

overlayer consisting of a single atomic plane on a (100) s.c 

non-magnetic metallic sUbstrate. To calculate the spin wave 

spectrum we solve Eq(3.7) for o~qll~Tl/a, where qll=(~,qy) is 

from the first B.Z. 

For an arbitrary wave vector qll ' there is no symmetry and 

we have to perform numerically the summation in Rex~~ (w, qll) 

in Eq.(3.8) over the whole two-dimensional B.Z. 

Alternatively we can perform the summation over the 

irreducible B.Z (here 1/8th of the B.Z in our CP. method) 

by applying full point group symmetry operations to the 

function in Re X~~(W,qll). 

In either case, the summation is computationally much more 

demanding than the calculation of the density of states. 

For simplicity, we consider the wave vector qll in the 

x-direction only, i.e., we set ~ = o. This choice of the 

wave vector ~ reduces the summation 

two-dimensional B.Z to one half of the B.Z. 

over the 

This is due to the reflection symmetry along the x-axis 

(see Fig.21). Again any point K II+ ~ which lies outside the 

upper-half B. Z will be brought back into the zone by a 

reciprocal vector G. 
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-n/~ IT/<:\, 

Fig.2l Summation of the Re x~~(w,a) over the upper-half of a 
~J .~ 

two-dimensional B.Z for an arbitrary wave vector ~. 

Before computing the spin wave modes we have developed a 

test to find a pole of the spin wave spectrum from a 

graphical solution. For any given ~ from the first B.Z we 

can plot Re X~~ (w, q) as a function of wand the pole of 
-+ 

X is obtained from the intersection of the curve Re 
H F ( ) • • Xll w,qx w~th the stra~ght 

qualitatively in Fig.(22). 

o 
W 

8W 

line l/U. This is shown 

l/U 

Fig.22 Graphical solution of the transcendental equation (3.7). 
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The Goldstone mode is then determined by solving 

DetII-URex~~I=o at zero wave vector qn for zero frequency (J 

Table 2. below illustrates that our spin wave spectrum at 

qn = 0, w =0 is very accurate for any single-adlayer 

itinerant ferromagnet including a very weak one. It is 

espencially interesting to note that excellent Goldstone 

mode is obtained even for a small number of NC say NC = 4. 

To explain this remarkable and unexpected result we propose 

the following physical argument. The set of cunningham 

points (see Fig.12) forms a regular grid in the reciprocal 

space. It follows that there is a set of corresponding 

fictitious lattice points in the direct space (in the 

x,y-plane). since we have replaced the B.Z. integral by the 

sum over the Cunningham points we are effectively 

evaluating the B.Z. sums exactly for a fictitious small set 

of atoms sitting on a regular lattice in the x, y-plane. 

Because of the spin-rotational invariance of the Hubbard 

Hamil tonian, the Goldstone theorem must be satisfied 

exactly for any collection of atoms no matter how small the 

sample may be. We believe that our results reflect 

precisely this fact. 

It is also important to note that the Goldstone mode in 

our overlayer depends very much on the accuracy of 

calculation of the kernel x~~(W,qn). 

The Goldstone theorem is broken if the kernel is not 

treated exactly in the HF approximation. This will be 

discussed in detail later. 

After this preliminary discussion, we can now describe our 
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Goldstone mode 

HF 
UReX11 (W=O,qll=O) = 1 

NC Vl~ (or 11) 
HF 

U n 11' nl~ UReX11 

100.0 0.09732 0.000251 9.706808 0.99999 

39.97 0.09732 0.001497 3.830190 0.99999 

4 30.50 0.09732 0.002525 2.891331 0.99994 

20.50 0.09732 0.005451 1.883260 0.99995 

15.50 0.09732 0.009457 1.361940 0.99993 

10.50 0.09732 0.021152 0.799776 0.99995 

9.50 0.09732 0.026449 0.673331 0.99991 

6.90 0.09732 0.062485 0.240399 0.9998 

6.50 0.09732 0.077867 0.126488 0.99995 

100.0 0.09882 0.000246 9.857267 0.99999 

39.97 0.09882 0.001472 3.891143 0.99999 

32 30.50 0.09882 0.002483 2.938373 0.99995 

20.50 0.09882 0.005358 1.916017 0.99995 

15.50 0.09882 0.009272 1.388057 0.99994 

10.50 0.09882 0.020620 0.821175 0.99990 

9.50 0.09882 0.025709 0.694591 0.99992 

6.90 0.09882 0.058703 0.276857 0.9998 

6.50 0.09882 0.071464 0.177864 0.9997 

Table 2. Testing Goldstone mode for a single-adlayer with 

Er =-1.5 and c = 0.001. 
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spin wave energies calculated (we use energy units W=6). 

The Fermi energy is chosen at EF=-l. 5. It is situated in 

the majority up-spin hole band while the minority spin-down 

band is assumed to be almost occupied as there is only a 

long tail extending downward to the bottom of the band as 

shown in Fig.23. below: 

DOS 

E = 0 

-3 

Fig.23. 

This long tail may be explained in terms of quantum 

tunnelling. This phenomenon of tunnelling is clearly to be 

seen as a result of overlapping wavefunctions between the 

non-magnetic substrate and a single ferromagnetic layer. In 

other, words, some of the down spin holes in the substrate 

still penetrate into the overlayer of a single atomic 

plane. Their density depends very much on how high or wide 

the potential energy barrier is. For example, from Table.2 

we can see that if the barrier is high (i.e. ~ ~ m ) then 

the tunnelling becomes very difficult and a smaller number 
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of spin-down particles penetrates the surface layer. 

Fig. (18) shows that how deep the holes can penetrate 

depends also on the thickness· of the overlayer. As we can· 

see from Fig .18 the number of spin-down holes can only 

penetrate the first or, to a lesser extent, the second layer 

Given the values of Er and U, we can determine n
t

1" 

n
1
-i- and V

1
-i- (or f1) self-consistently. Once this is done, 

the spin wave energies are then computed for 0 ~ qn:s Tria 

from Eq.(3.7) using a bisection method. 

We would like to emphasize that our method of adlayers is 

applicable to strong, weak and even very weak ferromagnetic 

overlayers provided the Fermi level and U are chosen so 

that the HF ground state remains ferromagnetic, Le, the 

stoner criterion UN(Er) > 1 is satisfied. 

In Fig. 24 we show two spin wave dispersion curves 

for two different values of NC. One curve is computed for 

NC=4, and the other for NC=32. It is remarkable that the 

complete two curves are in argreement up to 70% of the 

first B.Z. We wish to remark that the degree of accuracy 

obtained with the CPs method in computing the spectrum of 

spin wave is very high and the spin wave spectrum is almost 

independent of the choice of the number of NCe. 

It is important to note that the same number of CPa NC. 

must be used consistently throughout the calculations of 

the HF ground state and of spin wave energies. Altering NC 

in either stage of the calculation will seriouslY affect 

the Goldstone mode and th~ spin wave spectrum. 
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Fig.2i. Spin wave dispersion curves For a 
single-adlayer on top of a (100) non-magnetic 
substrate. The two curves are plotted together 
with diFFerent values of NC For the purpose of 
compa.rison. 
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We next calculated the spin wave energies for a range of U. 

We have investigated two different limits. 

In the first case, we calculated the spectrum of spin 

waves for large values of U: 100,' 39.97189033, 30.5 and 

20.5. We found that the spectrums did not change much and 

this is illustrated in Fig.25 It is interesting to 

interprete these results in terms of an effective exchange 

stiffness constant D for a single-adlayer system We define 

D as a coefficient in the dispersion law w = Dq~ of a spin 

wave with a small qu. For a single-adlayer we can estimate 

D by fitting a W=Dq~ c~rve.for small qu. The interpretation 

of the the results shown in Fig. (25) in terms of D is that 

the values of D reach a saturation value, say D, in the 
o 

limit Il ~ (I). 

In the second case, we computed the spectrum of spin wave 

for several small values of U: 15.5, 9.5 and 6.9.The spin 

wave spectrum satisfies the Goldstone theorem and w 

increases wi th the wave vector ~. The calculated spin 

waves are undamped until they enter the stoner continuum at 

some critical wave vector C 

~. 

We estimate that with U= 15.5 and 9.5 the spin waves 

intersect the continuum at « ~ 2. and 1.2 and become 

strongly damped for ~>q:. For U=6. 9 , we found that the 

spin wave spectrum is undamped until it decays into the 

continuum at a ~~ 0 .7. For q >qC the spectrum becomes 
x x 

oscillating and it completely disappeared at ~ =0.89 (see 

Fig.26). 

We recall that when the spectrum of spin wave is inside the 
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spin waves. The dashed lines indicate the spin 
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stoner continuum Im xij(qll'W) no longer vanishes. Thus for 

a fixed value of q we may possibly find several stoner x 
c poles in the continuum and this we have observed for q> q • 

This behaviour of spin waves for small U can be explained 

as follow: In the itinerant model of ferromagnetism, spin 

waves correspond to a bound state consisting of an electron 

of a given spin and a hole of opposite spin. As we have 

shown in Chapter 1. for Im x~ ~ 0 the delta-function spin 

wave pole broadens into a peak of finite thickness. If 1m 
HF 

X (qll'W) is large, the peak will disappear altogether (see 

Cooke et al 1979 and 1980). This is because inside stoner 

continuum a bound electron-hole pair is degenerate in 

energy with stoner excitations and therefore the bound 

state will decay into the stoner excitations. 

To demonstrate the above features of itinerant model and to 

investigate further the damping of spin wave in a metalic 

overlayer, we compute Imx-+(q ,w) for a fixed wave vector. 
x 

Here, the full dynamic enhanced susceptibility x-+ is given 

by Eq.(1.103b) and the HF dynamic unenhanced susceptibility 

XHF' is given by xHF = Rex~ + ilmxHF where Rex~ and Imx~ are 

given by Eqs.(1.119) and (1.124) respectively. 

In Fig.26a. we plot Imx-+(q ,w) versus the spin wave energy 
11 x 

f . 1 efr or a s~ng e-adlayer for U =15.5, c=0.05, NC=32 and qx 

= 0.5, 1.5 and 3.0. There are several features in Fig.26a 
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we wish to discuss. The spin waves show up as peaks and the 

positions of the peaks determine the spin wave energies. 

i i HY i i The w dths of the peaks n ImXll (qx'w) s nversely 

related to the spin wave lifetime. The spin wave peak is 

very sharp for wave vector below 1.0, but always has a 

finite lifetime. The peak width broadens and the peak 

height drops as we increases the wave vector from the B.Z. 

centre. The broadening of the spin wave peak almost does 

not change as we decrease the values of c from c=O.05 to 

c=0.001, meaning that such a broadening is not an artifact 

of our finite c but genuine effect. 

It is clearly noticeable that the spin wave peak and the 

stoner continuum of the single-adlayer are superimposed on 

one another. This result indicates that down-spin 

electrons from the substrate can tunnel into the overlayer 

at energy below the exchange splitting and hence there is a 

long tail in the majority up-spin hole band (see Fig.23). 

As a result, the spin wave spectrums of a metallic 

overlayer is always damped. In fact, this is a striking 

feature of the magnetic metallic overlayer on top of a 

metallic substrate. 

To demonstrate the above statement more explicitly, we plot 

in Fig.26b., Imx-+(qx'w) versus w for an unsupported 

two-dimensional layer (see section 3.3.1.1, Fig. 30). In 

constrast to the single-adlayer, the spin wave peak which 
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has an infinite lifetime and the stoner continuum in a 

free-standing layer are completely separated from each 

other and this is because the system has no tail. 

In summary, our result indicates that for a magnetic 

metallic overlayer deposite on top of a metallic substrate, 

the stoner continuum exists everywhere even in a small 

region around the Brillouin zone centre. This result shoud 

not be found for a metallic overlayer depositea on top of 

an insulator substrate. This is because the electrons are 

localized at the substrate and hence there is no tail. 

Finally we would like to investigate the dependence of the 

Goldstone mode on the 

single-adlayer system. 

accuracy of for a 

For illustration, we choose U=100.0 and Er=-1.5. The 

numbers of spin-up and spin-down particles computed 

self-consistently are shown in Table 2. The number of 

spin-down particles is about 0.26% of spin-up particles. 

One might, therefore, be tempted to neglect the second 

contribution in Eq.(3.8). However, this leads to a serious 

error and the Goldstone mode at qll=O' w=o is violated, i.e. 

we obtain a finite frequency pole at zero wave vector. 

This large unphysical gap in the spectrum of spin waves is 

clearly seen in Fig.(27). 
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This example illustrates how important it is to calculate 

the kernel.X~; exactly in the HF approximation. Griffin and 

Gumbs (GG) (1976,1980) applied the Hubbard model to a 

semi-infinite ferromagnet and tried to find the surface 

spin waves. As a first step, they approximated x~in the so 

called 'classical infinite barrier model' (ClBM) which 

assumes that the static electron density near the surface 

is the same as in the bulk. GG were then able to solve 

Eq.(1.100) and obtained a surface spin wave above the bulk 

spin wave band as qn ~ o. However, it is clear that the 

kernel X~ in the ClBM approximation is not the correct HF 

kernel. Since our example shows that even a very small 
HF . 

error in the calculation of X leads to a large unphysical 

gap in the spin-wave spectrum, the results of Griffin and 

Gumbs are clearly incorrect. This was already discussed by 

Mathon (1981a,b) in the case of a strong ferromagnet but 

our calculation is the first quantitative illustration how 

serious the error of Griffin and Gumbs really is. 
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3.3.1.1 Comparison between spin waves in an unsupported 

layer and a single-adlayer 

A. Introduction 

The aim of this sUbsection is to compute the spin 

wave spectrum of a single-adlayer for a range of U and for 

a fixed total number of particles n = n~ + n~. The results 

are then compared with the spin wave spectrum of an 

unsupported layer having the same values of U and n. We 

shall also compare these two spectra with the spin wave 

dispersion law calculated from the exchange stiffness 

constant D of an unsupported layer. 
2d 

We begin with the derivation of the RPA formula for the 

exchange stiffness D
2d 

of a two-dimensional ferromagnet 

using the Edwards formula (Edwards, 1967) for a D in a 

simple cubic crystal. 
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B. Exchange stiffness constant of a two-dimensional 

unsupported layer 

We shall briefly describe the calculation of the exchange 

stiffness constant D of an infinite two-dimension 2d 
ferromagnet. The exchange stiffness constant D is defined 

by bw = D2dq~. For a two-dimensional layer, D2d is given by 

U 
D = 2N 2 ( fk1' + fk", V2Ek _ fk1' - fk", 1 VEk 12 ) 

2~ ~2 
(3.9) 

k 

which can be derived from Eq.(l.104). 

Following Edwards (1967), Eq.(3.9) may be further 

simplified by employing the Green theorem to obtain 

= 
Il", 

J E(1l - E)N(E)dE 
Il", 

(3.10) 

where Il are the spin up and down spin energies, N(E) is 
"'''' the density of states per atom and a is the lattice 

constant. At T=OoK Il is defined by 

= Il ± ~/2 
(3.11) 

= nu~ 

Let us first calculate the number of spin-up particles n",. 

By definition, we have 

EF 
n", = J N(E) dE (3.13) 

- 2. 

where 

N(E) = +2 ~[E-E(KII)] (3.14) 

len 

with E(Kn) = 2T(cosaKx + cosaKy) 
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Thus Eq.(3.13) becomes 

n1' = a2 

(21l) 2 

E (10 SEF 

f f dKxdKy 

(3.15) 

where ~ is the region of integration defined as follows 

y = cosy 

1 

EF 

Fig.28 Region of integration of Eq.(3.15) 

Finally Eq.(3.15) reduces to 

= 

-cos -lEF+1) 

1 f dx [1l -
n2 

x=-1l 

-1 ) cos (Er - cosx ] 

We now return to Eq.(3.10) which yields 

D
2d 

= 

where ~ is defined in F' (28) 19. • 
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We finally obtain the following an expression for the exchange 

stiffness constant 0 : 
2d 

0 -COB -lEF+1) 
2d U 

JdX (~COSX-Cos2x)(n-C)+(2COSX -~)sinC + = ( 
a2 2~2n2 

x=-n 
0.25sin(2C)+ 0.5C-n/2} (3.17a) 

where 

C = -1 cos (EF- cosx) 

~ = EF - ~/2 (3.17b) 

with ~ = Unl' and nl' is given in Eq.(3.16). 

C. Spin-wave spectrum for an unsupported layer 

The Green's functions for an unsupported layer are 

defined as follow: 

l' 1 G (E,K
n
) = 

E - 2T(cosK a+cosK a) + ic x y 
and 

(3.18a) 

,j, 
1 G (E, Kn) = 

E -2T(cosK a+cosK a) - ~ + ic x y 

(3.18b) 

Before we can calculate the spin wave spectrum, we need the 

density of states which is given by 

NunsuP. (E) = - ! 2 1m G l' (E, Kn) 

~n 

(3.19) 

Because Eq.(3.19) is the sum of delta functions, we need a 

large nUmber of CPs in the summation in the K space. We 

found that NC = 256 and c = 0.0056 lead to a smooth 

density of states with a bandwith W = 4. Again the usual 

sum rule is well satisfied with c=0.0056 (see Fig.29). 
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The spin wave energies for "an unsupported layer are easily 

obtained from 

1 - ueU R HF ( ) = 0 e X
11 

w,qll 

where the unenhanced susceptibility 

ferromagnetic system is given by 

HF 
Re X 11 (w, q II ) = 1 

nN Il 

(3.20) 

of a strong 

(3.21) 

We remark that the DOS for a two-dimensional layer has a 

rectangular shape, which indicates that the system is 

always a strong ferromagnet. Therefore 1m 

there is no contribution of the second term 

'" G11 - 0 and 

in Eq.(3.21). 

Eq.(3.21) was evaluated using the CPs method to perform the 

B.Z. summation and the Simpson rule to perform the energy 

integration. Spin modes were again obtained by a bisection 

method from Eq. (3.20). We can now compare the spin wave 

spectra for a single-adlayer and for an unsupported layer. 

First we choose the parameters assuming that it is a 

strong ferromagnet such as nickel for a single-adlayer. We 

thus determine the Fermi energy from the condition that the 

total number of particles per atom in the surface layer is 

11$ 0.12. We find with n = n l' + n R$ 0.118472 
1 1", 

that 

Er=-1.5, U=10.5, the magnetization m = n
1 

- n - 0.0782 and 
l' 1", 

A = 0.821175 (see Table.2). The spin wave spectrum is then 

computed in the usual manner. 

Once the spin wave dispersion curve is obtained, we remove 

136 



the non-magnetic substrate which means that the 

single-adlayer system is now reduced to an unsupported 

ferromagnetic layer. We keep the two parameters n=0.12 and 

U=10.5 unchanged. with these parameters we have determined 

the Fermi level of the unsupported layer, from its density 

of states (see Fig.29). As already discussed, we have also 

determined the exchange stiffness constant D
2d 

from 

Eq.(3.17a) for Er=-1.3125 and ~=1.2455484. 

All these results are compared in Fig.(30). We first note 

that· there is an excellent agreement between D
2d 

and the 

spin wave spectrum for an unsupported layer obtained from 

Eq.(3.20). This ,is important because it demonstrates that 

our method of calculating the spin wave spectrum from 

one-electron propagators in the mixed representation is 

very accurate. 

It is also interesting that there is very little 

difference between spin wave energies in the adlayer and in 

the unsupported layer at the bottom of the spin wave band. 

Finally, we wish to point out that spin waves in the 

single-adlayer become damped for ~~ 1.5. This is because 

the single-adlayer is a weak ferromagnet. 
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Fig.30. A comparison between spin wave energies of a 
singLe-adlayer <bLack coLour) and an uns upported layer 
(purple colour) are presented. The red curve represents 
the Dq! relation with 0 in two-dimensionaL of an inFini 
Ferromagnetic system. The dashed Line indi cates the spi 
wave enters the Stoner continuum. 

138 



3.4 Spin waves in an over1ayer 

Our aim in this section is to compute all the spin 

wave modes in an over1ayer of seven atomic planes deposited 

on a (100) non magnetic substrate. 

First of all, the HF ground state must be determined self

consistently and the local DOS., the HF occupation numbers 

and the HF potentials VI for all the layers i-I, 2, ••• ,7 

'" must be obtained. In fact, we have already outl ined the 

calculation of the HF ground state in chapter 2 and, 

therefore, we are now ready to discuss the spin wave 

problem. 

Having explained the calculation of the spin wave energies 

for a single-adlayer, it is a straighforward matter to 

compute the spin wave branches of an arbitrary overlayer.In 

fact, The whole problem reduces to numerical techniques. 

The energies w of all spin wave modes in an overlayer 

of seven atomic planes are determined in RPA from the 

secular equation (3.3) 

o (3.22) 

where I is the 7x7 unit matrix and i, j denote planes 

parallel to the surface, 1 s i,j s 7. 

The determinant in Eq. (3.22) can be evaluated by several 

numerical techniques. In particular, it is possible to 
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reformulate Eq.(3.22) as an eigenvalue problem and then use 

one of the standard techniques to solve the eigenvalue 

problem. 

Another more direct method for evaluating the determinant 

(3.22) is the Gaussian elimination. We first tried this 

technique, and since it was possible to compute all the 

spin wave branches using this method and also because of 

time limit we did not develop further the eigenvalue 

method. It is clear, however, that the eigenvalue method is 

preferable for thicker overlayer. 

The Gaussian elimination method reduces the whole 7.7 

matrix [I-UX~;(W,qll)] in Eq.(3.22) to a triangular matrix, 

and we then take the product of the seven terms on the 

diagonal to evaluate the determinant. We shall denote these 

diagonal elements by ii. 

It is clear that to obtain spin wave energies we have to 
solve 

= o (3.23) 

where each iii is a function of the whole 7.7 matrix ReX1j 
The branches of spin wave spectrum for an overlayer 

correspond to zeroes of Eq.(3.23). As already discussed in 

section (3.1) there are seven spin wave branches. We shall 

assume'that the Coulomb interaction U takes the following 

form: 
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(i) U = U throughout the overlayer, 

(ii) U = U + ~U for i = 7 

= U for i ~ 7 

The second alternative takes into account that the HF 

potential in the surface layer may differ from the "bulk" 

potential in all the other layers. We intended to vary ~U 

and search for surface spin waves in the overlayer. 

Unfortunately, the computation of all the branches of the 

spin wave spectrum proved to be time consuming and we were 

able to complete the computation of spin wave energies only 

in the case (i). The results are described next. 

We first solved the HF ground state problem as 

described in chapter 2. The values of the HF potentials in 

all the layers and the corresponding ni~' ni~ are given in 

Table 3. for Er=-1.5 and U=30.5. 

U NC Er n
1 n ..... Va ... 
~ 

30.5 4 -1.5 i=o 0.095404 0.108591 0.000000 

i=l 0.097844 0.002621 2.904507 

i=2 0.1070170 0.000072 3.261820 

i=3 0.1011204 0.000022 3.083504 

i=4 0.1142068 0.000017 3~482772 

i=5 0.1095104 0.000018 3.339500 

i=6 0.1103062 0.000018 3.363777 

i=7 0.0973175 0.000021 2.967540 

Table 3. 
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Next we solved Eq. (3.23) for q.-o and (.)80 to test the 

Goldstone mode. We found that the Goldstone theorem for an 

overlayer of seven atomic planes is very well satisfied. 

- 0.9999999999953 (3.24) 

Finally, all the spin wave modes of the seven layer 

thin film were computed using the bisection method. 

Normally the method for determining zeroes of a function 
7 

~iii(W,qU) involve the evaluation of its derivatives. 
I • 1 

since it would be very difficult or even impossible to 

obtain the derivative of the above function, we look for 

methods that do not make use of derivatives. The bisection 

method has emerged as the most convenient technique for 

solving our spin wave problem. Our method of solving 

Eq. (3.23) can be described as follows: we first solved 

Eq.(3.23) at qu - 0 to obtain seven 'principal' spin wave 

modes, say, Wip for i - 1,2, ••• ,7. Each of the values wip 

acts as a head-mode of the spin wave dispersion curve and 

only one spin wave branch is computed at a time. Usually, 

we compute the top branch of spin wave first where the 

largest wip (W~~x) is its head-mode. This top spin wave 

branch gives a general guide in determining other branches 

of spin wave. 

We now describe briefly how the top branch of spin wave is 

computed. We start with an interval [W~:x, A] containing a 
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spin wave containing a spin wave mode at a fixed wave vector 

1 Th id i t i f d f (,~ax +&)/2 say qx. en a m -po n C.Jsw s oun rom C.Jsw• -ip Q 

Fig.31 Algorithm for bisection method in searching for 

a spin wave mode. 

Next f(Wsw,q;> and t(W~~x, q;) are calculated (see 

Fig.31). It the product of the above two functions is less 

than zero then the spin wave mode must lie in the interval 

max i [Wip , Wswl. However, it the product is ~ 0 then the sp n 

wave mode must lie in the interval [C.Jsw ' A l. In either 

case, the size of the interval containing a spin wave mode 

has been halved. The bisection method continues with a new 

smaller interval and the procedure is repeated as 

required. After n steps the interval will have a size 

(fl_wmax)/2n 
ip 
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If this interval reaches a given specified tolerance a then 

a spin wave mode W!w is found. The next spin wave mode w!w 
at a given wave vector say q~ > q!w can be found in a 

similar manner but this time the bisection starts with an 

interval [W1 .A]. sw 

Once the top branch of spin waves have been computed, the 

second branch from top with the second largest "'ip being 

its head-mode is calculated in an exactly the same manner. 

This procedure is repeated until the last spin wave branch 

with the smallest wip• 0 is computed. 

As an illustration, we present in Fig.32 the results of 

our calculation of all spin wave modes in an overlayer of 

seven atomic planes on top of a (100) non-magnetic 

sUbstrate. There are 0.12 holes in its spin majority band 

and the average exchange splitting is A • 0.5W. 

There are several features in Fig. 32 we wish to discuss. 

Firstly, the lowest spin wave branch approaches continously 

w=o in the limit qll -+ 0 and an effective 0 at the bottom of 

the band can clearly be defined. This is, of course, a 

consequence of the spin-rotational invariance of the Hubbard 

Hamiltonian but it is gratifying to see that our numerical 

method can reproduce this result accurately. 

Here we would like to make an important remark that all the 

seven branches of spin wave are computed by solving oet 

I err H F 
I-U ReXij (qll'W) 1

7x7 
- o. We therefore have not 
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investigate the lifetime of the spin wave spectra. 

Although , a large effective intra-atomic Coulomb integral 

U have been used, some branches of spin wave at large wave 

vector may have some considerable damping as we have 

already discussed in subsection 3.3.1. 

Finally, it is clearly noticeable that the two lowest 

branches approach one another in the limit ~o. This could 

be an indication that a surface spin wave branch is about 

to develop (it is known from previous work of Mathon, 1981 

that the surface and bulk spin waves should be degenerate 

at w=O). We, therefore, aim to investigate this problem in 

future by varying ~U in the surface layer. 

To conclude, we wish to point out that the whole 

computational scheme based on the method of adlayers can be 

immediately generalized to a multi-orbital band structure 

using the method of principal layers. We intend to carry 

out such calculations for nickel and iron overlayers in 

future. 
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WAVE VECTOR IN UNITS 1/A 

Fig.33. Spin wave modes in an overlayer of seven atomic 
planes above a (100) non-magnetic metallic substrate wit 
EP=-1.5, UHUB=30.5 and NC=1. The dashed lines indicate 
spin waves decay into the Stoner conlinum. 
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APPENDIX I: DOUBLE INTEGRALS OVER A COMPLEX MATRIX (DIM) 

SUBROUTINE DIM(A,B,N1,N2,E,NMAX,Sl) 
COMPLEX Sl(0:NMAX,O:NMAX),S2(0:NMAX,O:NMAX),RES(0:NMAX,O:NMAX), 

SSl,SS2 
REAL A,B,H1,H2,X,Y,E,PI,PIE,F11,F22,F33,F44 
INTEGER I1,I3,DI,NMAX,J1,J2,M 
PI=4.0*ATAN(1.0) 
PIE=PI**3 

DO 10 M3 1,NMAX+1 
Sl(M-1,M-1)-(0.0,O.0) 

10 CONTINUE 
DO 11 J1=1,N1+1 

DO 12 K=1,NMAX+1 
S2(K-1,K-1)-(0.0,O.0) 

12 CONTINUE 
DO 13 J2=1,N2+1 

H1=(B-A)/N1 
X=A+H1* (J1-1) 
IF (E.GE.-3.0.AND.E.LE.-1.0) THEN 

H2=(F22(X,E)-F11(X,E»/N2 
Y=F11(X,E)+H2*(J2-1) 

ELSE IF (E.GT.-1.0.AND.E.LE.O.0) THEN 
IF (A.EQ.-PI) THEN 

H2-(F44(X,E)-F33(X,E)/N2 
Y-F33(X,E)+H2*(J2-1) 

ELSE 
H2-(F22(X,E)-F11(X,E»/N2 

Y=F11(X,E)+H2*(J2-1) 
END IF 

ELSE 
PRINT*,'CHECK VALUE OF E' 
STOP 

END IF 
CALL EVA(NMAX,E,X,y,RES) 

(* note that subroutine EVA generate a complete matrix Green 
function of an arbitrary overlayer, see Chapter 2 Eqs.2.79, 2.80 
and 2.81 *) 

DO 14 I=1,NMAX+1 
SS2=(1.0/3.0)*DI(J2,N2)*H2*RES(I-1,I-1) 
S2(I-1,I-1)=S2(I-1,I-1)+SSl 

14 CONTINUE 
DO 15 I=1,NMAX+1 

SSl=(1.0/3.0)*DI(J1,N1)*H1*S2(I-1,I-1) 
Sl(I-1,I-1)=Sl(I-1,I-1)*SSl/PIE 

15 CONTINUE 
11 CONTINUE 

RETURN 
END 
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INTEGER FUNCTION DI(I,N) 
DI=3-(-1)**(I-l) 
IF (I.EQ.l.0R.I.EQ.N+l) DI-l 
RETURN 
END 

REAL FUNCTION Fll(X,E) 
Fll=-4.0*ATAN(1.0) 
RETURN 
END 

REAL FUNCTION F22(X,E) 
REAL E,X,Y 
Y=E+l. -COS (X) 
IF (Y.GE.l.0) Y=l.O 
IF (Y.LE.-l.O) Y=-l.O 
F22=-ACOS(Y) 
RETURN 
END 

REAL FUNCTION F33(X,E) 
REAL E,X,Y 
Y-E-l. -COS (X) 
IF (Y.GE.l.0) Y=l.O 
IF (Y.LE.-l.O) Y=-l.O 
F33=-ACOS(Y) 
RETURN 
END 

REAL FUNCTION F44(X,E) 
F44=O.O 
RETURN 
END 
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APPENDIX II: CUNNINGHAM POINTs METHOD 

(* This subroutine performs the two-dimensional B.Z integration 
using Cunningham points for (100) surface in s.c lattice, see S.L 
Cunningham, Phys.Rev. B10, 4988 (1974). It is used to integrate a 
function of K, K and complex energy EC=E+ic. This function is x y 
supplied as subroutine EVAL(NC,EC,K, K ,GS) where EVAL generates 

x y 
a complete matrix Green function of an arbitrary overlayer, see 
Chapter 2. Eqs. 2.79, 2.80 and 2.81. Here, the matrix S is the 
integrated result depending on EC and other parameters. Ne is the 
number of Cunningham points in one direction (e.g K) NC=2**N 

x 

where N is an integer and the total number ot points in 1/8 ot B.Z 
is NC*(NC+1)/2 *) 

SUBROUTINE CINT2(NC,EC,NMAX,S) 
COMPLEX S(O:NMAX,O:NMAX),Sl(O:NMAX,O:NMAX),GS(O:NMAX,O:NMAX),EC 
REAL KX, KY , PI 
PI=ACOS(-1.0) 

DO 1 I=1,NMAX+1 
S(I-1,I-1)=(0.0,0.0) 

1 CONTINUE 
DO 1000 NK=l,NC 

KX=PI*(2*NK-1)/(2*NC)-PI 
DO 1000 MK=l,NK 

KYEPI*(2*MK-1)/(2*NC)-PI 
CALL EVAL(NC,EC,KX,KY,GS) 
DO 2 I=-1,NMAX+1 

Sl(I-1,1-1)-2.*GS(I-1,I-1)/(NC**2) 
2 CONTINUE 

IF (NK.EQ.MK) GO TO 990 
GO TO 991 

990 DO 7 I-1,NMAX+1 
Sl(I-1,I-1)=0.5*Sl(I-1,1-1) 

7 CONTINUE 
991 CONTINUE 

DO 8 I=1,NMAX+1 
S(I-1,1-1)-S(I-1,1-1)+Sl(I-1.I-1) 

8 CONTINUE 
1000 CONTINUE 

RETURN 
END 
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