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Disadvantages of aerial images include the fact that analyzing
ABSTRACT information of this low level in dense urban contexts can be
In this paper a procedural 3D modelling solution for mobile ggﬁgf)éfblgr.g Zalf'ntc)jesegf %igeapt)itgr(\i X]atto::aetyccgtn bgn?ergﬁg;\ rich
devices is presented based on scripting algorithms allowing for u various «i ! A ic city g : .
both the automatic and also semi.automatic creation of has also been achieved via the use of laser scanning data [2]. This

data, unlike aerial images, has the ability to represent the

zgﬁgrei?nhzggsquzgllté Vldrg::l uzrtéang?gl:l;%nt.mggi anmdbmtztrlfegtg;lgeometry of the surface directly. It has to be noted that the cost

photographs as input data coupekth a user-fiendly cusiomized B 1 AR, 00 R B e owever
interface permits the automatic and interactive generation of ges, p : ’

large-scale, accurate, georeferenced and fully-textured 3D virtuaItEChnobgical advanc_es.s_ince this type of data was first intro_duced
city content, content that can be specially optimized for use with have 'mpro"ed significantly wh the cost decreasing
mobile devices but also with navigational tasks in mind. progr_esswely. The last methoc_i for automatic urban content
Furthermore, a user-centred mobile virtual reality (VR) creation, and one that has been increasingly popular of late, is the
visualisation and interaction tool operating on PDAs (Personal gsetof 2D gl;cs)un(_j”:naps/ planz [3] from Gfo%rap:hlca_l Inform.at_ltf_)n
Digital Assistants) for pedestrian navigation is also discussed. Via ystems (GIS). These can be very cost-effective in acquisition

this engine, the import and display of various navigational file (often readily available) and are often used not just on their own

formats (2D and 3D) is supported, including a comprehensive put in conjunction with one of the previous data sources resulting

front-end user-friendly graphical user interface providing ml? Fgoéfmﬂfnb;ﬂ a%%rg:ctr;éh?rt];tart]h)ge'lgergr)rgeDaCCr%raart]er;e;géﬁ?h
immersive virtual 3D navigation. : y p ! u ing

system would be a totally automatic one. Still, there are a number
of obvious advantages to semi-automatic or user-assisted
approaches where essentially an automatic system employs some
limited operator input for guidance in a range of the tasks
involved in order to offer better control on the resulting scene.
Furthermore, the user-assisted (or interactive) tools can also be
utilized as a more intelligent editing application for the
preliminary model.

For example, a popular approach is to offer suggestions to an
automatic urban modelling system which then in turn concludes
the modelling task at hand on its own. This can lead to a more
1 INTRODUCTION efficient method for modeling complex structures. A more
There is a growing need today for computer-based, photorealisticconventional approach to interactive modeling is to provide the
visualizations of 3D urban envinments in many areas including user with a set of generic models that are then adjusted (using
environmental planning, enggering, telecommunications, usually image data) altering theodel and the viewing parameters
architecture, gaming, 3D city information systems and even [4]. In this approach, the system provides geometric computations
homeland security. Therefore, theocedural modelling of virtual ~ but the drawback is that substantial time and effort are required
cities in 3D is a topic not only computer graphics research but alsofrom the user.
other fields such as GIS or photogrammetry have focused on for a Some other more recent approaches include the combination of
number of years. Different approaches have been favored with theuser input with automatic prossing introduced at various points
two main ones being a fully-automatic or a semi-automatic one. ltwith a different degree of control over the result. Offering an
has been accepted that fully-automatic approaches are categorizegpproximate building location to extract a building is one of the
according to the input information used. approaches suggested [5] that can lead to results although there is

To this day, the eldest and still an extremely popular data sourcethe important disadvantage of producing a final model very reliant
for automatic virtual city generation, are aerial images [1]. on the automatic analysis. Other semi-automatic urban modelling
tools have been described, some including methods for
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lemail: c.gatzidis@soi.city.ac.uk duplicating and/or cloning model meshes that are similar to others
Zemail: vesna@soi.city.ac.uk [6]. ) .
Semail: f.liarokapis@coventry.ac.uk Yet another approach suggests an automatic system constructing
“email: stuart.e.baker@alcatel-lucent.co.uk topological relations amongst 3D roof points collected by a user

for each roof. This method [7] results in a tool that can tackle
easily several types of complex roofs. An additional notable
interactive urban modelling approach involves the system
handling complex building structures by means of constructive



solid geometry [8]. This system also uses an image correlationdifferent viewpoints with the use of a conventional digital camera
method to fit a primitive to the image. It should be noted however photographic technique.
that this last method can be very costly on processing power when Figure 1 illustrates in brief the modelling technique employed
modelling more complex urban sites. by the Virtual City Maker solution divided into several tasks.
A particularly crucial area where 3D urban models are also in These tasks or methods are tackled by a unified system with one
need today, apart from the ones above, is for urban navigationuser-interfacegutomatic mode They can also fall into different
using mobile devices. This can range to a number of sub-categories of work which means that they can also be resolved by
applications including car and gestrian navigation systems, individual modelling plug-ins §emi-automatic modethat have
location-based services and others. It appears that while thebeen designed to also work as stand-alone applications in their
methods for automatic and semi-automatic creation of 3D urbanown right.
models today do cover a lot of ground both in terms of concepts

and also in delivery of content, they fail to take into account the ---
considerable limitations and challenges mobile devices have to N

offer. Constraints in terms gfraphics memory, processing power \\ e

and memory cards render the output of most of these systems Nl i Il e

unusable on devices such as PDAs or smartphones because of \\l e 1T

excessive detail. At the same time, care needs to be taken in Ly [

presenting this content on mobile devices since, for example, uaﬁ"“—

typical PDAs are only equipped with screens no larger than a ,o.,m,a‘.o..of% :.';Z'ﬁ'i's"’wfﬁ.‘

480x640 resolution display, thus presenting a further challenge. R (e
We propose both a modelling solutiovirfual City Make) that Zﬁ?ﬁ:;::

can deliver urban content efficiently to mobile devices as well as a = i\

virtual navigation environmen¥/(rtual Navigato) on a PDA to - \ P

\ \ reduction /
optimisation

accompany it so that that the resulting meshes can be put to the manipulatingl
test. It should be noted that while the content is specifically parmstes®
optimised for mobile use in mind, for example a varying low-

polygon count and adjustable texture image sizes, the results need
to be of the highest qu_ality possible rivaling virtual city_ models Figure 1: (a) Framework diagram of Virtual City Maker solution (b)
seen on desktop machines but also accurately placed in space to Roof (and building) detection process block diagram

accommodate real-world navigational needs.

The key method in thautomated reconstruction mode the
2  VIRTUAL CITY MAKER SOLUTION detection of building outlines and roofs from aerial images and/or

In this section the overall workflow for the Virtual City Maker 2D ground maps. The second other important step is the extrusion
modelling tool will be describedhnging from a description of the ~ t0 real-world heights and that is handled, when needed, by a
framework of the system to an overview of teo modesthe  Parser developed to read the GIS .shp files. ~Again, Figure 1
automaticand semi-automatione with emphasis on some of the illustrates the main processes involved in the building and roof

concepts, algorithms and interfaces behind them as well as soméletection system. ) )
resulting 3D urban models. The philosophy behind this has been to make only those

Regarding the input data used (a very important part of the decisions_in the 3D analysis stage of the detegtion process that can
process which affects the results in many ways) the authors of thide made in as much assurance at _each level illustrated as possible.
paper have selected a combination of aerial photographs and alsdherefore the hypothesis generation process creates hypotheses
2D ground maps, at least for the outline of the buildings modelled. that may have somewhat weak evidence, which is where
This more hybrid approach combines the strengths of two information from additional input data comes into use. Following
different techniques for a more efficient result. Aerial images that, a selection process then picks these based on more global
ensure accurate results and the bypassing (to a certain extent) of @vidence, filtering out the unwanted ones. The hypothesis
generalization process while ground maps provide positional angVverification process uses the most of this global information and
geographic information. Our work is not only focused on €an therefore make better decisions, resulting in a more accurate
delivering content for mobile devices but also on navigation. Output. To begin with, initial hypotheses are generated for 2D
Therefore, geo-referenced results and accuracy are key issues witArojections of building roofs. The reason behind that is that it is
errors in geometry placement only afforded to be marginal generally_ accepted that roof; are usually the most distinct features
making this hybrid data use approach even more justified. in aerial images from a nadir point of view (such as the ones our

Having placed building footprint outlines in a precise manner, System uses) and that focusing on the roofs helps reduce the
these outlines have been extrudedeal world heights using, if ~ number of hypotheses to be examined later on [11]. The
needed, GIS vector data in the form of the .shp file format. This generation of all roof hypotheses is gathered by the restriction of
particular file format operates as a combination of CAD data with the building shapes teectangular form or similar compositions
added metadata attributes. Some of these attributes include thre@nd also of roofs to be flat. Roafébuildings of this shape should
different heights for each building (from which our system derives Project into a parallelogram-like shape. _ _
the average value, again when the height cannot be derived from The interactive mode or user-assisted moole Virtual City
shadow detection) plus additional useful data such as anMaker has been developed to take advantage of the fact that
individual ID for each building, its age, shape, type and others. ToOpPerator input can not only enhance the automatically-produced
conclude the 3D urban creatiprocess terrestrial photographs are results and improve them but also diversify the appeal of the
also essential to construct a photorealistic 3D virtual city model. System itself. Often there are cases where users require urban

can be fictitious (mobile gaming applications for example). The



semi-automatic mode of the application presented here can also
cater for that too.
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Figure 2: Some Virtual City Maker plug-in interfaces

(c) Distorted pen line renders using the City Shader script

This is achieved by dividing the modeling work to a number of

plug-ins all created by scriptinggalrithms selected to efficiently 3 VIRTUAL NAVIGATOR SOLUTION

tackle each issue at hand (some of the interfaces of the plug-ins . o .

are shown in Figure 2). These plug-ins at the moment include: the' "€ major component of navigation is travel and usually involves
Building Creatorscript (results shown in Figure 3), which also Unconscious cognition whereas wayfinding is the cognitive
includes a comprehensive building facade texture libraryCitye process of defining a path via an environment using and acquiring
Shader script (results shown in Figure 4, designed to create spatial knowledge based on both r_1atu_ra| and virtual cues [9].
different types of rendering modes that can be ported to ourAlthough a number of mobile navigation systems have been
mobile engine, ranging from tegical illustration to cartoon-  designed, they do not seem to have the appeal that was expected
shaded ones), tHeolygon Reductoscript (designed to optimize ~ (the GPS in-car navigation systems aside). However, even these,
building structures while retaining their geographical shape have selected as the main visualisation environment to be the
characteristics, essential for navigation accuracy), Theain digital map which provides limited capabilities and they have now
Generator script, the Environment Makerscript (designed to sta@ed to move into a rough_3D mes_h visualisation W_hlc_h_ does
enrich the urban scene with user-adjusted parameters such gaot mclude phot'oref':lllsm. A brief overview of the most significant
lighting via manipulation of a susystem orientation and others) mobile VR applications has been recently documented [10]. Part

and theTree Makerscript (designed to enhance urban scenes with ©f the problem with them lies on the provision of meaningful
foliage of adjustable and varying type). spatial information in a realistic manner, so that inexperienced

users do not have to put a great amount of cognitive effort to
‘decode’ the retrieved information (i.e. 3D map or wayfinding
operations). Another significant concern relates to the lack of
user-friendly graphical interfaces that will allow for the
customisation of the informationquided as well as the provision
of different navigation tools in real-time.

To address these issues, a W&destrian mobile environment
called Virtual Navigator has been implemented. Previous user-
R ; studies [10] indicated that these of photorealism in 3D urban
e - = maps used for pedestrian navigatis helpful and more attractive
cromatical . B than the standard 2D digital map representation. However, a few
users reported some problems with the interaction techniques

s used, mainly because of the limited functionality the interface
o helght” > provided. Another interesting point relates to the provision of
choice to the user to accommodate sudden, external factors that
may allow them to detour from a default path. In addition, it was
positively suggested that the route line should be more distinct,
minimising the probability of missing it while moving. To
overcome these issues the graphical user interface (Figure 5) for
user-centred navigation and yfiading was re-designed from
scratch and is now divided into four categories includite
routes directions and tools The ‘file’ category contains the
necessary functionality to open and close geo-referenced spatial
maps represented in 3D. The virtual maps are currently stored in
the device by using the wireless connectivity (GPRS or WiFi) so
the 3D maps can be downloaded from a web-server. This allows
Virtual Navigator to meet one of the most significant
requirements of modern navigation systems which is to be
operational anywhere and anytime. The ‘exit’ option permits to

Figure 3: Step-by-step operation of Building Creator script



exit Virtual Navigator without the need of ‘killing’ the process prone to external noise. Finally, the ‘tools’ category, allows users
from the memory control panel of the PDA. Next, the ‘routes’ to change some of the graphical and navigational properties of
category allows mobile users to select the type of representatiorVirtual Navigator. These include the speed of navigation, the
they require for navigation nd wayfinding operations. The interaction type as well as the lighting of the scene.
effectiveness of the wayfinding depends on the number and To conclude, future work includes: a) the introduction of a plug-
quality of wayfinding cues provided to pedestrians [9]. Earlier in, which via access to a library of different meshes can
user studies [10] indicated thasers prefer different types of interactively enrich the virtual city scene with a number of objects
wayfinding aids like lines and arrows. In our work, this includes (such as benches, pavements, street lamps etc.) further enhancing
‘arrows’, ‘lines’, ‘hotspots’ and ‘guides’. Arrows, lines and the scene considerably with user-assisted input b) the introduction
hotspots have been used individually in previous mobile of a new plug-in that can intelligently distinguish between rural
prototypes [10] but not the guides. The purpose of using differentareas and more complex urban aretc. offering the user with a
categories of routes is to providemeaningful aid that has a clear more “in-between” stage c) thetroduction of a new plug-in that
start and end, assisting pedestrians using Virtual Navigator, tocan semi-automatically model landmarks according to their type
find their way and not to get lost (size and colours of the arrows (statues, cathedrals etc.) d)tegrating semantic details to
and lines can be customised). buildings so that interior details can be modelled too e) conduct
experiments with the existing results to gain insight on the issues
of efficient modelling for mobile navigation and assess some of
the usability issues of the interface f) implement a database with a
management system to hold and maintain all the necessary geo-
referenced spatial data into a secure server, serving the demands
of current user-needs. Our server should feed the client, through
an optimised network, with minimum latency in real-time.
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