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Abstract

The paradigm of exploratory data analysis advocates the use of multiple perspectives
to formulate hypotheses on the data. This thesis presents a framework to support it
through the use of interactive hierarchical visualisations for the exploration of temporal
data. The research that leads to the framework involves investigating what are the
conventional interactive techniques for temporal data, how they can be combined
with hierarchical methods and which are the conceptual transformations that enable
navigating between multiple perspectives.

The aim of the research is to facilitate the design of interactive visualisations based on
the use of granularities or units of time, which hide or reveal processes at various scales
and is a key aspect of temporal data. Characteristics of granularities are suitable for
hierarchical visualisations as evidenced in the literature. However, current conceptual
models and frameworks lack means to incorporate characteristics of granularities as an
integral part of visualisation design. The research addresses this by combining features
of hierarchical and time-oriented visualisations and enabling systematic re-configuration
of visualisations.

Current techniques for visualising temporal data are analysed and specified at previously
unsupported levels by breaking down visual encodings into decomposed layers, which
can be arranged and recombined through hierarchical composition methods. Afterwards,
the transformations of the properties of temporal data are defined by drawing from the
interactions found in the literature and formalising them as a set of conceptual operators.
The complete framework is introduced by combining the different components that form
it and enable specifying visual encodings, hierarchical compositions and the temporal
transformations. A case study then demonstrates how the framework can be used and
its benefits for evaluating analysis strategies in visual exploration.
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Chapter 1

Introduction

1.1 Motivation

Exploratory data analysis (EDA) (Tukey, 1977) calls for the use of multiple perspectives
on data to help formulate hypotheses before proceeding with other analytical methods.
Interactive data visualisation supports this approach with the use of various visual
encodings that form these perspectives and the interactions that enable navigating
between them. The resulting visual exploration process is empowered by enhanced
pattern recognition through abstraction and aggregation and the visual organisation of

data based on structural relationships (Card et al., 1999).

These benefits of visualisations are particularly related to temporal or time-oriented
data — that is, datasets containing records observed or measured over time. Recent
advances have greatly increased the capability of recording and storing such type of
data; analysing it requires appropriate visual methods that consider the various aspects
of temporal data. One such aspect is the linearity or periodicity of time, which depends
on the use of certain granularities or the units of time. Figure 1.1 shows an example
of two visualisations of temporal data: on the left side, the bar chart emphasises the
linear order for months of the year, whereas the chart on the right side emphasise the

cyclic aspect of the months.

Additionally, granularities are related when formed into calendars, which are lattice
structures (Bettini et al., 1998) that define the mappings between them, as seen
in fig. 1.2. The relationship between the mappings can be explored to analyse events

that happen at different scales, such as movement processes (Nathan et al., 2008).
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Attribute

Attribute A \

Time Time Q

(a) (b)

Fig. 1.1 Examples of visualisations emphasising: (a) linear aspect, (b) cyclic aspect.

This reflects the temporal resolution at which the data was captured and can be
used in the visual organisation of the data. For example, data collected at a scale
of minutes can also be visualised using coarser granularities such as hours — this,
however, requires the use of aggregation methods to represent non-temporal data.
More complex arrangements can be visualised by extracting parts of the granularity

lattice and combining granularities.

The need for encodings and interactions for effective visual exploration, given these
aspects of time, resulted in a number of techniques for interactive visualisation of
temporal data from many domains (Aigner et al., 2011). Although many of the
techniques used to show temporal data predate the use of computers, from a few
centuries to thousands of years (Funkhouser, 1936), the design of modern visualisations
is driven by the aspects of time. For example, Lammarsch et al. (2009) (fig. 1.3)
and Van Wijk and Van Selow (1999) designed visualisations that use the hierarchical
aspect of granularities. Others, such as Carlis and Konstan (1998), displayed temporal

data in spirals that emphasise both the linear and cyclic aspects of time.

The development of these interactive techniques led, in turn, to the emergence of
theories and models for time-oriented visualisation, helping to organise the existing
literature and enabling further research through a common foundation for visualisation
design. High level surveys (Silva and Catarci, 2000) and overviews (Aigner et al.,
2007b; Muller and Schumann, 2003) mapped out the literature of visualisation methods,

adapting terminology and concepts of time from other research areas such as artificial
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Years Fortnights
Months Weeks
Days
i \\
Hours Period of Day
Minutes

Fig. 1.2 Example of a calendar lattice. Although lattices are not intrinsically hierarchical,
the paths between the time units in the calendar enables a hierarchical structure to be
extracted from it, as highlighted in the figure.

Month / Day Month / Day
1 2 3 1 2 3
12345671234567 1234567 1 12345671234567 12345671

-
-

(N3

w

Quarter / Week

Quarter / Week

+

Y
U L s U L s LA L e UFT L e

~
U W o= U W = W e U W e

Fig. 1.3 GROOVE visualisation (Lammarsch et al., 2009), which enables users to
reconfigure grid-based views based on calendar units.

intelligence (Allen and Hayes, 1985), databases (Dyreson et al., 2000) and geographic
information systems (Peuquet, 1994). These concepts were later used to develop lower
level, generative approaches that improve the process of visualisation design, such as
taxonomies (Daassi et al., 2005), conceptual (Aigner et al., 2007a) and descriptive (Bach
et al., 2016a) frameworks and design spaces (Brehmer et al., 2017).

Although there is a clear evolution regarding the ability of these works to include

aspects of time as central parameters in interactive visualisation design, the concepts
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and design spaces defined are limited to describing only data and visual aspects of
interactive visualisation. For instance, although the conceptual framework by Aigner
et al. (2007a) includes aspects such as the dimensionality of the visualisation (2D or
3D) and the related temporal data (such as the number of granularities represented
in a visualisation), it does not discuss what are changes in the temporal data when
users click on some visual object or drag a slider to manipulate the granularities.
Another example is the design space by Brehmer et al. (2017), which describes visual
arrangements based on temporal aspects but does not describe the conceptual meaning
of the changes between the arrangements. Enumerating the transformations of time
that can be triggered as interactions facilitates the analysis of exploration strategies and
their replication (Ragan et al., 2015), through logging as steps that lead to the various
perspectives in the visual exploration process. It also enables systematic exploration of
the transformations and associated parameters.

At the same time, in these works, temporal granularities are included as simply an
aspect to consider in the visualisation design process, rather than a central aspect that
drives this process based on their characteristics. Examples from the literature (Lam-
marsch et al., 2009; Van Wijk and Van Selow, 1999) showed, in isolation, that various
arrangements of temporal granularities can be effectively explored with hierarchical
visualisations. In this category of visualisations, hierarchical structures are represented
through visual encodings that highlight, explicitly or implicitly, the relationship be-
tween the different levels in the hierarchies. For time visualisation, this means exploring
the relationship between the different granularities and also non-temporal dimensions

contained in the data.

A considerable body of research in this area includes models for hierarchical visualisation
design (Elmqvist and Fekete, 2010) and composite visualisations (Gleicher et al., 2011;
Javed and Elmqvist, 2012), design spaces for implicit hierarchy visualisation (Schulz
et al., 2011) and notations for describing visualisations (Slingsby et al., 2009). These
theoretical works help design general hierarchical and composite visualisations, yet
there is no theory or model linking them with the established theories for time-oriented
visualisations that would facilitate including the multitude of combinations between

temporal granularities in the visualisation design process.

These two identified gaps motivate the research presented in this thesis, which aims
to investigate how aspects of interactive temporal data visualisation and hierarchical
visualisations can be incorporated in the visualisation design process. The enhanced

visualisation process enables systematic exploration of multiple perspectives by exploit-
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ing the various characteristics of time through encodings and interactions, therefore

facilitating visual exploration of temporal data.

1.2 Research question

In order to address the gaps identified in the previous section, the following question

guides the research presented in this thesis:

o Primary research question: How can interactive hierarchical visualisations

help explore temporal data?

In order to answer the question, three secondary questions are defined and drive the

methodology applied in the research:

« RQ1: What are the interactive visualisation methods used for tempo-
ral data? This question is connected to the second part of the primary research
question — visual exploration of temporal data, which defines the scope of the
research. To answer this question, a survey of interactive visualisation methods
is presented and organised following criteria that emphasise characteristics of

encodings that are related to hierarchical visualisations.

« RQ2: How can hierarchical composition techniques be combined with
the surveyed visualisations? This question connects RQ1 with the first part
of the primary question — hierarchical visualisations, the area of information
visualisation research that is investigated within the defined scope. Concepts of
hierarchical visualisations and composite visualisations are defined and applied

for use with the surveyed methods.

« RQ3: What are the temporal interactions that facilitate exploring
temporal data in hierarchical visualisations? This question is related to
the gap identified in the first section about the use of interactions in frameworks for
temporal data visualisation. In addition to static specification of visualisations,
this work proposes temporal transformations of visualisations in the form of
operators that can be triggered by different types of interaction, such as direct

manipulation or selecting from drop-down lists.
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1.3 Research contributions

Combining the answers to each secondary question enables answering the primary

research question and arriving at the following primary contribution of this thesis:

e Primary contribution: Framework for Hierarchical Time-Oriented In-

teractive Visualisation

The framework presented in this thesis addresses the research gaps identified in the first
section. It comprises three components based on the enumerated research questions:
view, composition and transformation. The view component defines properties for
specifying visualisations based on the combination of the answers to RQ1 and RQ2.
The composition component defines the visual composition methods for structuring
the views into hierarchical visualisations, which are the answer to RQ2. Lastly, the
transformation component defines temporal operators that transform the properties
of time and alter the characteristics of time in visualisations — the effects of these

transformations is explored further in the thesis.

Additionally, two of the components are also presented as self-contained research

contributions:

« Secondary contribution 1: Layered specifications of interactive visual-

isations for temporal data

The specifications of surveyed visualisations techniques are presented as a novel contri-
bution to the literature. In contrast with existing surveys and overviews (see chapter 2),
the visualisations found in this thesis’ survey are presented in the form of decomposed
layers, where each layer forms a view that is hierarchically structured using any of the
suggested visual composition methods. The decomposition into layers allows comparing
the use of these basic blocks across visualisation techniques and the formation of a

multi-dimensional design space for exploring multiple perspectives.

e Secondary contribution 2: Temporal transformations for supporting

visual exploration

These are operators that are part of the transformation component of the framework.
These operators are transformations of properties of the time domain, that is, the
times that are used as references of items in the dataset that is being visualised.
This component is presented as a contribution that can be used independently from

the rest of the framework in non-hierarchical contexts. According to the review of
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state-of-the-art literature presented in this thesis, it is the first complete specification
of the temporal transformations that can be implemented as interactions in temporal

data visualisations.

1.4 Scope

An ambitious goal would be to develop a framework that encompasses all visualisation
methods and types of data that are related to time. However, there were time and
technical constraints that prevented that goal from being achieved. Therefore, a
realistic scope was set, being limited, first of all, to two-dimensional techniques that do
not include animation. In these techniques, the visualisation itself only changes through
user interaction (Muller and Schumann, 2003); the alternative would be visualisations
where any aspect of the visualisation changes automatically with animation. Designing
such visualisations includes a host of other design decisions, such as the speed of
animation and interaction techniques for controlling animation, for which this thesis
can serve as a starting point. The restriction to two-dimensional visualisations is done
on a similar basis: including an additional dimension has different design challenges,
such as dealing with object occlusion and deciding how to make transformations of 2D
visualisations compatible with 3D visualisations and vice-versa. Additionally, there is
evidence that viewers are better when comparing positions of objects in 2D and better
when comparing shapes in 3D (St. John et al., 2001); as it will be seen throughout the

thesis, position is the most common way of representing changes over time.

Within hierarchical visualisations, the scope of this project is limited to implicit
hierarchical visualisations (Schulz et al., 2011). These are the visualisations where the
links between different levels in the hierarchical structure are not displayed as visual
marks. This is in contrast with explicit hierarchical visualisations, where connections
between items in different levels are displayed through lines. Drawing the lines brings
a whole range of design challenges such as the use of visual variables to modify them
and finding the appropriate position of items in different levels to optimise the layouts;
to keep a realistic timeframe for the research, explicit hierarchical visualisations were
not considered. Finally, the framework only touches the surface of spatiotemporal
visualisation design, such as allowing multiple geographic features to be included in a
map visualisation or the visualisation of flows. Nevertheless, spatial dimensions can
still be used with layouts that project spatial positions. These limitations are described

throughout the thesis in the relevant chapters and revisited again in Chapter 9, in the
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context of further work to extend the framework or applying the framework in other

contexts.

1.5 Thesis outline

The rest of this thesis is organised as follows:

Chapter 2 introduces the main concepts and related works in the areas of time-oriented
visualisation and hierarchical visualisations, as well as other related research areas.
The characteristics of time that are explored in the are described in detail and the
terminology used in the literature is clarified. A critical view of the theories and models
mentioned in section 1.1 is introduced, contrasting the models and frameworks with
the work presented in this thesis and describing how they inform the research. The
major works in the areas that support this research, interaction for visualisation and

notations and languages for describing visualisations, are summarised.

Chapter 3 describes the methodology used to answer the primary research question.
An overview of the framework is given, along with justifications for the choices and
methods used to answer each secondary question. The components that are the answers
to each secondary question are then described in detail across three chapters. In chap-
ter 4, the data and visualisation models that support the framework are introduced;
visual composition methods are described in relation to hierarchical approaches and
characteristics of time, resulting in the composition component. In chapter 5, the
view component is presented as the answer to the question that enables specifying
visual encodings for temporal data visualisation. Finally, in chapter 6, the temporal

transformations included in the transformation component are described.

Chapter 7 combines the three components in the framework presented as the primary
contribution of this thesis. An overview of the complete framework is presented,
followed by a detailed description of the interplay between each component and their
effects and uses for visual exploration.

Chapter 8 demonstrates how the framework can be applied in visual exploration
through a case study in the context of a data visualisation challenge. The chapter
describes how each part of the framework supports the challenge’s visual exploration
tasks, which are then answered with visualisations and interactions specified with the
framework. The chapter concludes with an analysis of the exploration strategy that is

used, demonstrating the benefits of the framework for exploratory analysis.
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Chapter 9 concludes the thesis, reflecting on the research question outlined in the first
chapter and placing the contributions of the thesis in this context. The limitations
set by the scope are revisited and directions for further investigation of hierarchical
time-oriented visualisations are explored. The gaps identified in the classification of

visual encodings and interactions are also revisited to map future research directions.

1.6 Chapter summary

Two main lines of research drive this thesis: time-oriented or temporal data visualisation
and hierarchical visualisations. Beginning with a survey of temporal data visualisation,
each chapter of the thesis brings both fields one step closer, ending with a combined
framework for hierarchical time-oriented visualisations that is the main contribution
of this research. The next chapter lays out the groundwork for the rest of the thesis
by introducing the concepts that permeate the field of theoretical works for time

visualisation and hierarchical visualisations.






Chapter 2

Background and related work

As stated in the first chapter, the work presented in this thesis is positioned at
the intersection of two areas of information visualisation research: temporal data
visualisation and hierarchical visualisations. This chapter introduces the main concepts
from these areas that support the work, the related works where the addressed research

gaps were identified and other relevant supporting literature.

2.1 Background

2.1.1 Concepts and theories of temporal data

Exploring the temporal dimension enables understanding and explaining past events,
analysing actions in the present and predicting future outcomes. Time has been thor-
oughly explored across many areas, with different ways of perceiving and representing
time. For instance, chronobiology (Halberg, 1969) is concerned with the temporal
characteristics of biologic phenomena, including sub-topics such as chronophysiology,
chronotoxicology and chronopathology. In artificial intelligence, formalising the notion of
time enables computational reasoning about time and relating non-temporal assertions
to temporal assertions (Pani and Bhattacharjee, 2001). Yet another area of study is
geography, where understanding spatiotemporal processes necessarily includes time in
order to derive cause and effect relationships and represent change (Peuquet, 1994). In
some of these areas, time is conceptualised according to their specific needs; higher level

concepts and characteristics of time, however, can be used across multiple disciplines.
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For example, describing the multiple units of time as granularities is relevant to both

geography and artificial intelligence.

As temporal data visualisation is closely related to the lower level aspects of representa-
tion of temporal information, some areas of study are more relevant than others. Aigner
et al. (2011) highlighted in particular the works of Goralwalla et al. (1998), in databases,
and Frank (1998), in geographic information systems. Goralwalla et al. described an
object-oriented model of time based on four aspects of temporal data: the structure
of time, the representation of time, the order of time and the history of time. The

following sections introduce these four aspects and relate them to data visualisation.

Temporal structure

The temporal structure contains the basic temporal features of a model of time. Three
components are defined by the author: the type of time primitive, the type of time
domain and the determinacy of time. The time primitives represent the different ways
that observed time can be described: anchored primitives can have a temporal location
(e.g. November 23rd), while unanchored primitives refer to quantities of time (e.g. 3
days). Anchored primitives are divided into instants, which are single anchored times,
and intervals, which are pairs of anchored times. The only unanchored primitive is a

span or duration.

The domain refers to the mathematical structure that is used to describe the primitives:
in discrete domains, time primitives are modelled after integers: 0 second is always
followed by 1 second ands this applies to every unit of time. In continuous domains,
time can be infinitely divided: 0 second can be 0.1 second, 0.2 second and so on. Bettini
et al. (1998) also introduced the idea of lower and upper bounds of a time domain;
as, in practice, very often data is collected over a certain period of time instead of

infinitely, the bounds define the starting and ending times of the collection period.

Finally, determinacy refers to the uncertainty that is inherent to the relationship
between the different time units and the non-temporal observations: an event that

occurred on November 23rd is indeterminate in relation to the hours of that day.

Structure and visualisation: visualising temporal data requires deciding through
which visual channels the temporal dimension will be displayed. The structure of
time directly influences this decision; many times it is directly related to the data

and thus not always under control of the visualisation designer. Most visual channels
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are appropriate for representing instants. Intervals, on the other hand, require the
representation of both its starting and ending times; durations can also be derived

from intervals. This leads to the following design choices, illustrated in fig. 2.1:

o Anchored visual mark: the length property of visual marks can be used to display
the temporal interval by mapping time to one positional visual channel and

anchoring the visual mark at the appropriate starting and ending times;

o Unanchored duration: when there is no need to display time in a positional
visual channels, the interval duration can be calculated instead. In this case, the

duration ceases to be a reference and becomes a non-reference attribute;

o Mized approach: a cartesian representation called triangular model (Qiang et al.,
2012) uses both methods to display interval data. In this type of visualisation,
the temporal domain is mapped to the horizontal axis, while a scale of duration
is mapped to the vertical axis. In this case, point-based visual marks are used
to represent intervals and anchored in the calculated midpoint of the interval.
Vertically, the point is positioned in the corresponding value of the duration.
This combination severely limits the choices of visual encodings for non-temporal
attributes and is discussed again in later chapters. Another mixed approach is
the representation of set of possible occurrences (SOPO) proposed by Rit (1986)

which emphasises the uncertainty of events happening during an interval.

Temporal representation

This aspect is concerned with human readability and usability with regard to time; it
relates to the multiple units of time (or granularities) that humans use to represent the
passage of time and the temporal scales that result from the organisation of these units,
primarily in the form of calendars. The relationship between different granularities
and how to manage them has also been explored in areas such as databases; Bettini
et al. (1998) introduced the formal concept of a calendar, while Dyreson et al. (2000)
described a model to efficiently support granularities in databases based on these
concepts. Goralwalla et al.’s concept of calendar is a set of granularities, with definitions
of labels and number of time points in each granularity, and conversion functions

between the granularities.

Representation and visualisation: granularities determine the number of time

points that must be displayed; this primarily affects the choice of encodings that are



14 Background and related work
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Fig. 2.1 Visual representations of intervals. In (a), an anchored visual mark is used to
represent interval [; in a temporal horizontal axis. In (b), the duration of the interval
is derived and displayed as the length of an unanchored bar; in this case, the horizontal
axis may contain a distribution of intervals, for example, for comparing their duration.
In (c), the mixed approach is used; the point corresponding to I; is placed on the
midpoint of the interval in the horizontal axis and on the corresponding duration in
the vertical axis.

used to visualise the data, which must be configured to facilitate addressing the tasks
that are related to the granularity. In interactive visualisations, the support for multiple
granularities must also be considered; this is further discussed in this chapter and is

one of the direct motivations for this research.

Temporal order and history

Temporal order refers to the flowing of time in relation to the number observers. Goral-
walla et al. define two types of order: linear and branching. In a linear domain, time

flows from past to future in a single viewpoint. Branching domains contain points in
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time where viewpoints on the data diverge. One example is a measurement that is
consistent up to a certain date; from that date on, different measurements are taken
and share the same temporal reference. Order is also closely related to the characteris-
tics of granularities such as the cyclical nature of months, days, etc. In fact, Frank
(1998) provided an alternative classification of time in which he considered linear and
cyclic time separately from branching time: in this case, branching is considered as a

characteristic of all attributes of the dataset instead of only the temporal domain.

Order and visualisation: the order is an informing characteristic of time that guides
the design of visualisations. Visualisation can emphasise linear, cyclic or both aspects
of time (see fig. 2.2). For instance, circular arrangements can be used with cyclical
time, such as months of the year, where January and December are contiguous in the
visualisation; months of the year can also be visualised through charts from left to
right, where the cyclical aspect of months is not emphasised. Lastly, spirals are an
example of visualisation that emphasise both aspects, as the spiral grows linearly and

yet time points are visually aligned in cycles.

- (O®

(a) (b) (c)
Fig. 2.2 Schematic representation of temporal order. In (a), linearity is emphasised.
In (b), cyclicity is emphasised. In (c), the visualisation emphasises both linear (blue
arrow) and cyclic (red arrow) aspects.

The history aspect refers to data management issues, such as deciding how non-temporal
variables are related to temporal variables in observed records. As such, it does not

have particular effects on the visualisations.

Summary

This section described the basic concepts of time primarily informed by Frank (1998);
Goralwalla et al. (1998): how it can be modelled as temporal data and what are the

primary characteristics that relate to temporal data visualisation. The following section
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describes how frameworks and theories in the visualisation literature employ these

concepts to facilitate visualisation design.

2.1.2 Temporal data visualisation

Evolution in temporal data visualisation resulted in the development of theories and
models to lay out foundations for further efforts, allowing researchers to share knowledge
through a common language, facilitating the application of existing techniques and
identifying future research paths. In this section, the works that are directly related to
the research presented in this thesis are critically analysed. These are the works that
are most similar to this thesis regarding aim and content. The order used to describe
them is based on the evolution in generative power, from more descriptive to more
generative. These are not strict categories, but they convey the power of each work to
describe existing literature or help generating new visualisations. In this survey, strong
generative works may also be strong in their descriptive power, but, as it will be clear
afterwards, the opposite is not true for the earlier works. This categorisation also helps

to clarify the gaps that this research addresses.

Surveys and overviews

The first important work in the literature was the survey of visualisation of linear
time-oriented data by Silva and Catarci (2000). The authors suggested a classification
of methods following the framework specified by Goralwalla et al. (1998). The following
four categories are used: slice visualisation, in which a single granularity of time is used
in the representation; periodic slice visualisation, in which the multi-scale structure of
granularities is used in the representation; multi-slice visualisations, in which multiple
versions of events of a slice visualisation is represented — for example, simulations
that produce different results beyond a certain point; and snapshot visualisation, in
which only a single instant or interval of time is represented at any time. Within each
category, the authors enumerate and describe sources from the literature that fit into

that category.

There are also two tables summarising visualisation features and interaction features
of the surveyed systems and tools. The first table contains a mix of the proposed
classification, subjective categories, such as if the visualisation allows the identification

of trends or patterns, and other general categories such as the domain-dependence of
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the visualisation and use of the focus+context (Card et al., 1999) design principle. The
second table contains categories derived from the general taxonomy of interactions
by Shneiderman (1996) (see section 2.2.1) and temporal filtering, the only category of

interaction directly related to time.

The classification was an initial investigation of the techniques used for representing
temporal data and is an example of work that brings concepts developed in other areas
- in this case databases - into information visualisation. It provides a general idea
of how some characteristics of temporal data influence visualisation design, without
discussing how this influence translates into the choices of visual encodings for each

category of visualization.

Muller and Schumann (2003) also presented a general overview of visualisation methods
for temporal data. While the authors use the taxonomy of types of time by Frank
(1998), the criteria used to classify visualisations is based on aspects of representation
rather than the taxonomy, which is only used to give context to the descriptions in
each category. The classification contains three categories: static, dynamic and event-
based representations. The first two are opposite categories, where static contains an
explicit representation of the temporal domain. Dynamic representations, on the other
hand, contain representations of time-oriented data that are similar to the snapshot
category of visualisations suggested by Silva and Catarci (2000), where time is implicitly
represented by animation (automatic or user-controlled). The third category contains
visualisations that rather than showing changes in values of attributes, represent the
point in time where a significant change happen. The authors do not provide clear
criteria that define unique properties of event-based visualisation in relation to visual

encodings.

The systematic overview by Aigner et al. (2011) is also based on the taxonomy
proposed by Frank (1998). It classifies visualisation based on three aspects: time,
data and representation. Time includes two criteria: temporal primitive (instant or
interval) and temporal arrangement (linear, cyclic and branching). The data aspect
includes characteristics of the dataset: frame of reference, number of variables and
level of abstraction. The first criterion divides visualisations into abstract and spatial.
The authors justify it due to the large difference between non-spatial and spatial
encodings — a difference that is also considered in this thesis. The second criterion
categorises visualisations into univariate and multivariate visualisation, due to the
challenge of representing temporal data where multiple attributes change over time —

either associated with multiple objects or with a single object. The third criterion,
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level of abstraction, concerns the need for visual encodings that efficiently support
visual analysis when the number of items is too large to be displayed without some
level of aggregation being used. The representation aspect repeats the distinction
between static and dynamic representations and also includes the dimensionality of

the visualisation: 2D or 3D.

In terms of visualisation design, the classification maps out some choices for visualisation
design — it does not include considerations about how one aspect limits choices in
another aspect, for example. The authors note the fact that their classification is useful
for single views — that is, designing a single perspective on a dataset — and call for
the development of a general framework for time visualisation that considers all the
enumerated aspects of time with multiple perspectives. While their work was succeeded
by other frameworks that make advances towards that objective, as evidenced in next

section, this call is still relevant as a research motivation.

Taxonomies, frameworks and design spaces

Moving towards generative works that provide structured approaches to facilitate
designing visualisations, Daassi et al. (2005) introduced patterns of temporal data
visualisation design (see fig. 2.3) by adapting the steps of the visualisation model by Chi
(2000). The original model describes visualisation design as a pipeline of transformation
steps from data modelling to rendering. In the proposed adaptation, the visualisation
process is separated into non-temporal and temporal pipelines, which are merged at

different stages of their pipelines.

There are five feasible patterns of combinations and the varying merging stages indicate
the dependency between the non-temporal and temporal domains. Two cases are
equivalent to the distinction between static and dynamic representation as in Muller and
Schumann (2003). The other three cases consider the different stages where processes
are merged: mutual dependency of the encodings on both processes, partial dependency
of the non-temporal encodings on the temporal encodings and full independence of
encodings. The mutual dependency process means that changes in any of the processes
are reflected simultaneously on the other process. The authors define also two sub-
cases in this category: whether a single set of visual marks represent both domains
or there are separate sets of visual marks for each domain. Partial dependency of
the non-temporal encodings means that the temporal domain is processed up to the

rendering process, and visual marks for non-temporal domain are then processed based
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Fig. 2.3 Five patterns of combinations for time-oriented data visualisations by Daassi
et al. (2005): (a) dynamic visualisations, (b) static visualisations, (¢) mutual dependency
of temporal and non-temporal data, (e) partially dependent encodings and (f) fully
independent encodings. According to the authors, (d) and (f) are illogical within their
taxonomy.

on the temporal domain pipeline. One example is using the time to position the
visual marks of the non-temporal domain. Modifications of the visual marks of the
non-temporal domain, such as changing an attribute that is being visualised, do not
alter the temporal domain. The last combination, fully independent encodings, is where
temporal and non-temporal domain are simply rendered at the same time, completely
independently from each other. The authors define as impossible the patterns that
would represent multiple views of a dataset, for example, one non-temporal view and
one temporal view — although such combination is logical, it is likely that it is out of

scope within the context of their taxonomy.

The equivalence of some of these combinations to composite visualisation methods is
discussed in the next section. The taxonomy brings to light the differences between
preparing temporal data for visualisation compared to non-temporal data, however,
it does not describe in the detail these differences, such as what transformations
are suitable for temporal data, or the details about the choices in each stage of the

visualisation pipeline.

Aigner et al. (2007a) later introduced a conceptual framework largely based on their

work described in the previous section. While it is oriented towards wvisual analytics
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systems, most of the concepts apply to general interactive visualisations for time. The
framework has three aspects: internal data structures, visualisation and interaction
components and analytical and mining components. Internal data structures contain
the same categories defined in the previous work, with the addition of different types
of temporal scale (ordinal, discrete and continuous), granularities (none, single and
multiple) and viewpoints (ordered, branching and multiple perspectives). It is the
first conceptual work to explicitly consider temporal granularities as an important
factor in designing visualisations. It also includes concepts related to anchored or
unanchored time and distinction between event and states — the first involves data
points representing changes in a state (e.g. event signalling that a plane has switched
state from flying to landed), while, in the second, data points represent continuous
measurements of the state (e.g. all the time points when a plane was flying and all the

points when the plane was landed).

The visualisation component refers to the previously defined categories of static or
dynamic representation, the type of non-temporal data (qualitative or quantitative)
and dimensionality (2D or 3D). It also includes broadly the concept of visualisation
parameters as part of visual analytics systems, referring to parameters of the analytical
component, which relates to data mining algorithms such as clustering or forecasting.
As it is a conceptual framework, it is yet another example of work that covers the
surface of visualisation design for time, without delving deep into the variety of choices

of visual encodings and interactions.

The choices of encodings is the focus of a recent work by Brehmer et al. (2017), who
introduced a design space for timeline visualisation (fig. 2.4). Even though their scope
is data-driven storytelling instead of exploratory interactive visualisations, the design
space maps temporal concepts directly to characteristics of visualisations that are not

exclusive to storytelling visualisations.

The design space covers visualisations in which time is explicitly represented through
one or two positional channel and contains three dimensions to characterise this. The
first dimension is representation, and describes the visual arrangement of time. Possible
values include linear, radial, grid, spiral and arbitrary — the last one means that no
specific rules, such as algorithms, guide the positioning of visual marks. Scale refers to
the type of transformation used from the abstract temporal domain to the screen. For
example, mapping years based on a chronological scale results in the distance between
each visual mark representing a year being equal for all marks. Other possibilities

include relative, logarithmic, sequential and a special type of scale called sequential +
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Fig. 2.4 Design space for timeline visualisation with representation, scale and layout
dimensions (Brehmer et al., 2017).

interim duration where the temporal distance between marks is emphasised by different
symbols. Finally, layout refers to the organisation of the data and the temporal domain.
They include four possibilities: wunified, faceted, segmented and faceted+segmented.
Unified timelines refer to the visualisation of a single timeline; faceted timelines are
multiple copies of timelines representing different objects or entities — effectively, it
corresponds to the multivariate category of visualisation by Aigner et al. (2007a);
segmented timelines are those in which a timeline is visually broken down based on
time units — reflecting the existence of multiple granularities. Faceted+segmented
represents the case where a timeline is broken down visually and also duplicated for

multiple objects.

As mentioned, although the context of the design space is visual storytelling, there is
no aspect of the proposed dimensions that make them applicable only to these cases.
At the same time, while the design space comprises one subset of time visualisations —
static visualisations with time mapped to at least one positional channel — the scale
dimension can still be applied in other visual channels, as it is demonstrated in later
chapters of this thesis. The layout dimension also reflects general possibilities regarding
multivariate visualisations and the use of multiple granularities. The next section and
chapters 4 and 6 also explain how these dimensions are used in the components of this

thesis’ framework.
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Lastly, another similar work is the descriptive framework of temporal data visualisations
by Bach et al. (2016a). The authors use the space-time cube (Kraak, 2008) as an
abstraction from which visualisations can be derived, describing operations on the
cube that lead to conceptually different visualisations. It is important to note that
the framework is titled descriptive as opposed to prescriptive rather than opposed to
generative. In this thesis, this work is classified towards the generative end of theories
and models due to the fact that it can be effectively used to design visualisations rather
than only classifying existing works, even if it does not include recommendations of the
operations for specific tasks or datasets — there are no general theories in temporal data
visualisation with such aim. Four large categories of operations are defined: extraction,
flattening, geometry transformation and content transformation. Extraction operations
are related to filtering and projecting parts of the space-time cube to a visualisation.
Flattening operations are related to changing the aggregation level of one dimension of
the space-time cube and projecting it. Geometry transformations alter the internal
structure of the cube without modifying the contents of it (for example, not removing
or adding points). Content transformations, on the other hand, involve operations like
adding labels or colours. In total, forty-two operations are defined, including space and
temporal variations of some operations — for example, interpolating points in time

versus interpolating points in space.

Compared to this thesis and the works described so far, it has a stronger focus on the
conceptual aspects of relating visualisation techniques through an abstraction rather
than relating visual aspects. Visually dissimilar techniques are grouped together from
the perspective of transformations of the space-time cube, while some visually similar
techniques are shown to be conceptually dissimilar. The framework is also useful to
decompose visualisations in the same perspective and to allow the analysis of different
paths for designing visualisations. However, as acknowledged by the authors, while the
transformations seem to be suited for an interactive approach, there is no discussion
about how to use the transformations as part of an interactive visualisation. With
the exception of the time scaling operation, that defines a general aggregation on the
temporal axis following a numeric scaling factor, there are no other transformations
that make use of temporal granularities and how the other transformations might be

affected by the use of multiple time units.

On a lower level, in terms of abstraction level and detail, there is also the TimeBench (Rind
et al., 2013), a software library which includes a data model based on the various

characteristics of time described in this chapter. It is primarily based on mapping
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multiple temporal elements to temporal objects and realising this mapping through an
object-oriented model. The objective is to explicitly separate the time primitives as
entities on their own, acknowledging that manipulating time is a complex operation
that should not require reprogramming. For this research, this conceptualisation is an
inspiration for describing the temporal transformations in chapter 6; however, in this
thesis, the focus is to expose the properties of time that are required for the transfor-
mations rather than to formally define the relationship between the time domain and

the non-temporal attributes or objects.

Summary

There is a clear evolution in theories for time visualisation, from early works with
stronger descriptive power to recent works with stronger generative power, as sum-
marised in table 2.1. While both types of work are desirable, there are still gaps in
the generative literature that can be addressed. Notably, support for the effective use
of temporal granularities is lacking, as well as time-centred interactions. Temporal
granularities are acknowledged in descriptive models rather than generative ones, sug-
gesting that it is important to investigate how to include support for granularities in
generative models. At the same time, interaction is a secondary aspect in all of the
reviewed works. The only reviewed model that contains some temporal transformations
(the framework by Bach et al. (2016a)) does not describe them as transformations
that could be triggered by users through interactions in visual exploration. As the
remainder of this chapter shows, other areas of information visualisation can help to

address these gaps.

2.1.3 Hierarchical visualisations & composition methods for

visualisation

A major premise of this work is the idea that visual exploration requires an efficient
use of the structure of temporal granularities. The hypothesis investigated is that a
framework for hierarchical visualisations of time allows this efficient use. This section
describes the concept of hierarchical visualisations that is used in this thesis and also
explain what are the composition methods that are used in the framework that allow

multiple perspectives on temporal data to be visualised.
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Power Authors Year Type Visual Time Granularities
aspects Interac-
tions
Descriptive | Silva and 2000 Survey X X
Catarci
Muller and 2003 Overview X
Schumann
Aigner 2011  Systematic X
et al. view
Daassi 2005  Taxonomy X
et al.
Aigner 2007a  Conceptual X X X
et al. framework
Bach 2016a  Descriptive X X X
et al.* framework
Generative | Brehmer 2017 Design X X
et al. space

Table 2.1 Summary of the conceptual works for time-oriented data visualisation, ordered
by their descriptive and generative powers. While visual aspects are covered by all the
works, interaction and temporal granularities are considered by only a small number
of these frameworks and the most recent works are focused only on visualisation

aspects.

The power order also matches the temporal evolution of the references,

signalling a progress in the ability of these conceptual works to facilitate designing new
visualisations for temporal data. It is important to note that more generative power
does not necessarily mean less descriptive power — the table shows the path that led
to the current stage of conceptual works.
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Hierarchical visualisations are those that represent parent-child types of relationship
from hierarchical structures such as trees. These hierarchical structures can be formed by
true or explicit hierarchical information or by false or implicit hierarchical information,
which are formed arbitrarily. The explicit type of hierarchy comprises of information
such as organisational structures, spatial hierarchies (eg. countries, states, cities) and
temporal granularities (e.g. year, month, day of month). False hierarchies are formed
by combining non-hierarchical information through conditioning: arranging data points
in hierarchies matching selected attributes (e.g. year and region). Both types can be
visualised through two categories of hierarchical visualisations (Schulz et al., 2011):
explicit or implicit. Explicit visualisations encode the relationship between nodes
in different levels of the hierarchies using marks such as lines or arcs between them.
Implicit visualisations use positional variables to encode this relationship — positioning
nodes from the highest level of the hierarchy near the top of the screen, for example,
or placing children nodes inside representations of parent nodes. Although explicit
visualisations are out of the scope of this thesis, they will be referred in this section as

a type of composition method.

Schulz et al. described a design space for implicit visualisation of hierarchies, with
dimensions that define the representation of the nodes themselves (node representation),
the representation of the relationship between the nodes (edge representation) and the
method for visually laying out the nodes (either starting from the root of the hierarchy,
via subdivision, or with the leaves, via packing). They also include a dimensionality
category, which can be 2D or 3D. The most important dimension related to this work

is edge representation. Three types of representation are described:

e inclusion, in which a representation of a child node is fully rendered inside the

representation of a parent node (fig. 2.5 (a));

e overlap, in which a representation of a child node partially overlaps the represen-
tation of a parent node (fig. 2.5 (b));

o adjacency, in which a representation of a child node is positioned immediately

outside the representation of a parent node, without overlapping it (fig. 2.5 (c)).

The design space does not include any mention to layout algorithms, nor considers
representations where the alignment is used to denote a parent-child relationship, such
as in adjacency representations with the inclusion of space between nodes. The authors
also do not discuss how the design space can be applied in temporal data visualisations.

Another interesting characteristic of the design space is that the the dimensions are
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Fig. 2.5 Implicit hierarchical representation methods from Schulz et al. (2011): (a)
inclusion, (b) overlap and (c) adjacency.
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applicable to the hierarchical structure as a whole — there are no ways to apply the
design space at different levels of hierarchies as it is described. The authors acknowledge
that as part of an issue in implementing the design space. The fact that instances of
the design space can be combined for different levels, which the authors call as mizing
design choices, relates heavily to the concept of composite visualisations. These are
visualisations containing multiple perspectives on the data, based on various types of
visual arrangements. Javed and Elmqvist (2012) proposed five methods that generalise
the previously existing coordinated multiple views paradigm (Roberts, 2007) and the
juxtaposing and superposition methods proposed by Gleicher et al. (2011). They are:

o Juztaposition (fig. 2.6 (a)) positions views side-by-side, in a similar way to the
adjacency method suggested by Schulz et al.. This method is also conceptually
similar to the idea of fully independent encodings by Daassi et al., without the

requirement that encodings are different;

o Integration (fig. 2.6 (b)) also position views side-by-side, however, these also
include explicit links between views, such as lines connecting marks representing
the same data point in different views. Juxtaposed views, on the other hand,
rely on shared visual variables as implicit links, such as the same colour scale

being used in both views to identify data points across views;

o Superimposition (fig. 2.6 (c)) defines views rendered on the same space and
overlaid on top of each other, such as maps containing multiple layers of features.
The defining feature of this method is the fact that the underlying data in each
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(a) Juxtaposed views. (b) Integrated views. (c) Superimposed views. (d) Overloaded views. (e) Nested views.

Fig. 2.6 Visual composition methods from Javed and Elmqvist (2012): (a) juxtaposition,
(b) integration, (c) superimposition, (d) overloading and (e) nesting.

view is different, even though the coordinate system and boundaries of it are the
same. One example is multiple line charts drawn on top of each other, where

each line chart is considered a separate view.

« Overloading (fig. 2.6 (d)) is a variation of superimposed views, but, in this case,
all the views share the same underlying data structure. This composition method
describes visualisations where a different encoding, called client is overlaid on top
of another one, called host, using the visual structure of the host. The examples
given concern the case when a host visualisation can be enhanced by the addition
of a client visualisation. This is conceptually similar to the mutually dependent

encodings case with separate visual marks by Daassi et al..

 Nesting (fig. 2.6 (e)) defines a client-host relationship where the client visualisation
is rendered nested inside visual marks of the host visualisation, replacing the
original visual mark. While the authors do not require that the encodings of
the client and the host are different for nested views, the examples they give are
all based on this idea. Conceptually, the nesting defined in this design space
can be seen as a case of mixing design choices in the implicit hierarchy design
space. The notion of an implicit hierarchy is embedded in the fact that each
client visualisation is replacing a visual mark of the host, therefore it contains
only the data that is associated with the data point it is replacing.

Although the idea of client-host suggest a hierarchical relationship, it is only defined
for overloading and nesting. Furthermore, the authors do not discuss the fact that
visualisations can depict multiple encodings for the same object or the same encoding
for multiple objects, even though some of the given examples fit into one of these
categories. Gleicher et al. (2011) suggested juxtaposing and superposition for implicit
compositions and explicit encodings for explicit compositions, in the context of visual
comparison of multiple objects or events. These design choices regarding the organ-

isation of datasets for the different compositions are described by Munzner (2014)
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(a) (b) (c) (d)

Fig. 2.7 Visual composition methods proposed by Munzner (2014): (a) different
encoding, all data, (b) different encoding, one subset, (c¢) same encoding, one subset,
(d) same encoding, multiple subsets.

as the decision about what parts of the dataset are shown in each view: the same
data, a subset of the original dataset or disjoint subsets (facets) of the original dataset.
Coupled with the option of using the same or different encodings, four combinations

of data and encodings are defined:

o Same encoding, one subset of data: this combination describes visualisations
where the same encoding that is used for the whole dataset is also used to provide
a detailed view of part of the dataset, which is the overview+detail principle for

visualisation (fig. 2.7 (c));

e Same encoding, multiple subsets: sometimes called faceting, this combination
describes the the general concept of small multiples Tufte (1983), in which several

views of disjoint parts of a dataset are shown side-by-side (fig. 2.7 (d));

o Different encodings, all data: this combination describes the concept of multiform

or multiple views, which is the general term used for composite visualisations
(fig. 2.7 (a));

o Different encodings, one subset: this describes the combination of the overview-+detail

principle with multiform visualisations (fig. 2.7 (b)).

Some of these combinations are special cases of the methods suggested by Javed and
Elmqvist iterated for same or different encodings. However, Munzner only defined
them for juxtaposed views rather than for all composite view methods. Likewise, it
does not include the case where multiple subsets are displayed along with the parent
set. This is only described as part of partitioned views and nested visualisations, along
with a discussion about how to partition the data into subsets or disjoint subsets,

following the idea that either dimensions or subsets of values can be used to organise
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datasets hierarchically. Elmqvist and Fekete (2010) also used this notion of partitions
and expanded it into a framework for hierarchical aggregation by introducing lower
level concepts for implementing hierarchical visualisations, which are based on a
direct representation using wvisual aggregates. The authors discuss how to perform
the aggregation, what type of information can be conveyed through aggregated items
(such as the average value of an attribute), rendering strategies and visual interaction
mechanisms that allow the hierarchical structure to be explored without modifying the
underlying structure. Yet again temporal data visualisation is not mentioned in this

framework.

The Hierarchical Visualisation Expression (HiVE) notation by Slingsby et al. (2009) also
has a model for hierarchical visualisations based on false hierarchies. The motivation
for this model is to support answering research questions about a dataset using different
configurations of false hierarchies and different perspectives on these configurations.
The use of implicit hierarchies does not mean, however, that the visualisation must also
be of the implicit type. While examples given by the authors use the treemap category
of visualisations and are thus based on the nesting method, the method of composition
itself is absent from the notation. This thesis uses the model reconfiguration of
hierarchies used by HiVE as a motivation for applying hierarchical visualisations to
temporal data. HiVE primary concern, however, is providing the notation to describe
the arrangement of hierarchies. Visualisation aspects such as layouts and shapes are
not specified or investigated by the authors. Additionally, the model only includes
interactions in the form of operators that rearrange the hierarchies or modify visual

mappings.

MacNeil and Elmqvist (2013) introduced wisualisation mosaics, a model and notation
for designing juxtaposed visualisations with a grid-like arrangement. The model is
based on the notion of dividing a visual space into groups of tiles of visualisations.
The space division and arrangement of the mosaics follows a recursive definition of the
groups and tiles in the notation, but there is no notion of data hierarchies. The idea is
that attributes of the data, not subsets, can be seen through different visualisations. A
similar, non-hierarchical approach, was proposed by Wickham and Hofmann (2011) as
product plots. These plots use false hierarchies to partition the view and display counts
and proportions through area or length-based primitives. The false hierarchies are
derived from statistical concepts such as conditional probability, from which the name
derives. The main concept is generating charts by alternating vertical and horizontal

primitives and display conditional proportions, resulting in implicit visualisations



30 Background and related work

which mix juxtaposition with nesting. Because of the focus on displaying counts
and probabilities, none of the primitives are point-based or connected with lines and

temporal variations are not considered.

Summary

This section examined the various composition methods, summarised in table 2.2, that
can be used to display hierarchies, including methods not originally described for such
purpose. The table highlights the similarity between the methods described in the
literature that were not proposed with the same aim or even derived from each other,
suggesting that the concepts of hierarchical and composite visualisations are highly
related. Besides the notion of explicit and implicit hierarchy visualisation, the concept
of explicit or implicit hierarchies was also described, as well as the various alternatives
for combining encodings and data in multiple views. The surveyed methods, however,
do not generalise the idea of partitioned or conditioned datasets for all composition

methods; this is explored in chapter 4 as part of the contribution of this thesis.

Two other aspects that are missing in these works are time and interaction. The
fact that, in some cases, temporal granularities are a natural match for hierarchical
and composite views raises the question about how these methods can be used with
temporal data, which motivate this thesis. With the exception of the HiVE notation,
interaction is at most considered as part of the navigational aspects of exploring
hierarchies that have already been defined, such as focussing on some parts of the

hierarchy, but not as a means to enable users to interactively reconfigure hierarchies.

2.2 Further related work

The next three subsections contain brief overviews of areas that inform parts of the
research presented in this thesis and help address the aforementioned gaps. The first,
taxonomies of interaction methods for visualisation, relates to the transformation
component of the framework presented in this thesis. Categories of interactions are
described and analysed in the bigger picture of interactive visualisation. The second
section contains notations and description languages for visualisations, which are used
to describe how the visual encodings map to elements of the data — this is related to
the view component of the framework. The third section contains an overview of tools

and environments for visual exploration. Examples of these tools and the aspects of
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Source

Implicit

Explicit

Javed and
Elmqvist
(2012)

Gleicher
et al.
(2011)

Schulz
et al.
(2011)

Daassi
et al.
(2005)

MacNeil
and
Elmqvist
(2013)

Wickham
and Hof-
mann

(2011)

Juxtaposition

Juxtaposition

Adjacency;
Overlap

Fully

independent

encodings

Juxtaposition

Juxtaposition

Superimposition Overloading

Superposition -

Nesting

Inclusion

Mutually
dependent,
separate
marks

Nesting

Integration

Explicit
encoding

Table 2.2 Summary of composite visualisation methods for hierarchical and non-
hierarchical visualisations. The use of juxtaposition for both types of visualisation
is clear across the literature, while the other methods vary between hierarchical and
non-hierarchical visualisation. Empty cells are justified due to the different objectives
of each work: the first two do not have an emphasis on hierarchical visualisations,
while the third work does not cover explicit visualisation of hierarchies, which are also

out of the scope of this thesis. The last column is included to show that at least one
model for time visualisation contains similar concepts to composite visualisations.
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visual encodings and interactions that they support are given in relation to temporal

data and hierarchical visualisations.

2.2.1 Interaction taxonomies

Understanding how users interact with visualisations is essential to choose which
method of interaction that is appropriate for the variety of tasks and visual encodings.
While the field of human-computer interaction is concerned with most of the research
on the methods that allow users to input their actions in computers, research in
information visualisation also investigates the science of interaction (Pike et al., 2009)
that helps with understanding the role of interaction in visualisation. Yi et al. (2007)
and Roth (2012) argued that there is a large variation in the nature of taxonomies
proposed within the scope of this science of interaction: some taxonomies focus on
low-level interactions (Buja et al., 1996; Chuah and Roth, 1996; Dix and Ellis, 1998;
Shneiderman, 1996), while others focus on high-level tasks (Heer and Shneiderman,
2012; Zhou and Feiner, 1998). Both also suggested that the variation can be explained
by the stages of action model by Norman (1988). Roth, examining it in the context of
cartographic visualisation, named it as as stages of interaction; between this author
and Norman, the only difference is the name of the object being interacted with: the

former refers to visualisations, the latter refers to any object in the real world.

The model, displayed in fig. 2.8 contains seven cyclical stages that describe how a
user interacts with a system by: (1) forming a goal, (2) forming an intention, (3)
specifying an action, (4) executing an action, (5) perceiving the state of the system, (6)
interpreting the state of the system and (7) evaluating the outcome. The steps in the
direction of the visualisation are named by Norman as the gulf of execution, whereas
the steps in the direction of the user are named as the gulf of evaluation; in the science
of interaction, one goal is to reduce these gulfs to facilitate the use of visualisations —
this is not explored in this thesis. Roth (2013) explained the aforementioned variation
in taxonomies by suggesting that interaction taxonomies can be classified into objective
taxonomies, related to the first two steps of the cycle, operator taxonomies, related
to step 3, and operand taxonomies, which are related to step 5 because they describe
interactions based on the target of the interaction. In summary, a visualisation is
conceptually represented by operands that are affected by operators triggered by the

user, in order to fulfil his goals/objectives.
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Fig. 2.8 Stages of action model by Norman (1988), with the inclusion of Visualisation
by Roth (2012).

Among these steps and types of taxonomies, operator and objective taxonomies are
those of most interest to this research. As stated in section 2.1.1, theories and models
for time visualisation are rich in operand taxonomies but poor in specifying actions.
Therefore, in order to develop the transformation component of this thesis’ framework,
the interactions included in interactive visualisations for time were classified and
analysed. For this purpose, the categories of interaction intents proposed by Yi et al.
(2007) were used. These categories represent high-level intents that do not depend
on the visual encodings and can be mapped to low-level interaction techniques. The
taxonomy does not contain objective measures that can be used to classify existing
interactions, which means that some interactions can fit into more than one category.
However, the descriptions are general enough that the interactions in the systems
can be distinguished from each other at a suitable level. In comparison with existing
taxonomies, the advantage of this taxonomy is that it does not imply the use of
specifics visual encodings or low-level interaction mechanisms, such as those that

describe interactions such as brushing. The categories are:
o Select: mark data items, separating them visually from the other items;
o FEzxplore: navigate the visual space to view different parts of the dataset;

o Reconfigure: show different parts of the dataset by rearranging the visual space

with different perspectives;
e FEncode: change the visual representation of marks (e.g. colour);

o Abstract/elaborate: change the aggregation or abstraction level, either in the data

space or the visual space;

o Filter: show or hide data items following specific conditions;
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o (Connect: change the visual representation of items relative to one or more items

of interest, or introduce new items based on the same condition.

In chapter 3, it is explained how these categories were used to arrive at the temporal

transformations of the framework, which are then described in chapter 6.

2.2.2 Notations and description languages for information vi-

sualisation

The literature covered so describes high level concepts related to visualisation. To
enable applying these concepts in a practical medium, over the years, visualisation
grammars, declarative embedded languages and libraries have been developed. To this
thesis, the interest is in how these languages allow specifying the mappings from data

items to visual marks and defining composite views.

The category of visualisation grammars includes the Grammar of Graphics (Wilkinson,
2005) (GoG), the layered grammar of graphics (Wickham, 2010) (LGoG), Vega ! and
Vega-Lite (Satyanarayan et al., 2016), which is an extension of Vega. They provide
commands and rules at different abstraction levels to specify visualisations. While
the internal models and semantics of the rules vary among these grammars, they all
follow the underlying idea from the original GoG, which is describing visualisations
with multiple basic blocks that map data items to the visual encodings. These basic
blocks are composed of data transformations, definition of scales that transform values
from data space to abstractions, different ways of projecting these scales with different
coordinate systems and rules for assigning data and values to positional and retinal
channels of visual marks. Additionally, these grammars also support other graphical
features beyond the rendering of visual marks, such as drawing the azes that represent
the scales or tooltips and captions in common charts. These grammars are accompanied
by implementations in different languages, which also lead to different ways of building
them. Particularly, Vega and Vega-Lite have JavaScript implementations that use static
specifications of visualisations, in files that have a structured notation for describing
key-value tuples (JSON). On the other hand, LGoG has been implemented as ggplot?
in the R programming environment, which requires either running scripts to build

visualisations or inputting commands to build the visualisations interactively.

thttps:/ /vega.github.io/vega/
2http://ggplot2.org/
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In terms of hierarchical visualisations and composition, the support for them in these
languages and grammars vary in the following ways: default functionality, unique
commands for composition and visual variable mapping, with the last one also being
divided into layout arrangements and retinal property mappings. Default functionality
means that one composition method is used as default, unless another composition
method is explicitly defined. This is the case for superimposing multiple encodings
for the same data in GoG, LGoG and Vega — Vega-lite does not have any default
functionality regarding compositions. Unique commands means that the language
has specific properties or operators to define compositions, which is the case for the
facet operator that is used in LGoG and Vega-lite, as well as the repeat, concat and
layer operators in Vega-lite. The facet operator juxtaposes multiple subsets with the
same encoding in the two grammars that have it. Concat and repeat are used to
juxtapose views for the same dataset; the difference between them is that concat allows
a completely different specification of additional views, while repeat has a systematic
parameterised composition. The parameterisation means that multiple charts can
be generated with only one visualisation parameter varying; for example, bar chart
views for two different quantitative variables changing over time. Layer superimposes
different encodings on top of each other; it can be combined with repeat and concat to

generate multiple superimposed charts.

Some of these grammars also use the properties that specify the mapping of data items
to visual channels as means of composition. In the GoG, this is done either through
the configuration of the coordinate system or assigning categorical variables to retinal
properties. As it is a grammar that is based on algebraic compositions of variables of a
dataset, with operations such as unions and cartesian products, the resulting number
of dimensions used in the composition defines the arrangement of juxtaposed views.
The arrangement is also based on the order of variables in the algebraic composition.
Furthermore, as all values of a dataset are shown (unless aggregation is specified),
when assigning a categorical variable to the colour channel, for instance, points are
painted according to the values of the assigned variable. In the case of colouring
based on a categorical variable with three values, three colours will be used, signalling
the existence of subsets in the data. This is different compared to the other three
grammers, which have a mix of special aggregation abstractions and visual variable
assignment for using subsets of data. LGoG provides a group property that defines
which categorical variable is used to create the subsets, but assigning certain types
of variables to certain channels like colour will have the same result as in the GoG.

Vega contains a special group abstract mark that defines panels for multiple views;
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GOG LGOG Vega Vega-Lite HiVE

Juxtapose multiple subsets C,L O L G,L O, L \Y
Juxtapose one subset C, L U G O, L U
Superimpose multiple subsets \Y \Y G \Y% \Y
Superimpose one subset D D D O U
Nesting U U G L D

Table 2.3 Table of support for composition methods in the main notations used for
describing visualisations. U means unsupported, D means default functionality, L
means support via layout definition, G means support by a special group visual mark,
O means specific operator to specify the composition and V means support via visual
variable assignment. Vega and Vega-Lite provide various levels of support for the
different combinations.

these can be parameterised by the data as well to generate a variety of combinations

of encodings through juxtaposition, superimposition and nesting.

In table 2.3, a summary of the composition methods in each notation is given, with the
addition, for comparison, of the HiVE notation introduced previously. Besides the clear
differences between them, it is also notable that nesting is generally under-supported
by these grammars, also reflecting the limitations in the support for hierarchical data.
Similar to the frameworks discussed previously, these grammars have varying strengths
and weaknesses in terms of support for composition. This is also related to the
differences between them and the research presented in this thesis, primarily explained
by the fact that designing a general language for visualisation requires definitions of
syntaxr and semantics in addition to the model. The work presented in this thesis
focuses on the development of the model rather than the language used to specify it in

practical use.

2.2.3 Tools and environments for visual exploration

In addition to programming languages, end user applications for visual data exploration
have also been developed. These range from tools such as Mondrian 2, which enables

users to analyse datasets with various visualisation methods, to Tableau (Tableau Soft-

3http://www.theusrus.de/Mondrian/
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ware, 2018), which enables users to design, share and explore interactive visualisations.
Other similar tools are Spotfire (TIBCO Software Inc., 2018) and Qlik (Qlik, 2018).
To this thesis, the interest is in the aspects of these applications that involve hierar-
chical and temporal data visualisations. While some of these tools enable lower level
reconfigurations, one aspect in particular is the possibility of configuring coordinated
multiple views in a dashboard approach, which is present in most of them. In order to
generate shareable dashboards, these tools also allow users to transform their data as

needed, cleaning and modifying attributes.

Among the state-of-the-art tools, Tableau stands out in particular due to its origins
in academic research (Stolte et al., 2002). It includes mappings from data to visual
variables in a similar manner to the Grammar of Graphics, while also offering predefined
configurations to users. In terms of hierarchical and visual composition aspects, it has
a tabular view of the the data and visual space, with limited support for a hierarchical
arrangement of views. Both Tableau and Spotfire allow users to rearrange views freely
in the dashboard mode though. However, the rearrangement is not connected to the
data, as there is no native support for hierarchically connecting views so that they are

superimposed according to the composition methods described above.

These tools are included as part of the survey in chapter 6.

2.3 Chapter summary

This chapter has identified the gaps in the two main research areas that motivate this
work, which are: conceptual works on time visualisation overlook interactions and
temporal granularities, while conceptual works for hierarchical visualisations overlook
the temporal dimension. These are discussed in detail as research opportunities
emerging from the main works that define these two research areas. Moreover, other
related works that inform the research have also been described. The gaps that were
identified suggest the need for more research to bring closer the two areas: the next
chapter describes the methodology that is used to develop the framework that helps to

achieve that.






Chapter 3

Methodology

This chapter introduces the methodology used to arrive at the main contribution
of this thesis, a framework for hierarchical time-oriented visualisations. The first
chapter introduced the primary research question — how can interactive hierarchical
visualisations help explore temporal data? — with three connected secondary questions.
This chapter outlines how the framework is used to answer the primary question and
how the secondary questions are used to design the framework. First, the context of
visualisation design is described, explaining how existing visualisation models relate to
and inform this thesis. Afterwards, each secondary question is reviewed, along with

the justifications, supported by the literature, for the methods used to answer them.

3.1 Addressing the primary research question

The objective of this and the following chapters is addressing the primary research
question, how can hierarchical visualisations help explore temporal data?, through
three secondary questions. A framework that encompasses the aspects of visualisation
is presented as the answer to the primary question, covering various steps of visuali-
sation design as shown in fig. 3.1. Each component of the framework is derived from
investigating the secondary questions. The wview component is concerned with the
description of visual encodings used in visualisations, from a hierarchical and temporal
perspective. The composition component includes hierarchical aspects and the explo-
ration of composite multiple perspectives, based on the paradigm of exploratory data
analysis. The focus on temporal data exploration is enabled by the transformation

component. The next section places these aspects and components in the context of
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visualisation design; this is followed by the description of the methods used to answer

each secondary question and arrive at these components.

Composition

modifies

combines Transformation

modifies

View

Fig. 3.1 Overview of the framework with the three components. The View component
contains the descriptions of the visual encodings; the Composition component defines
how visual encodings are combined in a hierarchical manner. The Transformation
component modifies the visual encodings as well as the compositions.

3.2 Context

The questions answered in this thesis are not isolated from the process of designing
and implementing an interactive visualisation, from data collection to rendering and
the continuous interaction feedback from users. As a research topic on its own,
the visualisation generation process has been organised and described in various
models (Chi, 2000; Jankun-Kelly et al., 2007; Van Wijk, 2005). The first model to
describe the computational stages of visualisation design was the conceptual visualisation
process introduced by Haber and Mcnabb (1990), which contains three major steps:
transforming raw data into derived data, mapping derived data to abstract visualisation
objects (AVO) and rendering AVO’s into a displayable image. As this process does not
include user interactions, Card et al. (1999) adapted it into the information visualisation
reference model (fig. 3.2), including user interactions in each step. The adaptation
effectively transforms the process into a cycle, acknowledging the fact that interacting
with visualisations is a dynamic process that does not end when the visualisation
is rendered. However, as a model that can be instanced for various domains and
applications, with different types of mappings and abstractions, it does not aim to

capture the underlying ideas in the interaction cycle.

As mentioned in the previous chapter, this interaction cycle has been described by Roth
(2012) and Norman (1988) in the stages of interaction model (fig. 2.8). Because it
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Raw Data Data Abstractions Visual Structures View

Data Transformations Visual Mappings View Transformations

Interaction

Fig. 3.2 Information visualisation reference model adapted from Card et al. (1999). The
model describes the steps that are used to generate a visualisation from any dataset,
with interaction allowing these steps to be revisited during execution.

is focussed on understanding the different steps that lead from a user executing an
interaction to evaluating its outcome, in virtual or physical objects (named operands),
the cycle does not account for the process of generating the operand. It is evident
that this complement Card’s pipeline, as operations used to generate visualisations
as operands can also be part of the interaction cycle; a user can interactively trigger
the same data transformations that were used to design the visualisation. Figure 3.3
shows how the steps of specifying and executing actions in Norman’s model overlap
with the three steps of Card’s reference model — the merged model is referred to as
Card-Norman model in the rest of this thesis. In the merged model, the Visualisation
is the final result shown to the user; it may be part of an interactive system or included

on a web page, as well as composed or not by multiple views.

The investigated research question is related to multiple steps in these models. The
steps of data transformations and visual mapping relates to generating data abstractions
from temporal data and hierarchies and the visual structures that correspond to these
abstractions, respectively. Exploration of temporal data is related to various steps of
the pipeline and the whole interaction cycle. The following sections describe how each
secondary research question relates to a framework that encompasses all these steps,

as shown in fig. 3.1.

3.2.1 RQ1l: What are the interactive visualisation methods

used for temporal data?

This research question was addressed by surveying the literature of time-oriented visual-
isation techniques. Three primary steps were used to answer this question: organisation

of the literature, description of the visual encodings found in the organised techniques
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Raw Data —— Data Abstractions Visual Structures

Data Transformations Visual Mappings

View
Transformations

Specify/execute action

— —-.____r

p— L.

P - ~

/ Form goal/form intention \
1!!
User Visualisation

w, Evaluate outcome Interpret state /
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Fig. 3.3 The merged Card-Norman model. The upper part of the model describes the
design phase of the visualisation, from which the major transformation steps can be
reused in the execution phase, represented by the lower part of the model. The stage of
specify/execute action from Norman’s model is placed outside the loop and connected
to the three transformation steps of Card’s reference model, showing the conceptual
overlap between the models.
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and generation of visualisations through specifications that allow the replication the

visual encodings. The generative part is used as the view component of the framework.

The initial search in the literature was based on the survey by Aigner et al. (2011), to
avoid unnecessarily repeating efforts. The selection of entries at this stage followed the
scope of the research, which means that techniques with 3D visualisations and largely
based on glyphs, where possible to identify from title and abstract, were excluded.
From this first collection of entries, search continued in two paths: following references
and searching the primary scientific outlets of information visualisation research. The
criteria for exclusion was extended by checking for repetition of visual encodings for
common visualisation techniques, such as bar charts. The outlets examined were:
the IEEE VIS conference, including the InfoVis track with papers published in the
Transactions in Computer Graphics and Visualisation journal; the EuroVis conference,
with articles published in the Computer Graphics Forum journal; the Information
Visualisation journal and the Pacific Vis conference. Other outlets were only included
as part of citation follow-ups; these include other relevant venues such as the ACM

Conference on Human Factors in Computing Systems.

The method used to organise and describe the literature was a variation of thematic
analysis based on a deductive approach (Fereday and Muir-Cochrane, 2006). Thematic
analysis is a qualitative research method that is used to derive models or theories from
qualitative data; inductive or deductive approaches can be used. Inductive thematic
analysis uses emerging codes to categorise data items; the codes are defined by the
scientist conducting the survey, and thus is typically used to analyse textual data such
as interview transcripts. In contrast, a deductive approach uses predefined codes based
on the theories that inform the research. In this thesis, existing concepts of temporal
data and visualisation design, described in chapter 2, were used as codes to classify
visualisation techniques. This is justified due to the fact that the research presented
in this thesis is not intended to redefine basic concepts; additionally, the surveyed
data is not unstructured text, but is derived from an analysis of scientific articles and
inspection of visualisation techniques. The coding was done only by the author of the

thesis.

The organisation of the literature was based on two criteria: type of coordinate
system used in the visualisation and type of time primitive that is represented. Both
emerged as characteristics that form pre-conditions for designing the rest of the
visualisation technique: mapping any variable to a positional channel has different

meaning depending on the type of coordinate system that is used, for example. At the
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same time, it can be used to analyse the similarity between visualisations that use two
different coordinate systems. The second criterion, type of time primitive, is also an
aspect that limits further design choices, leading to encodings that are not compatible
with each other or that cannot be explored through multiple perspectives, as seen in
the different types of representation of time in chapter 2. Initially, other aspects of
time were also used, such as linear or cyclic. However, as the survey went on it became

clear that these were not distinguishing aspects for designing the framework.

The second step, describing the encodings, was done by identifying how and which
visual channels are used in each surveyed technique. The main method used to do
this was an adaptation structure of information visualisation proposed by Card and
Mackinlay (1997). It involves listing the data variables that can be identified in
visualisation techniques and mapping them to visual channels: position, colour, size,
etc. The original method also included description of interface widgets, such as sliders,
and basic data transformations, such as sorting. Another difference is the use of named
variables in the original method; in this thesis, they were replaced by variable types.
The details about how this method was applied in this thesis is described in the next
chapter.

The final step, related to the generation of visualisations, was to encode the descriptions
as specifications of layers. This step required choosing basic visual properties and valid
values for these properties that allow the replication of visual encodings. The aim is to
allow the use of these building blocks in hierarchical visualisations. As such, this step

was fully completed by answering RQ2.

3.2.2 RQ2: How can hierarchical composition techniques be

combined with the surveyed visualisations?

This question is addressed in chapter 4 by investigating how hierarchical techniques,
including both the use of hierarchical data structures and the visual methods that
are used to display them, can be combined with the visualisation techniques surveyed
in RQ1. There was not a particular methodology that was used to arrive at the
component, such as the ones used in RQ1 and RQ2, but nonetheless there is a
supporting logic behind its definition. It started with an analysis of the characteristics
of conditioning data and generating hierarchical structures, with the introduction
of a data and visualisation model. This led to the mathematical description of the

relationship between data variables and the hierarchical structures, which underpins
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the combination between elements of hierarchical structures with the composition
methods identified in section 2.1.3. These combinations result in the visual composition
methods supported by the framework, which are described in detail in the rest of the
chapter.

As mentioned, later in chapter 5, these visual composition methods are used to complete
the specifications of encodings by connecting the layers. Revisiting the survey of the

previous question and completing all the specifications finalises the answer to both
RQ1 and RQ2.

3.2.3 RQ3: What are the temporal interactions that facilitate

exploring temporal data in hierarchical visualisations?

The final secondary question is related to the gap identified in the first chapter
concerning the lack of conceptual works on the interactions that are needed to explore
temporal data. While the view and composition components allow designing hierarchical
and composite time-oriented data visualisations, interactions are needed to complete
the Card-Norman cycle in a visual exploration context beyond assigning visual variables.
These interactions are defined as part of transformation component of the framework,
in the form of conceptual operators that can be implemented and triggered by different
interfaces and encodings. In order to derive these transformations, interaction methods
from time-oriented visualisation techniques and applications were surveyed. The initial
set of references used in this answer was the same that was used in RQ1. It was,
however, further extended with works that were out of the scope of the first answer
as there could be interactions with time visualisations that are independent from the
visual encoding that is used. The process of search that was used in RQ1 was also

applied in this; the following coding process was done only by the author.

The methodology used to derive the interactions started with a summarisation of
these works based on the categories of interaction intents proposed by Yi et al. (2007),
which was described in the previous chapter. For each entry, a short description
of the interactions described in the original research articles is classified under an
interaction intent. From this initial step, the interactions were narrowed down to
four categories of interactions that are related to the framework: reconfigure, encode,
abstract/elaborate and filter. This excluded interactions that are view transformations
in the Card-Norman cycle, such as explore and select. At the same time, interactions

that relate to non-temporal variables are also left out of the classification, as they
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also include conceptual or data transformations that are not within the scope of the

research.

Following the filtering step, the surveyed interactions were analysed from a temporal
point-of-view: they were categorised based on the properties of time that they modify.
Finally, each category was expanded into operators that receive multiple parameters
and modify the time domain in various ways. Chapter 6 describes these operators
in detail, comparing the possible parameterisations and how they used to define the
complete transformation component. In the Card-Norman model, the Transformation
component is equivalent to the step of data transformations, manipulating the data
abstractions and only indirectly affecting the visual structures. The component is the

answer to this secondary research question.

Combining the answers

The answers to these three secondary questions are combined in chapter 7, where the
framework as a whole is summarised and presented as the answer to the primary research
question. In that same chapter, the interplays between the different components of
the framework are explained, as well as how they relate to the main research question
and goals of this thesis. As outlined throughout this chapter, the components of the
framework fit into the various steps of Card-Norman model, as depicted in fig. 3.4. The
View component characterises the Visualisations that are the target of the interactions
in the lower part of the diagram; in the upper part of the diagram, this component
is related to the wvisual mapping step of transforming data abstractions into visual
structures. The Composition component, through the specification of conditioning
variables, is related to the data transformations step that transform raw data into
data abstractions. The component is also related to the visual mapping step by the
use of visual composition methods. Finally, the Transformation component contains
operators that can be categorised as data transformations and visual mappings and

also as actions from the lower part of the model.

3.3 Chapter summary

This chapter presented an overview of the the methodology used to design the framework,

introducing additional related work that inform its development. It showed how the
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Fig. 3.4 Comparison between the framework’s components — View, Composition
and Transformation — with the merged Card-Norman model. The arrows from the
components point at the steps that they act on. The steps highlighted in light blue
are the original steps from Card’s pipeline which the components are instances of.

framework is included in a visualisation design and interaction process and how each
part of the framework relates to the secondary questions asked in the first chapter.
Methodological and design choices were justified for each part of the framework. The
next three chapters describe the components of the framework in detail, starting with
the composition component, where the data and visualisation model that underpins

the framework is also defined.






Chapter 4
Composition: conceptual model

The previous chapter introduced the framework that is presented as the answer to
the primary research question, describing the methodology used to arrive at each
component that form the framework. It also framed the research into the context of
visualisation design and generation, relating the components to the stages of Card-
Norman’s model. This chapter describes the visualisation and data model that underlies
the framework, enumerating the different mappings that exist when transforming raw
data into data abstractions for use with hierarchical visualisations. This is expanded into
the visual composition methods that allow the transformation from data abstractions
into hierarchical and composite visual structures and serve as a basis for developing
the other components of the framework. The chapter and component are introduced as
part of the answer to the secondary research question — how can hierarchical approaches

be combined with time-oriented data visualisation techniques?.

4.1 Addressing the research questions

In light of the hypothesis explored in this thesis and the research questions that drive the
research, the main concepts that characterise hierarchical visualisations are identified;
these concepts are then defined in a practical manner so that they can be combined with
time-oriented data visualisation techniques. As these other visualisation techniques
have not been described yet, this chapter uses abstract encodings for illustration
purposes. Before hierarchical visualisations are described, a data and visualisation

model is introduced to support them.
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4.2 Data and visualisation models

The previous chapter described how the research questions and the components of
the framework tie into Card-Norman’s model. This section describes the data trans-
formation step that generates the data abstractions which are then transformed into
visual structures. In the case of the framework, the visual structures are tightly coupled
with the data abstractions. Although it would be possible to define a visual model
independently, such as the hierarchical aggregation model by Elmqvist and Fekete
(2010), this would mean that the operators in the Transformation component would
not cover the whole range of transformations of time as part of the framework. As
such, this section describes an abstraction of a hierarchical structure; the corresponding

visual model uses the structure as reference.

4.2.1 The data model

The data model used in the framework relies on the generation of a hierarchical data
structure that underpins the visual structure. As previously mentioned, hierarchies can
be implicit or explicit. Implicit hierarchies can be formed by conditioning data items
by any variable in the dataset; explicit hierarchies are based on existing hierarchical
information, such as year and month. A premise of the related HiVE language was the
idea that certain data arrangements may be perceived as implicit hierarchies through
conditioning, even though the data may not be inherently hierarchical. In the data
model discussed here, the idea is to combine existing hierarchical information — the

temporal granularities — with non-hierarchical information.

The hierarchical structure is generated by successively conditioning and aggregating data
items by matching attributes of these items and mapping them into nodes corresponding
to the values of attributes (see fig. 4.1). The resulting structure (see fig. 4.2) contains
an abstract root, values of attributes as inner nodes and the data items as leaves. The
values of inner nodes depend on the data type of the attribute; depending on the
method that is used to generate the inner nodes, different types of mappings occur.
This is determined by the use of value-based or item-based conditioning. In value-based
conditioning, all the plausible values in the domain of an attribute are mapped to inner
nodes. In this case, when no data items match that value, the leaf level will contain no
nodes for the path across successive conditioning. In item-based conditioning, inner

nodes only exist for the values of attributes that exist in the dataset. An example



4.2 Data and visualisation models 51

Unconditioned data items Conditioned by Year Conditioned by Category Mapped data items

Fig. 4.1 Steps in conditioning data

is conditioning data by month, where the domain is the set of values for each month
of the year: January, February, March, April, May, June, July, August, September,
October, November, December. Value-based conditioning would result in 12 inner nodes;
item-based conditioning results in nodes corresponding to only the months where a

data item exists.

For the purposes of time-oriented data visualisation and coherence with other com-
ponents of the framework, it is assumed that a value-based conditioning is used for
temporal variables, when temporal data is not modified by the transformation com-
ponent. This prevents the occurrence of temporal gaps in any temporal conditioning;
however, it requires tackling the problem of adjusting either the data or the visual
representation appropriately by, for example, imputing missing quantitative data when
an attribute is not recorded for a certain time. Gschwandtner et al. (2012) examined this
in a taxonomy of dirty time-oriented data, referring to it as missing tuples. However,
this is not necessarily a problem, as it might happen for a variety of reasons, from the
data collection method to characteristics of the data, such as an event only occurring
at a specific time. Because particular contexts require different solutions to resolve
missing tuples, the framework does not provide solutions for handling the problem and

leaves the best solution to be decided in the implementation.
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Fig. 4.2 Example of a hierarchical structure. The node at the top represent an abstract
root that aggregates all data items. Subsequent levels condition data items by year and
a categorical attribute. The leaf level contains the un-rendered data items, mapped by
their conditioning path.

4.2.2 The visual model

The inner nodes in the resulting hierarchical structure correspond to individual visual
marks that will be rendered. For each level, one or more configuration of encodings sets
the rules for the placement (layout) and appearance of these marks. The relationship
between the levels and nodes is defined through the component described in the rest of

this chapter; the definition of encodings is covered in chapter 5.

The hierarchical structure is processed from the root node, which, as an abstract node,
refers to the whole visual space available for rendering. The actual rendering in each
subsequent level, until the leaves, is defined by the encodings and the visual composition
methods, as well as the specification of a conditioning variable. The conditioning
variable for each level defines the number of nodes, as well as the relationship between
nodes. Although individual data items are placed at the bottom of the tree, the visual
representation of inner nodes can be based on data attributes derived from subsequent

levels or the data items that are conditioned by each node.

Figure 4.3 shows an example of items with a temporal reference and a quantitative
value, conditioned by Year. The star node represents the visual space; the second level
contains the four years that are present in the data and are mapped to inner nodes.
The dotted line indicates the conditioning path. A representation of this hierarchical
structure contains four visual marks; properties of the visual marks will be derived
from the associated data items: in the case of 2004, for instance, the value is derived
from any expression relating 10 and 15: minimum or maximum value, sum, average or

others. The visual representation of the tree is shown in fig. 4.4.
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Fig. 4.3 Example of conditioning with multiple items per node.
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Fig. 4.4 Example of visualisation of tree in fig. 4.3. The left side represents the abstract
root node corresponding to the whole visual space (in yellow). On the right side, each
bar in blue corresponds to the inner nodes of the tree; the size of the bars from 2005
to 2008 represent the average of the two data items that exist for those two years

respectively.
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4.3 Types of mapping

The results of the conditioning process depends on the characteristics of the dataset and
the use of item or value-based conditioning. This section describes four cases of mapping
from one level to another, based on properties of the data items to be conditioned
and the resulting conditioned variables; the mappings are described following the ones
used in set theory (Lawvere and Rosebrugh, 2003). The mappings influence how the
framework can be used, by limiting the use of compositions or encodings and can be

used to guide design choices.

Bijective mapping This mapping happens when the number of conditioned values
is equal to the original number of items to be conditioned, as shown in fig. 4.5a. With
bijective mappings, it is impossible add further levels to the hierarchy, as each internal

node matches exactly one data item from the original data.

Injective non-surjective mapping This mapping can happen based on the as-
sumption made about filling temporal gaps. In this case, certain values from the
variable used for conditioning have no data items mapped to them. Figure 4.5b shows
an example where one of the years has no corresponding data items: that year is still
used as a value in order to prevent the temporal gap. In this example, the number of
conditioned values is greater than the number of items in the left side of the mapping.
As is the case with a bijective mapping, it is impossible to add further levels to the

hierarchy.

Non-injective non-surjective mapping A type of mapping (fig. 4.5¢) that con-
tains temporal gaps and more than one data item is conditioned by the same value:
that value is represented by a node that aggregates the data items. This is a common
case when a multivariate dataset is used and multiple measurements are taken at the
same time, for example. The actual relationship between the number of data items

and the number of values is indeterminate.

Non-injective surjective mapping The final possibility (fig. 4.5d) is when there
are no temporal gaps, as every temporal reference contains at least one data point, and
there are multiple values or objets per conditioned value. In this case, the number of

data items is greater than the number of conditioned values.
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Condition by Year Condition by Year

Data items Conditioned values Data items Conditioned values
(a) Bijective mapping (b) Injective non-surjective mapping
Condition by Year Condition by Year

Data items Conditioned values Data items Conditioned values

(¢) Non-injective surjective mapping (d) Non-injective non-surjective mapping

Fig. 4.5 Types of mapping

Table 4.1 summarises these mappings in terms of the relationship between the incoming
data items and the conditioned values. The types of mapping are not used as parameters
or properties in the framework; however, they should be part of any implementation of
the framework to guide the manipulation of hierarchies and definition of encodings.
Some of the encodings covered in chapter 5, in fact, prevent further conditioning due to
the shapes used for visual marks. Data-driven guides that use these types of mapping

should be used by designers to help users.
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Type of mapping Surjective Non-surjective

Injective D—C|Dl=|C| D— C,|D|<|C|
Non-injective D — C,|D|>|C| D— C,|D]?|C|

Table 4.1 Table of types of mappings. The table shows the different cardinalities
resulting from each type of mapping. The bottom right cell contains a question mark
representing the dependency of the relation between D and C' on the characteristics of
D. The arrows used are conventional mathematical notation

4.4 Hierarchical relationships

As described in chapter 2, Javed and Elmqvist (2012) suggested five basic methods for
composing visualisations: juxtaposition, integration superimposition, overloading and
nesting. However, two of these can be considered as subsets of others. Integration is a
variation of juxtaposition with explicit linking between views and can be expressed
through visual mappings, as will be described in chapter 5. Querloading is a result of
mixed visual channel mappings: more than one set of visual marks can be specified
using the same coordinate system and positional variables — this method, however, is
not within the scope of the framework. The three remaining methods — juxtaposition,
superimposition and nesting — are included in the framework as the primary composition
methods.

Given the different types of mapping and the visual composition methods, the last
important consideration for this component is the scope where the visual composition is
applied. In addition to the composition methods, chapter 2 described the combinations
of those with dataset arrangements: using one or more view specifications for one subset,
disjoint subsets or the whole data. In the context of hierarchies, these combinations
are expressed through the hierarchical levels and nodes covered in the earlier sections
of this chapter; this results in the types of hierarchical relationships for composition
illustrated in fig. 4.6. The red arrows indicate the scope of the composition, assuming
that at least one view is specified for the whole hierarchy. Within level corresponds
to disjoint subsets, same level corresponds to whole data and between levels partially
corresponds to one subset. This results in the following possibilities regarding the use
of the encodings: different encodings for the same level, same or different encodings
between levels and same or different encodings within level (the configuration of same

encoding for the same level is redundant).
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Same level

---------------------------- Between level

Within level

Fig. 4.6 Types of hierarchical relationships for composition

Juxtaposing Superimposing Nesting
Same level Different encoding  Different encoding -
Same encoding Same encoding Same encoding

Between level
Different encoding  Different encoding  Different encoding

Same encoding* Same encoding* -
Within level

Different encoding® Different encoding* -

Table 4.2 Table of hierarchical composition methods. Methods marked with a star are
defined in the View component.

One further subdivision can be identified in the diagram. While within level relationship
happens between inner nodes, same level and between level relationships operate
independently of individual nodes, in the scope of hierarchical levels. This is explained
by the fact that within level is defined for the nodes representing the values of a
conditioning variable, while the other compositions operate on the hierarchical structure
itself. For that reason, within level compositions are defined by the specification of
visual encodings as part of the view component (see chapter 5). The composition
component contains explicit composition methods only for same level and between level

compositions.
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4.5 Hierarchical composition methods

The composition component allows the specification of 8 hierarchical composition
methods, as shown in table 4.2, integrating two types of hierarchical composition, three
visual composition methods and two variations of encodings. This section describes
how each visual composition works with the visualisation and data models and the
design decisions and parameters that are required for practical use of the framework;
it only covers each individual composition rather than combinations of compositions.
The combinations of compositions which allow the exploration of the resulting design
space are described in chapter 7. Additionally, the specifications of the visual encodings
are omitted in this chapter as they are not necessary for describing the compositions.
Each method is accompanied by a signature (see chapter B for a full description of the
grammar) that describe a configuration of composition method, conditioning variable

and an unspecified encoding (e.g. E; for a random encoding).

4.5.1 Same level composition

View compositions on the same level are arrangements of views based on the same
data items. Although they may have different visual characteristics, the visual marks
in each correspond exactly to the same data item from the hierarchy. This type of
composition is similar to general non-hierarchical composition, as there are no exclusive
characteristics of hierarchies that affect it. There are two plausible ways of composing
such views: juxtaposing and superimposing, both with different encodings, as using the
same encoding provides exactly the same information. Some authors (Munzner, 2014)

refer to this composition as applying different views to the same subset of a dataset.

Juxtaposing same level with different encodings

Signature: J(Ey,E»)

This type of composition (fig. 4.7) is a thoroughly explored topic in information visual-
isation research as the multiple views or coordinated multiple views paradigm. Wang
Baldonado et al. (2000) conceptualised multiple views and proposed guidelines in
the form of rules to follow when designing visualisations as multiple views, such as
considerations for designing consistent views, the number of multiple views and the

complementing nature of multiple views. The last point is intrinsically related to
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exploratory analysis — the juxtaposition of different encodings provides different

perspectives simultaneously, which is not possible with a single view.

Juxtaposing allows the use of explicit links to connect visual marks between views,
which is one of the options for coordinating views. When explicit links are not used, at
least one visual channel in each view is generally used as a shared encoding to allow
users to identify marks representing the same object in both views, for example. In
time-oriented views, a common choice is to vary one of the positional variables with
different quantitative attributes, while the other variable is fixed to time. This is the
case in LiveRAC (McLachlan et al., 2008), where multiple line charts are juxtaposed
displaying variation of attributes over time. It is also possible to use a combination of

explicit linking with a shared encoding.

Juxtaposed views must be spatially arrange appropriately, including deciding the
position of each view and the portion of the available space for view. For example,
aligning charts vertically, such as those in LiveRAC, where the horizontal axis is the

shared encoding, facilitates comparison between charts.

The design decisions for this type of composition are the following (the choices are not

mutually exclusive):
o Explicit linking: how to connect visual marks;
o Shared encoding: which encoding is shared between views;

o Spatial arrangement: position and size of views;

Superimposing same level with different encodings

Signature: S(E1,Es)

This composition method involves using two configurations of encodings to highlight
different aspects of the data, layering the encodings over each other in a single view
(fig. 4.8). For temporal data, one example is dual axis charts, where two different
attributes are used to position marks in the vertical axis, emphasising simultaneous
variation of attributes for a single entity (object or event) over time. Similar to
juxtaposition, a choice of a shared encoding can be used to facilitate comparison
between the views. However, this composition method does not impose any conditions
on the use of common visual channels — the configuration of encodings can be entirely

different, which evidently has consequences on the legibility of the graphics.
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Fig. 4.7 Example of same level juxtaposition with different encoding: (a) shows the
use of explicit linking connecting visual marks in each view; (b) represents the used
of a shared encoding, a red outline, to identify marks in both views; (c) displays a
variation of spatial arrangement

Javed and Elmqvist emphasised that superimposition might result in visual clutter
depending on the size of the dataset and the choice of encodings. Additionally, visual
marks might be occluded by other layers depending on the the order in which encodings

are layered. The design decisions for this type of composition are the following:
o Shared encoding

« Layering order

4.5.2 Between level composition

Composition between levels allows various combinations of encodings to be defined
through the exploration of the hierarchical relationship between levels. In this category,
using the same or a different encoding is possible, as well as using the three visual
composition methods: juxtaposing, superimposing and nesting. As mentioned before,
while the HiVE language did not prescribe one method for composition, most of the

examples were discussed using nesting.

The template signature for this composition is the following: C((V1,E),(Va,E)), where
C is the visual composition method and F represents a view specification, which can
be the same or different for the conditioning variables V; and V5. For between level
composition to be valid, the number of items from conditioning with V5 must be

necessarily greater than V;.
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Fig. 4.8 Example of same level superimposition with different encoding

Juxtaposing between level with same or different encoding

Signature: J((V1, E), (Va, E))

This method arranges spatially isolated views of adjacent hierarchical levels using the
same or different view specification (fig. 4.9). This category shares the same basic
design choices of juxtaposing on the same level: choices of explicit linking or shared
encodings for identifying entities in both views and the spatial arrangement of the

juxtaposed views. Juxtaposing different encodings is conceptually equal.
The following design decisions are related to this type of composition:

« Explicit linking

o Shared encoding

« Spatial arrangement of juxtaposed views

o Spatial arrangement of second level

Superimposing between levels with same or different encoding

Signature: S((V1, E), (Va, E))



62 Composition: conceptual model

Vi, Eq |:| Vi, B |:| Vi, E1 D Va, By |:|
] ] N

o [ -
0O /S /| |8 o

(a) (b) (c)

Fig. 4.9 Example of between level juxtaposition with (a) same encoding, (b) different
encoding, (c) spatial arrangement variation.

Compared to the previous methods, superimposing between levels (fig. 4.10) allows
for more complex arrangements of visualisations. The basic idea of this composition
method is to display visual marks for every level in the hierarchy layered over each
other, with the same or different encodings, in a single shared visual space. As visual
marks might overlap each other, the encodings for each level of the hierarchy must be
carefully designed. This configuration is particularly useful to contrast attributes of
aggregated sets with lower hierarchical levels: individual attributes of items in the lower
level can be superimposed over a summarised attribute derived from the aggregated

set.

Due to the parent-child relationship between levels, it is possible to use explicit linking
with this type of method as well, though it may add a significant amount of clutter.
Shared encoding is again an alternative; in this case, the layout may additionally be
used as part of shared encoding to indicate the relationship between data items between

levels.

Nesting between levels with same or different encoding

Signature: N((V1,E), (Va, E))

As described in chapter 2, nesting (fig. 4.11) is one of the basic composition methods
used in implicit hierarchy visualisation. The fundamental idea of nesting is to display
marks for lower hierarchical levels within visual spaces defined by the parent levels.
The spatial arrangement in this case is inherited from the parent level, not requiring

additional design decisions at composition level. This means, however, that the lowest
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Fig. 4.10 Example of between level superimposition with (a) different encoding, (b)
different encoding and explicit linking.

visible level is the only level that can be represented by marks of any shape, other
inner nodes can only be represented by shapes that allow the nesting to occur, such as

area-based shapes.

As the previous composition methods, nesting with same or different encodings are
conceptually equal. The implications for the visualisation itself, however, are very
different. Nesting visualisations using the same rendering rules results in a consistent
visualisation, though not necessarily effective. Mixing encodings through nesting,
however, requires more careful design, starting with the coordinate system. Using polar-
based visualisations as non-leaf nodes will result in a smaller area for cartesian-based
visualisations nested within them; with cartesian-based visualisations, the opposite is
true: the area reserved for the polar-based techniques is larger compared to the other

configuration.

The other implication of nesting is the size of each visualisation displayed. When
partitioning the visual space for each level in the hierarchy, lower levels have a smaller
space compared to upper levels. This can be mitigated with appropriate layouts that
map data attributes to the size of the shapes, but some visualisation techniques that

rely on large visual spaces might be less effective.
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Vi, Ey

Fig. 4.11 Example of between level nesting. The characteristics of the regions where
encoding Fs is rendered are part of the specifications of encoding Fj.

4.6 Framework context and definitions

As highlighted in the beginning of the chapter, the composition component encompasses
two steps in Card-Norman’s model. The conditioning variable defines the data
transformations from raw data to data abstractions; it also sets up the structure that
will be used in the visual mapping step: the composition method then defines the
visual relationship between the nodes in the hierarchy. The use of conditioning variables
and composition methods is part of the answer to a secondary research question: how
can hierarchical approaches be combined with time-oriented visualisation techniques? In
the following chapter, the remaining composition method, within level, will be described

and the techniques will be introduced as part of the view component.

Additionally, the notation for composition can be used to guide implementations of
the framework to support the basic interactive transformations of the hierarchy. The
following transformations covers the basic cases of adding new levels to the hierarchy,

modifying and removing existing levels and also changing a set of encodings.
e Add conditioning variables and associated encoding;
e Swap conditioning variables and associated encodings;
« Remove a conditioning variable and associated encoding;

« Add different encoding (or remove) for same level compositions;
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o Change the composition method.

4.7 Discussion

There are two important points of discussion regarding the visual composition methods.
The first is the inclusion of within level composition as part of specifications in
the view component, requiring designers to separate the definition of this type of
composition from normal mappings to visual channels. One of the reasons for this
is due to the fact that the view component handles everything that is defined based
on the relationship between nodes within the same level, whereas the methods in
the composition component are based on the relationships between the levels in the
hierarchy. One alternative would be to have every composition in the same component;
this would require, however, considering how to interpret specifications of encodings
when within level composition is used. Currently, the interpretation of encodings is
consistent for same or between level composition. For example, if juzrtapose could
be applied within level through the composition component, the layout property of
encodings would have to be interpreted differently. This alternative would increase the
conceptual dependency between components and thus increase the ambiguity of the
specifications.

The second point of discussion is the design decisions associated with the composition
methods. In the current form, the framework does not expose the properties of
spatial arrangements for the compositions, so a description of a visualisation with the
framework does not contain information about how to order juxtaposed views on the
same level. This decision was made to reduce the scope of the framework in this research,
which can be expanded in future work. Among existing visualisation grammars and
languages which should be considered in future work, Vega-Lite (Satyanarayan et al.,
2016) has a mix of predefined and parameterised composition methods: the predefined
methods contain embedded spatial arrangements by definition, such as vconcat for
vertical juxtaposition, whereas parameterised methods such as repeat have the order of
juxtaposed and different encodings also as part of the method definition. Contrasting
with this choice of definitions, which were made for practical reasons, it is important
to keep a consistent definition of properties of compositions in a future extension of

the framework presented in this thesis.
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4.8 Chapter summary

This chapter introduced the data and visualisation model that are used to describe the
visual composition methods supported by the framework as part of the composition
component, including the conceptual descriptions and the design decisions that affect
implementations of the methods. The two main concepts that define this component
were introduced as part of the answer to a secondary research question — how can
hierarchical approaches be combined with time-oriented visualisation techniques?. The
next chapter explores the visual encodings that describe time-oriented visualisation
techniques, completing the answer to this question and addressing the following question:

which interactive visualisation methods are used to explore temporal data?.



Chapter 5
View: visual encodings

This chapter introduces the view component of the framework, which refers to the
visual encodings used to display temporal data for visual exploration. This refers to
the specification of the views that are used with the composition methods described
in the previous chapter, resulting in hierarchical visualisations. This component is
designed in three steps following a survey of interactive visualisation techniques for
time-oriented data: organising the literature, extracting the necessary information
and translating it into layered view specifications. The following sections describe the
results of these steps.

5.1 Addressing the research questions

Two of the secondary questions are addressed in this chapter. RQ1 — what are
the interactive visualisation methods used for temporal data? — relates to the visual
encodings that are used in time-oriented data visualisations. The answer to this question
is found through a three-step process as described in chapter 3 and complemented
by the composition methods established in chapter 4. This chapter also addresses
RQ2 — how can hierarchical approaches be combined with the surveyed visualisations? —
completing the description of within level compositions that were not covered in the
previous chapter.
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Type of time primitive

Coordinate system Instant Both Interval Total by coordinate

Cartesian 23 2 4 29
Polar 10 - 2 12
Total by type 33 2 6 41

Table 5.1 Distribution of visualisation techniques and systems over the two classification
criteria. The table shows a predominance of techniques showing instant time compared
to both types and interval time, the majority through cartesian coordinates.

5.2 Organisation of the literature

The two criteria used to organise the literature are coordinate system and type of time
primitive. They were combined to classify the 41 entries in the survey, resulting in
the distribution presented in table 5.1. The distribution shows that research is largely
focused on developing techniques based on cartesian coordinates to display time as

instants.

5.3 Description of the literature

5.3.1 Types of variables and visual channels

The second part of the survey involves describing the organised techniques. This was
done by identifying the visual channels to which variables are mapped. This requires
deciding how to identify the variables; as mentioned previously, Card and Mackinlay
(1997) used domain named variables to describe visualisations; in this research, it
is important to be able to compare encodings without regarding for domain-specific
characteristics. Because of this, instead of named variables, four types of variables are

used:

e Space: spatial variables includes geographic coordinates and also non-geographic

projections resulting from algorithms such as multidimensional scaling (MDS);

e Time: temporal variables include any granularity used to reference time;
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o Attributes: attributes are any quantitative measurement or categorical variables
that depends on the other three types. These generally represent measurements

collected over time or any other type of data that changes over time or space;

« Identifiers: these are variables that identify objects, events or processes. The

underlying data type can be numerical or textual, such as name of regions.

This classification is largely inspired by the triad framework by Peuquet (1994), the
separation between sets of references and characteristics by Andrienko and Andrienko
(2006) and the generic sets identified by Andrienko et al. (2011). Peuquet suggested a
conceptual framework for spatiotemporal data based on object-based representation,
location-based representation and time-based representation. These concepts match
the identifiers, space and time categories, respectively. Andrienko and Andrienko used
references to describe the unique identifiers for objects, with characteristics being the
measured or observed attributes. Additionally, Andrienko et al. introduced the set
of thematic attributes, which are all the characteristics of objects that do not involve

space and time. Both match attributes used in this thesis.

As the visualisation techniques are categorised as displaying instants, intervals or
both, it is also important to distinguish between these occurrences in time variables.
In chapter 2, it was discussed that it is possible to model interval data through
arrangements of a starting time point, an ending time point and the unanchored
duration in-between. Time points inside the interval can also be projected from the
interval, such as the middle point of that interval; to visualise interval data this is
an essential operation. For this reason, in specifications of visualisations that display
interval data, time variables are defined with reference to such properties. For instance,
if the duration of the interval is mapped to the size (height, width, radius or angular
length) of a shape, it is referred to as time:duration. Basic modifiers are start, end,
duration and midpoint, but encodings can also be based on other time points within

the interval.

Specifying how these variables are used requires choosing which visual variables will
be used. As the aim is to specify visual encodings for time-oriented visualisations, this
means that some channels do not uniquely characterise visualisations as such. For
example, textual annotations are ubiquitous for any type of visualisation. As a starting
point for the survey, position, size and colour were used. Additionally, a connecting

path was used to indicate when a [ine is used to connect visual marks.
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5.3.2 Layouts and shapes

Besides deciding how attributes are mapped to visual channels to characterise visual
marks, it is necessary to consider how the visual marks are distributed in the visual
space and how they occupy it, or the different layouts and shapes that are used. While
this is a general aspect of visualisations, there are design choices appropriate for
time-oriented visualisations. In chapter 2, it was described authors such as Brehmer
et al. (2017) define a small set of layouts for visualising time; others, such as Wilkinson
(2005), define arrangement rules as parameters for positioning visual marks. Yet
another approach is the one taken by Wickham and Hofmann (2011), who encoded
the use of space along with the specification of shapes: bars do not occupy the whole

space, while spines are space-filling shapes.

To characterise existing visualisations and define how the framework handles the
different layouts and shapes used for time visualisation, it is first necessary to describe
the different methods used to generate positions for one or two axes, which corresponds
to the wvisual mapping step in the Card-Norman’s model. This can be done via scaling
and translating functions or by algorithms that produce positions based on more
complex rules. Based on the input of one or more variables and the output of one or

two dimensions, there are four possible cases:

1-to-1 One variable to one dimension: a set of values from a single variable is mapped

to one visual dimension (see fig. 5.1);

1-to-2 One variable to two dimensions: a set of values from a single variable is mapped

to two visual dimensions:

n-to-1 Two or more variables to one dimension: sets of values from two or more

variables are mapped to one visual dimension;

n-to-2 Two or more variables to two dimensions: sets of values from two or more

variables are mapped to two visual dimensions;

For time visualisation, this categorisation helps to determine the dimensionality of
layouts and whether one or more temporal variables are used together or independently
from each other. For example, a spiral layout depends on two temporal parameters:
the number of points in one arm of the spiral and the number of arms, where an arm is
a full 360 degrees rotation. At the same time, the formula used to calculate a position

along the spiral results in two positions that depend on each other — the angle theta
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Fig. 5.1 Examples of 1-to-1 layout. In the figure, functions f and g map the two
variables a and b independently to the two visual dimensions available. This case covers
most cases of scale transformations.
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Fig. 5.2 Examples of 1-to-2 layout. In the figure, function f maps one variable to
the two visual dimensions x and y. This case covers special cases such as the use of
trigonometric functions.

depends on the radius r and vice-versa. This places the spiral layout in the fourth case
of layouts.

Visualisations that combine time in one dimension with other attributes, such as line
charts, are generally of the first type, where time is mapped to a single axis. Although
this categorisation is not strict — as a temporal variable can be defined as a combination
of multiple temporal scales, such as year and month, or a single year-month variable —
for the purposes of describing visualisations techniques and translating them into the
framework, each granularity is treated as a different variable. Assigning layouts to
categories helps to identify how many positional variables need to be modified in order
to transition to a different layout, also allowing for grouping visualisations that belong
to the same category of layout.
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Fig. 5.3 Examples of n-to-1 layout. In the figure, function f maps two variables to
a single visual dimension x; in the example, y remains constant. This case covers
dimensionality reductions where multiple attributes are used to derive a position.
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Fig. 5.4 Examples of n-to-2 layout. In the figure, function f maps two variables to the
two visual dimensions x and y. This case covers layouts such as spiral formulas.

This leads to identified the different layouts that are used in visualisations. The
aim of the view component is to allow unexplored layouts to be defined, however,
it is also important to include existing layouts in a distinguishable manner. The
choice for the framework is to specify names of formulas or algorithms when they are
essential to characterise the visualisation. Examples of this are the aforementioned
spiral and multidimensional scaling. For general cases, the keywords SCALE and
ALGORITHM are used to classify the primary layout mechanisms. Scale-based layouts
covers measurement-to-pizel transformations — converting from nominal or ordinal
scales to the screen through various type of scales, from linear to exponential transfor-
mations. Algorithm-based layouts include treemap layouts, such as the one used in
ClockMaps (Fischer et al., 2012), or the stacking algorithm used in ThemeRiver (Havre
et al., 2002).
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Fig. 5.5 ThemeRiver (Havre et al., 2002)
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Fig. 5.6 ClockMap (Fischer et al., 2012)

Visual marks are also represented by a number of different shapes. For hierarchical
and time visualisations, the shape type impacts the type of time that can be depicted
and whether or not some visualisations can be nested, which is based on how some
shapes used the available visual space. In this thesis, the following shapes are used:
point, bar, spine, ellipse and polygons, summarised in fig. 5.7. These types of shapes are
based on the Grammar of Graphics (Wilkinson, 2005) and the basic primitives defined
by Wickham and Hofmann (2011). A point is the basic representation of a visual mark
on the screen with no associated width or height. Bars and spines are used according
to the definition of by Wickham and Hofmann (2011): bars divide the space along
the width, with a data attribute mapped to the height (or with alternate dimensions);
spines divide the space horizontally based on a data attribute or with equal partitioning
and space-filling on the other direction (or with alternate dimensions). Both shapes
can generally be used with nesting composition. Ellipses are the corresponding shapes

for points where it is possible to use nesting, as they have an associated area. Lastly,
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polygons classify various shapes that result from the use of certain algorithms as layouts

and thus do not fit into any other category.

The use of bars and spines acknowledge the difference between the use of space: bars
can be partially space-filling, while spines are fully space-filling. Polygon generalises
area-based non-rectangular shapes and are also applicable for geographic data, such as
maps with varying projection. Points are useful to represent instants and projections of
intervals (such as the midpoint of an interval); bars can be associated with instants to
represent, other types of attributes and can also be used to represent anchored intervals.

Polygons are usually a result of a combination of variables, including instants.

For visual composition, spines are appropriate for nesting visualisations; point-based
visualisations are unsuitable for nesting and bars are suitable depending on their width
(or height, depending on orientation). Polygons are generally unsuitable as their shape
cannot be guaranteed to be rectangular. The suitability of ellipses also depends on
the encoding used to fill them: generally, encodings based on polar coordinates can
be nested. For the framework, the underlying data is a primary factor that prevents
guidelines to be proposed regarding the suitability of these shapes: however, the aspects
discussed here are about the shapes in relation to each other and a implementation of
the framework as an exploratory tool. When designing an application for geographical
data, for example, it is likely that it will be possible to nest regions within each other

using polygons as shapes.

5.4 View specifications

The final step to address RQ1 and complete the component of the framework is
translating the descriptions of the visual encodings into specifiable properties and
combine them with the visual composition methods. This is done by decomposing
encodings into layers that are described by a conditioning variable, a composition
method and a set of visual mappings, including layout and shape. The aim of using the
layers is to enable rearrangement of visual encodings based on the use of conditioning
variables and the sets of visual mappings. The combination of layers and composition
methods describe complete visualisation techniques; from this, common layers can be
found among techniques and rearranged with the framework, enabling a navigation of

the resulting design space and exploration of different perspectives on datasets.
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Fig. 5.7 Shapes supported in the framework. An attribute is mapped to height and width,
respectively, for bars and spines in cartesian coordinates; although the spine shape
occupies a larger area, this dimension is not conveying information. The concentric
circles in the polar row indicates the radial subdivisions of the available area. The third
row represents the use of a variable in a different orientation for polar coordinates. For
example, the bar shape is displayed in the second row with a variable assigned to angle,
configuring an annular sector, whereas in the third row it is assigned to radius. The
same applies for spine: in the second row, the angular spines configure circular sectors,
whereas in the third row the concentric circles are space-filling in the radius dimension.
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Some decompositions are straightforward to extract based on the publication where
the visualisation was described; sometimes, however, the visualisation source does not
include details about the construction of the encoding or the original description needs
to be adapted. In such cases, the following method is used to decompose encodings

from the mappings descriptions into layered specifications:

1. For each variable that is assigned to at least one positional channel, assign one

of the layout cases;

2. For each variable assigned to a shape, mark as a conditioning variable and assign

a layer number;

3. For each attribute variable listed under another variable type, assign the same
layer number. This covers every case of encoding except 2D combinations of two

attribute variables, such as some scatterplots;

4. For each variable with layout case n-to-2, assign the same layer number. This
covers spiral layouts, in which more than one time variable is used for two

positional channels;

5. For every layer after the first, assign a composition method between juxtaposition,

superimposition and nesting;

This method results in multi-layered visualisations, where each layer corresponds to
a 1D partition of space by identifiers, space or time or a 2D combination of any two

variables.

Example Table 5.2 contains an example of applying this method to the Kalei-
domaps (Bale et al., 2007) technique. The technique uses polar coordinates to display
instant time. The space is partitioned along the angular dimension for different identi-
fier variables corresponding to a measurement; each sector is then partitioned based
on a combination of two time variables and coloured based on the value of that mea-
surement (attribute). Each non-attribute variable is mapped to at least one positional
channel (alternating between angle and radius) — they are assigned a 1-to-1 layout
case. As the use of space is space-filling for each variable, they are assigned a spine
shape. Following the method described, the non-attributes variables are marked as a
conditioning variable and a layer number is assigned to them. The attribute variable is
assigned to the last temporal variable as it is used to colour the last layer with a spine.

Finally, each layer is composed using nesting. The visualisation is displayed in fig. 5.8;
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the first two layers are displayed in the black-and-white figure, reproduced from the

source publication.

Mappings:
Variable Layout C|S|P|x/6|y/r| Shape Case | Cond.
Identifier | SCALE —|—|—| Vv | - | SPINE 1-to-1 v
Time 1 SCALE —| == v | - | SPINE 1-to-1 v
Time 2 SCALE — == - v’ | SPINE 1-to-1 v
Attribute | SCALE Vi i=—-1 - - |- - -
Layers:
Layer | Conditioning | Comp Method || C | S | P | x/0 | y/r | Layout | Shape
Variable
1 Identifier - - = - | - | SCALE | SPINE
2 Time 1 nesting —|—1-|T:1 | - | SCALE | SPINE
3 Time 1 nesting A|—-|-| Ty | - |SCALE | SPINE

Table 5.2 Description of visual mappings of Kaleidomaps. Abbreviations: Colour, Size,
Path. The double column borders in the layers table indicate the separation between
the framework’s components, as conditioning variable and composition method are part

of the composition component. The composition signature for this visualisation is the
following: N((I,L;),N((T,Ls),(T,L3))).

5.4.1 Visual mappings
Considering the method described and including the properties defined by the compo-
sition component, each layer contains the following set of properties:

Conditioning variable any variable, or a list of variables for special layout cases

(see below for spiral example);
Composition method juxtaposition, superimposition or nesting;

Shape POINT, BAR, SPINE, ELLIPSFE or other polygon shapes;
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Fig. 5.8 Layers of Kaleidomaps reproduced from Bale et al. (2007). In the original
article, the combination of the two temporal variables (middle) is described as a
2D partition; in the framework, separating the two time variables enables different
arrangements between layers. The figure on the right is the final visualisation.

Layout SCALE for default transformations, any ALGORITHM which is supported
by the implementation, or other keywords that define a layout, such as SPIRAL.

Unless specified, the layout choice affects both positional axes;
Colour and/or Opacity any variable;

Size 1 and Size 2 any variable, assigned to the first (width or angle) and/or second

(height or radius) axis;
Path any variable;

Position 1 and Position 2 any variable, assigned to the first (horizontal or angle)
and/or second (vertical or radius) axis, or a list of variables for special layout

cases (see below for spiral example);

5.5 Within level composition

Within level composition relates to arrangements of visual marks that are located in
the same level of the hierarchy. In this case, only juztaposition and superimposition
compositions are plausible; it is illogical to nest visual marks representing data items in
the same level within each other. For time visualisation, within level composition covers
the common multiple line chart. However, the survey did not include this technique,
including the single line version instead. Supporting within level composition in the

framework requires defining a convention for values of the properties that enable these
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configurations. As such, the following default conventions are used for descriptive

purposes:

o Juxtaposition: this composition is defined by the use of a spine shape with
undefined size property. The interpretation of this configuration is that spines
with no data-driven size share the visual space equally and are ordered by the
variable used for position. Data-driven juxtaposition is already defined by the

use of a spine with variables assigned to size.

e Superimposition: this composition is defined by the use of a spine shape with
undefined layout and size properties. The interpretation of this configuration
is that spines are rendered over each other, each of them occupying the whole
visual space. This is consistent with Wickham and Hofmann’s (2011) definition
of spines as space-filling shapes. In this case, one position channel defines the

z-order of the the layers.

5.6 Examples

In this section, representative examples of layers and encodings are described using
the specifications and the composition methods. The specification of all surveyed

techniques is found in appendix A.

1D Identifier or Time

Identifier or time mapped to one dimension are basic building blocks for time-oriented
visualisations. Through spine shapes, they are used with nesting composition to
partition the visual space hierarchically. When an attribute is mapped to colour, they
are generally used as a heat map layer. Both configurations were seen in the Kaleidomaps
example with both identifier and temporal partitions. A cartesian configuration of
heat maps was used by Boyandin et al. (2011) and Guo et al. (2006) and is described

using the following specification:
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Flowstrates heat map, Boyandin et al. (2011) CARTESIAN,INSTANT

L|CV CM C|S|P|x/0|y/r| Layout | Shape
1 | Identifier — = -1 - I | SCALE | SPINE
1 | Time nesting || A | —| -] T - | SCALE | SPINE

Table 5.3 Flowstrates specification.

Identifier

i

b

(a)

a,l a,2 a,3 a4
b,1 b,2 b,3 b,4
c,1 c,2 c,3 c,d
d,1 d,2 d,3 d4
—
Time

(b)

Signature: N((T,L,),(T,Ly))

a,l a,2 a,3 ad
b,1 b,2 b,3 b,4
¢l c,2 c,3 c,4
d,1 d,2 d,3 d4

(¢)

Fig. 5.9 Heatmap example with the two layers: (a) shows the rendering of the first layer;
(b) shows the rendering of the second layer without colours; (c¢) shows the complete

rendering with attribute-based colouring.

2D [Time,Attribute]

The configuration that is used for bar and line charts, 2D [Time,Attribute], is described

by the following configuration (for bar charts):

Bar chart CARTESIAN,INSTANT
L|CV CM || C S P | x/0 | y/r | Layout | Shape
1 | Time — | = |[-A]| -| T | A |SCALE | BAR

Table 5.4 Bar chart specification. Signature: (T,L;)
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Attribute

T

IAttribute

Time

Fig. 5.10 Single layer bar chart example.

Line charts are specified in a similar way, with the use of the Path property along with

the point shape and no size assigned:

Single line chart CARTESIAN,INSTANT
L|CV CM||C|S|P|x/06]|y/r| Layout | Shape
1 | Time — —|—|T| T | A | SCALE | POINT

Table 5.5 Single line chart specification. Signature: (T,L;)

Attribute

T

E—
Time

Fig. 5.11 Single layer line chart example.
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This specification corresponds to a single line chart. The composition component,
along with layers defined with spine shapes, enables the superimposition of the line

chart layer multiple times through within level composition, as in the following:

Multiple line chart CARTESIAN,INSTANT

L|CV CM C|S|P|x/0|y/r| Layout | Shape

1 | Identifier — — | = - I - | SCALE | SPINE
2 | Time nesting || 1 | — | T | T | A | SCALE | POINT

Table 5.6 Multiple line chart specification. Signature: N((I,L;),(T,Ls))

Attribute Attribute

N\ m T T

Identifier .

_I_ —_

\¥/
T nesting
— — —>
Time Time

Fig. 5.12 Multiple line chart example. On the left side, within level superimposition is
displayed — in this layer, spines with undefined size are used. In the middle, the result
of specification of the second layer is displayed: a line chart with time connecting the
points. On the right side, the final visualisation is shown, as a result of the nesting
indicated by the arrow in the middle of the figure.

2D [Time,Time]

The configuration of time variables in two dimensions can be done with composition for
various I-to-1 layout cases, such as the Kaleidomaps example given, or in a single layer
for 1-to-2 or n-to-2 cases, such the time wave (Li and Kraak, 2013) or spirals (Carlis
and Konstan, 1998; Weber et al., 2001). The spiral is a special case of layout, as it
is parameterised by two temporal variables: the number of time points in a spiral
arm and the number of arms. In this case, the conditioning variable is defined as the
combination of two variables; this is the same case for the positional channel. The

spiral is described through the following specification:
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Spiral, Carlis and Konstan (1998) POLAR,INSTANT
L|CV CM|C|S|P x/0 y/r Layout | Shape
1| [Ty, Ta] — | = | =| - | [Ty, Ta] | [Ty, T, | SPIRAL | POINT

Table 5.7 Spiral specification, with two temporal variables being used for conditioning
and position. Signature: (T,L;)

*
- e
& -8 ®
¢ g‘
& :: (] X
e SN ARE
@
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® | f
°
& ™ ,' ®
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b ® ®
s
— ('Y
° L
* -

Fig. 5.13 Spiral example

2D [Attribute,Attribute]

This configuration describes scatterplots; among the surveyed techniques, it includes
the connected scatterplot (Haroz et al., 2016) and scatterplots with time mapped to
colour (Lei and Zhang, 2010). The connected scatterplot can be described through the
following specification:

Connected scatterplot, Haroz et al. (2016) CARTESIAN,INSTANT
L|CV CM|C|S|P|x/0|y/r]| Layout | Shape
1 | Time —|-]1—-1T] A | A | SCALE | POINT

Table 5.8 Connected scatterplot specification. Signature: (T,L;)
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Attribute

T

Time

—
Attribute

Fig. 5.14 Connected scatterplot example.

5.7 Framework context

The specifications described in this section fit into two parts of Card-Norman’s model:
the description of the operands in the interaction cycle and the visual mappings step
of moving from data abstractions to visual structures. This involves the use of six
properties related to the resulting visual marks: colour, size (width or angle) and
size (height or radius), connecting path, position (x or theta) and position
(y or r), layout and shape. In addition to the low level description of encodings, the
conditioning variable and composition methods defined in the previous chapter are

also used for a complete specification of a visualisation technique.

In the same vein as the operations that were suggested in the previous chapter to
manipulate the composition grammar, the following operations should be used to assign
and modify the visual mappings:

« Assign a variable or value to a property;
 Modify or remove a variable assignment;

o Modify the coordinate system, when possible;
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5.8 Discussion

There are several points of discussion regarding this component. The first important
one is the order in which variables are used to describe the hierarchical levels. The
Kaleidomaps example showed how a different ordering may be used to achieve the same
result. For visual exploration, this is a very important factor as it affects the paths
that can be taken when navigating between visualisations. The method described in
this chapter to convert a visualisation into the framework’s descriptions assumes a
priority for identifier variables, followed by time, space and lastly other attributes. This
order is justified by the fact that the framework deals with time-oriented visualisations,
where spatial, quantitative or qualitative attributes are associated with recorded times.
In practical use, this may not always be the case; however, it is a characteristic or

limitation of the framework that must be considered when using it.

A second point of discussion is the number of channels that were included in this
research. As a result of the survey, in addition to positional variables, three other
channels were used: size, path and colour. However, other channels could also be used
as discussed by Aigner et al. (2011): thickness of lines, texture, glyphs, text annotations,
containment or orientation/angle in cartesian coordinates. Some of these were not
included as they did not emerge during the survey, such as orientation/angle. Others,
such as thickness of line, could be applied to various aspects of visualisations, such
as thickness of the lines in visual marks or in connecting paths. In this case, several
other attributes could also be used: for example, dotted or dashed lines. Although the
framework is fully compatible with their inclusion in the future, the decision was, at
this stage of the thesis to limit the number of attributes in the view component and

focus first on a complete framework.

The relationship between layouts, position and size is also open to discussion. The
design choice for the component was to allow low level, domain-independent views
to be defined. This means that, at the point of computing certain layouts, the data
points for each variable have already been transformed as needed. At the same time,
there are layouts that use the results of algorithms or calculations as an important
step. One example is the MDS algorithm used in Time Curves, which generates 2D
positions from a correlation matriz. In the framework, the MDS positions are the data
variables that are mapped to the positional channels; the framework does not make a
particular distinction between positions produced by the MDS algorithm or geographic

coordinates. On the other hand, visualisations such as ThemeDelta are defined by
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using an algorithm as a layout; this decision was done with basis on the inputs and
outputs of algorithms; in the case of ThemeDelta, the algorithm does not take any

special data as input, unlike the correlation matrix used for the MDS.

Another point of discussion is the use of the basic layers with scale and algorithms,
in contrast with predefined visualisations. Some visual exploration systems such as
Tableau use predefined visualisations such as stacked bar charts and maps, still allowing
a degree of reconfiguration. On the other hand, grammars such as Vega-Lite include
properties that allow defining a stacked bar chart as an extension of a normal bar chart;
the same method works for area and stacked area charts. In yet another extreme are
specific design space for families of visualisations, such as the design space by Baudel

and Broeskema (2012) for treemaps.

The approach taken in the framework makes the description of views compatible with
transitioning between configurations in the design space of hierarchical time-oriented
visualisations. The argument presented in this thesis is that a flexible approach is
more important for researching time-oriented visualisations than a rigid one; this is
due to the fact that the primary aim of a design space is to enumerate the universe of
design choices (Schulz et al., 2011), even if some design choices are ineffective for a
range of tasks. The relative independence of each component also allows visualisation
researchers and designers to choose which parts of the framework are needed for their

applications or experiments.

5.9 Chapter summary

This chapter introduced a decomposed view of visual encodings that addresses two
secondary questions, what are the interactive visualisation methods used for temporal
data? and how can hierarchical composition techniques be combined with the surveyed
visualisations? The specifications of encodings as layers is presented as a component of
the framework that addresses the primary research question. The combination of this
component with the composition component presented in the previous section allows
the specification and reconfiguration of hierarchical visualisation techniques. Although
there are temporal aspects in the definition of the compositions and encodings through
the use of temporal variables, the aspects of time that characterise the exploration

of time-oriented data are yet to be addressed. The next chapter addresses the third
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secondary question and completes the framework by extending the reconfiguration of

visualisation to time-based transformations.






Chapter 6

Transformation: interactions

This chapter introduces the remaining component of the framework, the Transformation
component, which contains the conceptual transformations of the temporal domain that
enable the interactive visual exploration. While previous chapters were concerned with
the parts of the framework that connect time-oriented visualisation with hierarchical
and composite visualisations, this chapter aims at answering the third secondary
question — what are the temporal interactions that facilitate exploring temporal data
in hierarchical visualisations? As described in chapter 3, the transformations are
designed based on a combination of analysis of the interactions in time-oriented data
visualisations and the use of conceptual models of temporal data. This chapter details
the process that leads to the different categories of transformations and their application

as functions with distinct parameters.

6.1 Addressing the research questions

This chapter addresses primarily the third secondary question. The aim of this
chapter is to introduce conceptual transformations of the time domain that can be
applied to the other components, enabling the use of multiple perspectives for temporal
data exploration. In order to do that, the chapter relates the existing literature of
time-oriented data visualisation with concepts of temporal data. The description of
the transformations and their interactions with the other components, besides being
presented as a contribution and answer to research question, also addresses the gap

identified in chapter 2, where it was identified that current models and frameworks



90 Transformation: interactions

for time-oriented data visualisation fail to include the time domain in the interactions

supported by these models.

6.2 Survey of time-based interactions

The first step of this stage was to analyse the literature to identify the interactions
in interactive visualisations for time-oriented data. This included the references
surveyed as part of the view component and other references that were considered
unsuitable for the view component, such as interactive three-dimensional visualisations.
This step was used to filter out entries that do not contain any description about
interactions, such as new visualisation techniques that were not tested in an interactive
environment. For each of the initial 38 entries where interactions were described,
the taxonomy of interaction techniques by Yi et al. (2007) guided the extraction of
information. In addition to the seven basic categories that the authors describe —
select, explore, reconfigure, encode, abstract/elaborate, filter, connect — two additional
categories were used: visualisation configuration and design transformations. The first
is discussed by Yi et al. as a category of interactions that are not exclusive to interactive
visualisation, and thus their taxonomy does not include it. In the context of this thesis,
however, it is important to consider aspects of visualisations that are part of the various
stages of Card-Norman’s model, such as the parameters that guide the generation
of visualisations. Visualisation configuration includes temporal transformations that
are triggered by interface settings, such as resizing the visualisation window. Design
transformations include temporal transformations that are applied in the generation
of the visualisation, rather than being only applied by user input during runtime;
this includes aggregations that are used to decrease the number of items on screen,
for example. Each entry was analysed and textual descriptions were added to each

category where appropriate, as seen in appendix D.

The second step was to filter the interactions that are relevant for the framework, which
are those that belong to the following categories: reconfigure, abstract/elaborate, filter,
visualisation configuration and design transformations. This excludes the select, explore
and connect categories, which contain interactions that, for time visualisation, often
involve purely visual transformations, such as highlighting elements, or transformations
that involve other types of data, such as querying quantitative information related to

certain times. These interactions are out of the scope of the framework (see chapter 9
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for more discussion about the limitations of the framework). This step reduced the

number of entries to 30.

The third step was to relate the textual descriptions to the properties of time that
are modified or transformed by the interactions. Doing so required determining, from
existing theories and models of time, which of these properties are important to support
visual exploration. For this, the notion of a discrete bounded time domain and the
concept of granularities defined by Bettini et al. (1998), described in chapter 2, was
used. A time domain contains the temporal references that are part of any dataset
being visualised; these are usually extracted from the data items being visualised and
isolated from other non-temporal data. The discrete aspects refers to the fact that the
temporal references are indivisible; in such a model, dividing 7 day requires changing
that granularity that used for the time domain. In time visualisation, as the pixel is
also an indivisible unit, generally speaking, it is sensible to reflect this characteristic
in the abstraction of time as well. The bounded characteristic refers to the lower and
upper bounds, or the lower and upper time points, that define the extent of the time
domain. Although infinite time is conceptually possible, the fact that the wvisible visual
space is also limited makes it sensible to consider the limits of time where data items

cease to exist.

This representation of the time domain includes three other properties of granularity
mappings: the unique granularity mappings (i.e. the mathematical properties of
granularities), the types of labels and the variation of ordering of granularity labels.
The types of labels are related to the different scales — changing between absolute
time and relative time by re-labelling time points. The order of granularity labels is
primarily related to cyclic time units, such as days of the week, in which the first day
of the week can be changed; this is related to the variation of calendars and use of

time in different application contexts.

Lastly, many visualisations subdivide the time domain into segments and display it in
a non-contiguous manner. In order for the framework to support this, the concept of
segments is used, representing contiguous subdivisions of the time domain that can be
rearranged with varying length. Each reference was categorised by analysing these six
modifiable properties in relation to the textual description of interactions; table 6.1

displays the results of this.

The final step in designing the component was identifying categories of transformations

based on these properties. This involved identifying groups of conceptually similar
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Reference TE B G GL GO NS
André et al. (2007) v

Andrienko et al. (2011) v

Beard et al. (2008) v

Carlis and Konstan (1998) v v

Cho et al. (2014) v

van der Corput and van Wijk (2017) v

Gad et al. (2015) v

Gschwandtner et al. (2011) v
Guerra-Gomez et al. (2013) v

Javed and Elmqvist (2013) v v
Keim et al. (2004) v

Kothur et al. (2013) v o/

Krstajic et al. (2011) v

Lammarsch et al. (2009) v

McLachlan et al. (2008) v

Shen and Kwan-Liu (2008) v

Sips et al. (2012) v

Tominski and Schumann (2008) v v
Tominski et al. (2012) v v

Wang et al. (2009) v Y

Van Wijk and Van Selow (1999) v

Wongsuphasawat and Shneiderman (2009) v v

Tableau! v o vov v
Spotfire? v v

Table 6.1 Survey of the properties of time modified by interactions in the literature.
TE = Temporal Extent, B = Bounds, G = Granularity, GL = Granularity Label,
GO = Granularity Order, NS = Number of Segments.
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transformations and the various parameters that can be used with them. The properties

of time were used to define three categories:

o Segmentation: operators in this category allow the number of segments to be
modified by dividing the time domain, re-arranging segments or reversing the

transformation;

o Granularity: operators in this category change the properties related to time
granularities, by changing the level of aggregation, exploring a granularity struc-
ture or modifying inner properties of granularities such as the order or labels of

time points;

« Extent and bounds: operators in this category change either the temporal extent

or the upper or lower bounds of the time domain.

The next section describes the operators within each category, including details of their

functionality and the parameters that can be used.

6.3 The transformation component

The component includes 18 individual transformations across the three categories with
four types of parameters. Each property of time is modified by operators that can
apply transformations or redefine or reverse the effects of previous transformations.
This triad of methods allows the transformations to be defined at a more concrete level
than a taxonomy of transformations, yet still operate in the conceptual realm rather
than proposing low-level implementation algorithms. The addition of different types of
parameters is also in line with this objective; besides facilitating future implementations
of the framework by considering the types of operators and parameters that are
appropriate and needed for different encodings and tasks. In addition to the three

basic time-related parameters, some transformations require other types of parameters.

6.3.1 Conceptualising the time domain

As mentioned in the previous section, the notion of a discrete bounded time domain
is used to define how the transformations affect time. In order to describe these

transformations in detail, the following formalisation of the time domain is used:

T: {SG’,QG’,G,E,P},
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where s and e are the starting and ending instants of the temporal domain, labeled by
granularity G; E' is the number of instants in the domain (or the temporal extent of the
domain), and P = {py,...,p,} is the set of time points such that any p = {¢;, ..., ¢4},
with s¢ < t; <ty < eq, where i € Z, t; = G(i) is an instant labeled by granularity
G. Additionally, the following constraints guarantee that the time domain is discrete
and every instant within the bounds exist in the abstraction, ensuring that the time

domain is complete as discussed in chapter 4: p: n < E, 1 <|p| < E and £ = Z Ip|.
peP

These properties of the abstraction correspond directly to the properties of time used
to categorise the interactions, as summarised in table 6.2. The starting and ending
instants correspond to the bounds of the time domain, while the extent correspond to
the time extent, or the number of instants in that dataset. Granularity (G) reflects the
current granularity used to label the time domain, including the order of the labels.
The time domain object itself can correspond to the whole time domain or segments of
it, with the possibility of multiple time domains 7,7, 7", ... being defined. Although
some of these properties are redundant because they can be derived from each other,
they are used in this chapter to describe how some operators can directly modify a
property through various types of interactions, with the changes then propagated to

other properties.

Example Consider the following example:

T = {1999ygar, 2015vEar, YEAR, 5, {2011, 2012, 2013, 2014, 2015} }

This instance of the time domain has a lower bound 1999, upper bound 2015, gran-
ularity YEAR, extent 5 and the set of time points P corresponding to the instants
2011 and 2015. As it is discussed in the description of the operators, time points
can contain aggregations of instants. The following is a valid alternative to P:
{[2011,2012,2013], [2014, 2015]}. In this case, the time domain was modified to contain

two representable time points.

Parameters of transformations

In order to modify the properties of the abstraction, the proposed operators can receive
different parameters, illustrated in fig. 6.1. The basic variation of parameters is based on

two types of time, instants ¢;, ..., ¢, and duration d, as well as granularities G, H, I, . . ..
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I;I
I I I N I
2011 2012 2013 2014 2015

T

Fig. 6.1 Illustration guide for the description of the operators. The instant highlighted in
red was passed as a parameter; the blue square bracket with a number on top indicates
that it is a duration of length 1 that was passed as parameter; the green colour used
in the labels indicates the granularity that was used — additional granularities have
different colours, as seen in fig. 6.5.

The parameters allow the transformations to have the same result through different
inputs and behaviours. Passing instants as parameters to a transformation may be
more suitable for one kind of interaction mechanism rather than passing a duration,
for example. Besides these three parameters, certain transformations require different
parameters based on their functionality — these other parameters are introduced along

with the operators.

In the following sections, each transformation is described along with a function
signature that summarises the transformation along with the input parameters. Due
to the complexity of the results of the transformations and the fact that they do not
illustrate the varying behaviours by the use of different parameters, the formalisation of
the output is not included. Instead, illustrations with before, during and after figures
are used to describe the operators in detail. Additionally, pseudo-code algorithms are

included in appendix C in order to facilitate the understanding of the operators.

Preconditions and ambiguity

Applying the operators on the time domain with multiple types of parameters requires
a series of decisions on the validity and interpretation of the relationship between them.
This includes deciding whether it is logical to use a certain operator in combination
with a configuration of time domain or checking if a parameter is temporally valid.
In this thesis, the conceptual and pseudo-code descriptions do not include such tests
of validity; this is assumed to be decided when the operators or the framework are
implemented, when such tests would be embedded in the application. This also includes
the use of optional and default parameters; for certain operators, default functionality

is suggested to complete the space of possibilities.
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The second issue regards the ambiguity that results from matching parameters to the
time domain. One simple example is scanning for an instant in the time domain in
order to divide it in two at that point: after the instant is found, it can be included
in the first subdivision of the time domain or the second subdivision. While this has
no direct bearing on the conceptual definition of the operator, which is to divide the
time domain, the functionality and results can be radically different. Two possible
interpretations are possible: matching instants through lower than or lower than or
equal to relations, as in figure 6.2. Given the division example, in the first case, the
first subdivision would include all instants lower than the parameter instant. In the
second case, the first subdivision would include all instants lower or equal than the
instant passed as parameter. In this chapter, a lower than interpretation is used for

consistency in the descriptions.

ty 2} 2} tq ts

lower than I I | I I
t1 to t3 ta ts

v

lower or equal I I I

t1 ta t3 tq ts

v

Fig. 6.2 Different relationship types when matching instants in operators. The upper
part of the figure shows that t3 was passed as parameter. In each example, the box
outlines the instants that were matched being lower than or lower than or equal to ts,
respectively.

6.3.2 Segmentation operators

Segmentation of the time domain has a range of applications in various areas. One
example is analysis of trajectories (Demsar et al., 2015), which involves space and
time along with additional attributes. In this case, segmentation is done by classifying

parts of a trajectory that conform to relevant criteria in order to identify, for example,
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Category Property

Bounds sa, ea
Extent E
Granularity G, P
Segments T

Table 6.2 Categories of interactions related to the properties of the abstraction of the
time domain. As the set of time points is closely related to the granularity, the two
properties are included in the same category.

different behaviours along that trajectory. It includes splitting trajectories where there
is a significant change in a trajectory’s attribute, such as direction or angle of movement,
or in spatial characteristics, such as a trajectory staying a certain amount of time in the
same location or area. In all these cases, different degrees of automation can be used,
from fully automatic segmentation based on algorithms to semi-automated methods,
where expert users define parameters or directly choose points to segment (Buchin
et al., 2013). Segmentation is not restricted to spatial trajectories, as variations of
attributes are also used to segment the time domain in time series analysis (Keogh
et al., 1993). The key aspect of the segmentation operators defined in this framework
is the independence of the operators from the context — this enables the operators to

be used in spatial or non-spatial trajectories, for example.

Regarding segmentation of time in a visualisation context, Brehmer et al. (2017)
defined segmented timelines as those that are divided according to meaningful temporal
divisions of time; such definition restricts segmentation where only calendric units
are used to divide the time domain. In this thesis, the concept of segmented time
encompasses any subdivision derived from an initial time domain, even if the resulting

segment has no temporal meaning in terms of calendars.

Segmentation acts by partitioning one time domain 7 into two or more domains
T, T,

..., T',, each being disjoint in relation to each other such that F+ < E+ and E =
EET%- The variation of parameters allows different inputs to produce the same
segmentation result, therefore allowing the transformation to be used in different
contexts, including variations of the visual encodings, the application domain and the

interaction mechanisms that trigger the transformation.
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This category contains four operators that are used to apply the transformation, two

to redefine it and one to reverse it.

Segment at Instants

Signature: (T, {t1,t2, ..., tn})

Segments time domain 7 at instants {¢,ts, ..., t,}, generating segments corresponding
to the subsets of {sq, 1}, {t1 + 1,2}, ..., {tn, ec} (see fig. 6.3). The type of interval, as
discussed previously, will define the composition of the segments. With left-open /right-
closed intervals, the first segment would be {sg,t; — 1}. In addition to the type of

interval, the relationship between s and t; may also result in different segments.

Segment at Instants

(T, {ts})

original state | | | | |

v

tq to t3 ty ts
T
executing action | | I | | > ¢
t 23 t3 ty ts
T
result | | > I | | > t
31 23 t3 2} s
U 73

Fig. 6.3 Application of the Segment at Instants operator, with instant t3 passed as
parameter. In the second part of the figure, the instant is highlighted in red, with the
dotted line indicating where the segmentation will happen. In the third part, the two
segments produced are shown, with the parameter time point included in the second
segment due to the use of lower than relation.

Segment by Duration

Signature: Sy(T,d)

Segments time domain 7T into [E/d| segments, each with extent equal to d (see fig. 6.4).
In contrast with the previous operator, where specific time points are used as parameters,
duration allows the time domain to be segmented systematically with regular extents.

The result of the operator is affected by the extent of the original time domain. If
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E mod d > 0, the last segment will have an extent shorter than d. For example, if
a time domain has extent £ = 10 and .#4(T, 3) is applied, the result will be three
segments with extent 3 and a fourth segment with extent 1. There are two ways to treat
this special case: if the objective is to generate uniform segments, the last segment can
be padded with the missing time points; the alternative is to leave the segment as it is.
There are again no consequences for the conceptual idea of segmentation, however, the

difference in extents is an important implication for the general use of the operator.

Segment by Duration
L5”(1(7—7 2)

original state | | | | |
t ty ts ty ts

v

ezecuting action | | : | | : |

131 ty 1 ot3 ty i ts

v

result | | > | | > J_» ¢
/ T 73 7’;’

Fig. 6.4 Application of the Segment by Duration operator, with duration 2 passed as
parameter. In executing action, the segments that will be produced with duration 2
are marked. In result, the third segment contains only one time point, because, in this
example, the parameter resolution for an extent that conflicts with the parameters
does not pad the resulting segment.

Segment Matching Granularity

Signature: So(T,G)

Segments time domain T with a compound granularity G+ H + ..., where G is coarser
than H, ..., into segments matching granularity G (see fig. 6.5). The objective of this
operator is to generate segments based on calendar units, which sometimes are not
as regular as the segments produced by the previous operator. One example is the
variation of number of days in a month; segmenting with a duration of 31 days will not
be correct for every month. This operator allows segmenting the time domain with

predictable outputs in terms of temporal validity. However, the overall extent of the
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original time domain also affects the result of the operator: a segment corresponding

to a matched month will have only the number of days that exist within the extent.

Segment Matching Granularity

Zc(T,YEAR)
original state | | | | | >
N N N2 NG
% D % %
LS G L
PSRN S AN AN
T
ezecuting action | | : | | | >
INEREY 5
YEAR n\\\\ 40\\ :@Q NN
LS S S S ¢
AV A YO
T
2011 2012
result | | > | | | >
qQ ¢ ¢
N .'\\’Q L
\“w \’/ \“w P \"r
\/\ x‘b Q\’ Q‘b Q‘b
T 73

Fig. 6.5 Application of the Segment Matching Granularity operator, with granularity
Year as parameter. In executing action, the dotted line indicates where the values of
year change. In result, the two segments for years 2011 and 2012 are shown.

Segment Relative to

Signature: Z; ¢(T,t, f)

Segments time domain 7 into segments with length calculated by function f, relative
to instant ¢. Although this operator has no corresponding interaction in the literature,
it is the segmentation-equivalent of the bin relative to operator (see below) and it is
suggested to complete the space of possibilities for the operators. It allows a time point
of interest to be chosen and an algorithm or function to be used to generate segments

based on the distance to that time point.
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Segment Relative to
(T, t1, DOUBLE)

original state | | | | >

t to i3 2}
T
1 2
N —
executing action I | | | >
3] 23 l3 lg
T
result | > | > | | > t
t1 to t3 tq
T T3 T3

Fig. 6.6 Application of the Segment Relative To operator, with instant ¢; passed as
parameter and DOUBLE as a function that calculates the segmenting distance from
the reference point. For each calculated segment, the following segment size will have a
twofold increase. This can be seen in the middle of the figure, where the first segment
has size I and the second segment has size 2, resulting in the three segments the lower
part of the figure.

Join
Signature: 7 ([T1,[Tz2],...]) Joins two or more segments of time into a unified time
domain (see fig. 6.7). This operator allows reversing the segmentation operator,

applying it to specific segments or all existing segments.

6.3.3 Granularity operators

This category covers the transformations related to exploring the different time scales
in the form of granularities. The proposed operators modify the set of time points
associated with a time domain by changing the level of aggregation, the granularity
used to label them and the order of the granularity labels. As seen in table 6.1, the

transformations in this category are used as basic interactions in the majority of the
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Join
H(T1,T2)
original state | | > | | | > t
ty to t3 ty ts
T 75
executing action | | > _|_ | | | > ¢
tl tz t3 t4 t5
T 73
result | | | | | > t
tq to t3 ty ts
T

Fig. 6.7 Application of the Join operator, with two segments as parameters. The
resulting single segment is shown in the lower part of the figure.

surveyed techniques. This section describes the various ways in which this interaction

can be conceptually defined.

The operators can either alter the granularity GG, indirectly modifying the set P of
time points, or act directly on the set of time points by modifying one time point p
to include (or exclude) one or more ¢; such that a p; might be equal to ¢;,¢;41, ;42 Or
variations of these. The category also includes operators that modify the order of time

points and transform the resulting labels from granularities.

Bin at Instants

Signature: By(T, {t1,t2,...,tn})

Aggregates time points between the intervals defined from instants s¢ to ¢t and ¢, to
e and intervals in between, resulting in n + 1 aggregated time points. Similar to the
segment at instants operator, the result of the operator will be different depending on
the relationship between s and t; and e and t,, as well as the type of interval used
with the operator. This operator has also no corresponding interaction identified in

the literature — it is suggested to complete the space of possibilities for the operators.
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Bin at Instants

‘@t(Tv [t27 t4])

original state | | | | |

\J

tl t2 t3 t4 t5
T
executing action | I | I | -
t to t3 ty ts
T
result | | .
ty [ta, t3] [ta, 5]
T

Fig. 6.8 Application of the Bin at Instants operator, with time points t, and ¢4 passed
as parameter. In executing action, the matched parameters are shown in red and the
resulting segments enclosed. The lower part of the figure contains the resulting three
time points, where two of them contain two instants.

Bin by Duration

Signature: By(T,d)

Aggregates time points in into [|P|/d] regular bins of size equal to d (see fig. 6.9).
Similarly to segment by duration, this operator can be used to systematically aggregate
time points. In visualisation, it is commonly used to generate temporal histograms as
overviews of large extents of temporal data (André et al., 2007; Tominski et al., 2012;
Wongsuphasawat and Shneiderman, 2009), with bins containing an equal number of
time points. In these cases, user interaction allows the scaling factor to be modified,

although not as part of other exploration interactions.
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Bin by Duration
éi?d(’7-72)

original state | | | | |

\J

T
2 2 2
T 1T 1T 1
executing action | | | | | > t
tl tz t3 t4 f5
T
result | | > t
[t1, to] [ts, t4] ¢
T

Fig. 6.9 Application of the Bin by Duration operator, with duration 2 passed as
parameter. In executing action, the groups of instants are highlighted, resulting in the
three time points in the lower part of the figure.

Bin relative to

Signature: B, (T, t, f)

Aggregates time points into sets defined by function f relative to instant ¢ (see fig. 6.10).
This is equivalent to the segmentation operator with the same parameters; however,
instead of splitting the time domain, this operator groups time points into bins,
reducing the number of time points. This operator allows aggregations based on fisheye
views (Furnas, 1986) transformations in the data space rather than in the visual space.
One example is aggregating time points following a logarithmic scale, which is one of
the types of scale proposed by Brehmer et al.: in this case, time points are aggregated
in larger bins according to their increasing distance to the reference point. Other
authors experimented with lenses modifying the visual space, such as Krstajic et al.
(2011) with linear and logarithmic lenses and Kincaid (2010) with a distance-based

lens.
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Bin Relative to
B, ¢(T,t1, DOUBLE)

original state | | | |
t ts ts ts

\J

executing action I | | |

v

result | | |
t ty  [ts,ta)
T

v

Fig. 6.10 Application of the Bin Relative To operator, with instant t; passed as
parameter and DOUBLE as a function that calculates the binning distance from the
reference point. For each calculated bin, the following bin size will have a twofold
increase. This can be seen in the middle of the figure, where the first bin has size 1
and the second bin has size 2, resulting in the three time points in the lower part of
the figure.

Expand

Signature: Z (T)

Reverses transformations done with previous operators by re-mapping every instant ¢;
to a single time point [p;| = 1 (see fig. 6.11). This operator is suggested according to

the aim of describing operators that allow reversing previous transformations.
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Expand
&(T)

original state | | |
t ty s, td]

v

T
executing action | | | > t
t to  [ts.t4]
T
result | | | | > t
t1 to t3 tq
T

Fig. 6.11 Application of the Fxpand operator.

Change Granularity

Signature: €q(T,[G])

This operator modifies the granularity that is used to label the time points in the
domain, modifying the whole time domain including s¢ and eq (see fig. 6.12). It allows
converting between granularities arbitrarily, as long as the underlying data supports
them. Interactively changing granularities has been proposed as a central idea in some
visualisations Keim et al. (2004); Lammarsch et al. (2009); Tominski et al. (2012) in
order to explore different temporal scales; it also guides the reconfiguration of an event
exploration system suggested by Beard et al. (2008). The application of this operator
requires conversion between granularities that may not also be easily determined. For
example, if a dataset contains references in Months and a user wants to change to
Month-Day, the application implementing the operator must decide if month 08 is
converted to 08 — 01, 08 — 31 or a midpoint such as 08 — 15.

In addition to converting between granularities, it is suggested that, as default func-
tionality, this operator allows removing granularities from time domains without any
parameter, re-labelling existing references into a sequential scale based on the set of

natural numbers N.
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Change Granularity
CgG (T7 G)

original state | | | |
t ts ts ts

\J

T
executing action | | | | > t
G(t1) G(t2) G(ts) G(ta)
T
result | | >
G(t1) = G(t2) G(ts) = G(ta)
T

Fig. 6.12 Application of the Change Granularity operator.

Roll Up/Drill Down Granularity

Signatures: Crorur(T) and Epriipows(T)

Re-labels time points using a predefined granularity G coarser or a granularity [
finer than the current granularity H (see fig. 6.13). This operator allows systematic
exploration of granularities when used with a hierarchy of granularities. While calendar
granularities are actually defined in a lattice with multiple conversion paths, a linear
path of conversion is generally used for interaction. This is the case of the application
LifeLines2 (Wang et al., 2009), where a mouse wheel scroll changes the granularity
from Days to Months and so on. Roll Up and Drill Down are basic operations in OLAP
cubes that allows exploration of coarser or finer levels in a multidimensional array; in
this thesis, they are suggested as time-exclusive operator in order to differentiate it
from similar operators, such as exploring a hierarchy of geographical areas in a similar

linear fashion.

The operators can have two types of behaviour: exploring single or composite gran-
ularities. In the example given in fig. 6.13, Year is transformed into Year-Semester
(composite granularities); the alternative behaviour would transform it into Semester,
resulting in only two time points: I and 2. As this pair of operators is entirely

dependent on the granularities of the dataset, it is suggested that the behaviour is
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implemented based on the context. For this reason, the pair of operators is defined as

it is rather than multiple operators being defined for each type of granularity.

Roll Up/Drill Down

%DRILLDOWN (T)
%ROLLUP (T)

original state

v

2011 2012

executing action 1

v

N : S S
\’7»Q \ﬂ'\\ \’z\\ \’}\
P>
T
result | | | | > t
~ S G
I R

Q”\ 0‘1'\ o\\, @’\/
T

Fig. 6.13 Application of the Drill Down operator. In the original state, the two time
points are labelled by granularity Year. When the operator is executed, four time
points are added corresponding to a hypothetical immediate finer granularity semester.
The granularity structure can be different depending on the application: month is
generally the immediate finer granularity that is used. In this example, a Roll Up
operator would transform in the opposite direction: the original state would be the
last part of the figure, with the resulting state being the first part of the figure.

Rotate

Signature: Zp(T, D)

For a time domain 7 with cyclic granularity G, if direction D equals RIGHT, replaces
starting point sg with ending point eg and re-labels time points with the label of
the previous time point. If D = LEFT, replaces ending point es with starting point
sq and re-labels time points with the label of the next time point. Although cyclic
granularities conceptually represent a repeating cycle with no clear beginning and
end, visualisations generally project cyclic time onto a linear visualisation, such as a
line chart. In this case, rotating the time points allow different starting and ending
points to be explored, possibly showing patterns or trends that were otherwise hidden.
Systems like Tableau and Spotfire allow users to choose the starting month for a fiscal

year, for example, due to the variation between countries in terms of calendar systems
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and business calendars. This operator generalises this idea to any cyclic granularity.

Rotate
Zp(T,RIGHT)

original state | | | | |

v

executing action | | | | |

\)

t1T —plo —pt3 _pts_pts

t T |
result | | | | |

t5 ty to t3 ty
T

\J

Fig. 6.14 Application of the Rotate operator, with direction RIGHT passed as parameter.
Passing LEFT as parameter would shift the labels in the other direction.

Align

Signature: <, (T, 1)

Changes the origin of time domain 7 to time point ¢, re-labelling other time points
relative to the new origin (see fig. 6.15). This effectively transforms the scale used
in the time domain to a relative time scale. If the granularity used is a compound

granularity (G+H), the finest granularity is used to calculate the distances.

6.3.4 Temporal extent and bounds operators

Operators in this category change the bounds of the time domain with two types of
parameters: new instants mapped to the lower and upper bounds or using duration
to modify the existing bounds. In this category, using granularity as a parameter is
irrelevant, as modifying the bounds only make sense with quantities of time. This
category of transformation corresponds to the filter category in Yi et al.’s taxonomy;

narrowing the temporal extent is implemented in several visualisations (Carlis and
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Align

original state | | | | |
ty to ts ty ts

\J

T
executing action | | I | | > t
ty to t3 ty t5
T
result | | I | | > t
-2 1 0 1 2
T

Fig. 6.15 Application of the Align operator, with instant t3 passed as parameter.

Konstan, 1998; Ferreira et al., 2013; McLachlan et al., 2008; Sips et al., 2012), allowing
the users to focus on interesting parts of the time domain, also reducing the number
of time points displayed — depending on the visual encoding, this may also help to
reduce clutter. Extending the time domain allows for reversing the trimming operation;
in unaltered time domains, this transformation can be used in real time applications

where new data points are expected to be included.

Trim At

Signature: (T, [t1], [t2])

Changes the bounds of time domain 7 from s¢ < t1 to t; and eg > 5 to to (see fig. 6.16).
Either ¢; or t3 can be optional. This transformation decreases the extent of the time
domain with instants passed as parameter. Generally, this means that users choose
the new bounds directly through interaction, although algorithms that choose the new

bounds based on criteria relevant to the application can also be used.

Trim By
Signature: Ty(T, [di], [d2])
Reduces the extent of the time domain 7 by durations dy + ds (see fig. 6.17). The new
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Trim At
%(T* t27 t4)

original state | | | | |
ty 23 t3 ta ts

\J

T
executing action | I | I | > t
ty to t3 ty t5
T
result | | | > t
to t3 tq
T

Fig. 6.16 Application of the Trim At operator, with instants t5 and ¢, passed as
parameters.

lower bound of the time domain is s¢ = sg + d; and the new upper bound of the time
domain is eg = eg — do. Either d; or dy can be optional, or zero as default. The new
temporal extent corresponds to E — (dy + dy). This operator is equivalent to Trim At,

but with duration as parameter.

Extend To

Signature: &(T, [t1], [t2])

Changes the bounds of time domain 7 from sg > t; to #; (see fig. 6.18), adding time
points between t; and sg such that t; <t < sg, and eg > t5 to to, adding time points
between eq and ty such that eq <t < ty. Either ¢, or t5 can be optional, or zero as
default. This operator can be used to reverse the trim transformation by extending

the time domain with either a new starting point or a new ending point.

Extend By

Signature: (T, [d1], [d2])

Extends the extent of the time domain 7 by durations d; + dy (see fig. 6.19). The new
lower bound of the time domain is s¢ = sg — d; and the new upper bound of the time

domain is eq = eg + do. Either d; or dy can be optional, or zero as default. The new
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Trim By
Z4(T,1,1)

original state

\J

t1 ta t3 121 ts
T
. .
executing action | | | | | >
t1 to t3 ta ts
T
result | | | >
to t3 tq
T

Fig. 6.17 Application of the Trim By operator, with durations 1 and 1 passed as

parameters.

Extend To
G’pt(Ta t17 t5)

original state

v

12 t3 17
T
executing action - _I | | | ;I -——p
tl tz t3 t4 t5
T
result | | | | | >
ty ta t3 ty ts
T

Fig. 6.18 Application of the Eztend To operator, with instants ¢; and t5 passed as

parameters.

temporal extent corresponds to E + (d; + dy). This operator is equivalent to Ezxtend

To, but with duration as parameter.
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Extend By
Ea(T,1,1)
original state | | | > t
to t3 t4
T
— L
executing action - _I | | | :I -t
t to ts ty t
T
result | | | | | > t
tl t2 tg t4 t5
T

Fig. 6.19 Application of the Eztend By operator, with durations 1 and 1 passed as
parameters.

Compound granularities

In the case of compound granularities, such as YEAR-MONTH, the parameters in this
category are assumed to be labeled by the finest granularity in the domain, MONTH
in the example. However, the operators do not necessarily require such approach. It
is possible, for example, to extend a YEAR-MONTH time domain by 12 months as
well as 1 year. As the resulting time domains with the two types of parameters will
be exactly the same, there is no difference between using a single or a multi-granular

parameterisation.

6.4 Framework context

The suggested operators, summarised in table 6.3, have different purposes in the
framework and can be combined in different ways with the other two components. A
single time domain can be assigned as a temporal variable in the view and composition
components. The concept of multiple domains and conditioning variables in the

framework, however, requires the use of identifiers to map data items to different
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Category Operator Parameter variation
Segmentation Segment At Instants
7 By Duration
" Matching Granularity
7 Relative To
Join -
Granularity Bin At Instants
" By Duration
7 Relative To
Expand -
Change Granularity Granularity
7 Roll Up
K Drill Down
Rotate -
Align -
Extent and bounds Trim At Instants
7 By Duration
Extend To Instants

2

By Duration

Table 6.3 Summary table of operators
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segments. Consider the following example:
T = {2004, 2005, 2006, 2007, 2008, 2009, 2010, 2011}

This domain can be assigned both as a conditioning variable and position, resulting in

the visualisation in fig. 6.20.

2004 2005 2006 2007 2008 2009 2010 2011

Fig. 6.20 Example of a visualisation of time domain 7.

Segmenting the domain by 4 years will result in two new domains 7; = {2004, 2005, 2006, 2007}
and T3 = {2008, 2009, 2010, 2011}; as two domains exist now, data items must be mapped
to these domains. This can be done with an intermediate derived segment (or any
other identifiable name) variable: data items containing the years belonging to segment
T, are assigned to segment 1, while the data items containing the years belonging to
the second segment are assigned the respective value (2). The following specification

can be used to define a visualisation (fig. 6.21) based on the new segments.

Segmented heat map CARTESIAN,INSTANT

L|CV CM C|S|P|x/0]|y/r]| Layout | Shape
1 | Segment — —|—=1-1 - S | SCALE | SPINE
2 | Year nesting || A | —1] -1 Y - | SCALE | SPINE

Table 6.4 Specification of a visualisation of segmented a time domain.
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2004 2005 2006 2007

Segment 1

Segment 2

2008 2009 2010 2011

Fig. 6.21 Example of a visualisation showing two time domains as a result of segmenta-
tion corresponding to table 6.4.

In contrast with segmentation, the use of granularity and extent operators is straight-
forward as there is no need for intermediate variables. The following chapter details
the use of each category of operators with the visual composition methods, as well as

the interplay between other components of the framework.

6.5 Discussion

The principal point of discussion for this component is the number of combinations of
categories and parameters. Considering the process of derivation of operators, which
started with an analysis of the literature, the question is how complete is the component.
However, this question requires defining the criteria for completeness. In terms of
the categories and properties of time, the argument defended in this thesis is that
the proposed operators are complete as that they cover the properties of time that
relate to the scope of the framework — in that sense, the operators do not include any
non-temporal aspect in the transformations, such as including conditions that depend

on attributes.

Another angle to consider is the completeness regarding the parameters, which define
the unique operators in each category besides the operators with varying functionality.
The thesis presents operators considering the different types of time and properties that
are used to transform time. These include instants, duration and granularities. As the
other type of time, interval, is defined by two instants, it is included in the first category.
Beyond these properties, there are also parameters that receive a function instead
of specific time points or granularities. This idea derives from the use of procedural

parameters (Slonneger and Kurtz, 1995), in which functions are passed as parameters to
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other functions; in the component, it enables to procedurally define the instants that are
used to apply operators following mathematical formulas or algorithms. The inclusion
of this type of parameter generalises the use of logarithmic scale transformations, which
is one specific type of scale in the design space by Brehmer et al. (2017), to any scale

transformation that can be defined as a function with no auxiliary parameters.

As new visualisations are developed and include other transformations not covered by
the operators, it is possible to expand the set of operators. However, the current set
of operators satisfy the scope of the research, the survey done in chapter 6 and the

applied methodology.

6.6 Chapter summary

This chapter presented conceptual transformations of the time domain based on
interactions that are used in time-oriented data visualisations. These transformations
are defined as operators that act on abstractions of the time domain, receiving different
types of parameters that guide their functionality. The categories of operators reflect the
properties of time that can be manipulated and interacted with, while the parameters
are based on conceptualisation of time itself. The next chapter summarises the

framework and relates the components to each other.






Chapter 7

Framework overview

The previous three chapters have introduced the components of the framework in-
dividually: the composition, the view and the transformation component. Each of
them contains distinct parts that, together, allow hierarchical visualisations to be
specified and interacted with. In this chapter, the interplay between each component
are described in detail with examples of visualisations that can be reproduced by the
framework and complex transformations that can be defined by combining operators
with the other parts of the framework, allowing the navigation between different

visualisation techniques.

7.1 Framework summary

The framework was briefly introduced in Chapter 3, with each component described in
detail; the following section relates the components. The View component contains
the properties that describe the coordinate system and layout of visual encodings
and mappings from the data to visual variables; this includes description of current
mappings and operators that allow the definition of the new mappings. The following

properties are used:
o Coordinate system: polar or cartesian;
» Shape: point, bar, spine, ellipse or polygon;
o Layout: SCALE keyword, any supported algorithm or empty;

» Position: one or two space, time, attribute or identifier variables or empty;
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e Size: one or two space, time or attribute variable or empty;
o Path: space, time or attribute variable or empty;
o Colour: space, time, attribute or identifier variable or empty;

The Composition component contains the definition of the conditioning variable for
each level of the hierarchical structure, defining the underlying data model of the
framework, as well as the visual composition for each level of the hierarchy. They are

defined as the following properties:

o Conditioning variable: space, time, attribute, identifier or same, for same

level composition;
« Composition method: juxtaposing, superimposing or nesting;

Finally, the Transformation component contains the operators that modify the time
domain of the dataset being visualised, altering properties of time that can be used to
modify the data space or trigger transformations of the visual space as well. These

operators are:

« Segmentation operators: transformations that divide one time domain into

multiple time domains or join segments;

o Granularity operators: transformations that change the level of abstraction

of the time domain by aggregating time points or modifying the granularity used;

« Extent operators: transformations that change the extent of the time domain

by extending it or narrowing it down;

The following sections describe how the Transformation component affect common
visual encodings defined by the View component and can be combined with the visual
composition methods defined in the Composition component. For both parts, the
effects of the transformations are discussed, including the main perceptual effects in
visual encodings and their relation to exploratory tasks. For the combination between
the Transformation and Composition component, the navigation between visualisation

techniques are explored as well.
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7.2 View and Transformation interplay

One of the purposes of the Transformation component is to provide general transfor-
mations that are independent from the visual encodings; this means that they do not
directly modify these encodings; the changes in the time domain, however, indirectly
modify the visual space. Extending the time domain, for example, results in more
points being represented: depending on the encoding this might increase clutter. While
the interpretation of the functionality of the operators also depends on the application,
it is possible to discuss alternatives of these interpretations for the operators. This is

covered in the following subsections.

7.2.1 Time mapped to Position

As discussed in chapter 5, mapping time to the positional channel is a common
approach for interactive time visualisation. The effects of temporal transformations
on this channel depend on how the other axis is used: if the other channel is used to
display the distribution of events or objects over time through identifier variables or
distribution of values over time through attribute or variables. For some trajectory

visualisations, spatial variables are also combined with time.

The property of the time domain with the strongest influence on this channel is the
number of time points, which can be altered by extent operators or by changing
granularities. Reducing the number of points requires deciding what to do with the
associated data points; various strategies exist depending on the type of data that is
being displayed along with time. Regarding the time axis itself, the visual space can be

reduced as needed (fig. 7.1 (a)) or remaining time points can be repositioned (fig. 7.1

(c))-

X'Ox —P 0 o o—  —»e

(a) (b) (c)
Fig. 7.1 Example of the effect of (a) trimming the time domain. In (b), the visual
space is reduced, whereas in (c), the points are repositioned to keep the same scale.
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For the other axis, the choice depends on various characteristics of the data and the
encodings, such as the number of points that are being aggregated or the type of data.
For quantitative variables, for example, if two points are aggregated into one after
a transformation, a new derived attribute must be calculated and it will change the

position of the point on the screen.

7.2.2 Time mapped to Size

Time is usually mapped to size through unanchored durations or anchored intervals.
In the first case, duration is treated a normal quantitative attribute, which can be
derived from the time domain or not — in the latter case, the operator will have no
effect. If the duration is derived from the time domain, then changes in the granularity
and bounds of the domain will also change the durations; effects of segmenting the
time domain depend on the treatment of durations derived from instants that belong

to different segments.

Changing the granularities used to derive the durations, within the framework, means
that the durations have to be re-calculated, possibly resulting in a new range of
durations. The design decisions discussed for position apply in the same way for size.
In fig. 7.2 (b), the size of the single bar was calculated as the average of the previous
two time points, whereas in fig. 7.2 (c) the size is assigned to the greatest value. The
same principle applies to other types of variables; for categorical attributes, if the value
of the attribute is different, the visualisation designer must choose the appropriate

derivation for the new value.

(a) (b) (c)
Fig. 7.2 Example of the effect of (a) trimming the time domain. In (b), the visual
space is reduced, whereas in (c), the points are repositioned to keep the same scale.
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7.2.3 Time mapped to Colour

Displaying time through the colour channel often means using a appropriate single
hue colour scales based on the sequential nature of time. This means, in an HSL
colour space, varying saturation and lightness. For only a few time points, however, if
the objective is to simply differentiate the time points, with order not being of any

particular importance, it is also possible to use a non-sequential colour scale.

An example of mapping time to colour is the time curve (Bach et al., 2016a) (see ap-
pendix A for the specification with the framework), which is a 2D projection of the
temporal domain based on the similarity of time points (Figure 7.3a). In this visu-
alisation, the spatial distribution of the time points does not reflect any temporal
ordering. As there is not an intrinsic temporal component in the 2D projection, the
authors mapped the temporal order to the colour channel and also to the criteria used

to connect points.

In the original paper, the authors used a continuous colour scale spanning the whole
temporal extent. With this scheme, while it is possible to identify the temporal
ordering of events, it is difficult to identify the temporal location when events occur
irregularly in time, as in the case of the curves in fig. 7.3a — even though line thickness
indicates the length of the interval between two data points. One alternative is to
change the granularity of the domain used for colouring, for example, by rolling up to
a coarser granularity, such as in fig. 7.3b. In this case, one of the factors to consider
when choosing the appropriate granularity is that the colour change might suggest an

interruption during a burst of activity.

7.3 Composition and Transformation interplay

The previous section covered the cases where time is mapped to a visual channel,
describing the results of transformations of the time domain with the operators. Time
can also be used, however, in the hierarchical structure as a conditioning variable. This
section covers two aspects of the interplay between using time with the composition
component and modifying it with the transformation component. The first is the use of
the abstraction of the time domain to construct the hierarchy through conditioning; the
second is the combination of visual composition methods with the operators to navigate
the design space of the visualisation techniques supported by the framework. The

latter is related to generating multiple perspectives on the data and thus exploratory
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(a) (b)

Fig. 7.3 Example of mapping time to colour. On the left side, time is mapped to a
continuous colour scale; on the right, the granularity used for colour has been rolled up
to a coarser unit (year), resulting in three distinct periods. For the second figure, the
colour is used to identify the periods rather than convey the temporal order.

data analysis; for that reason, the navigation is discussed in the context of temporal
tasks. While the number of paths between visualisations is large, plausible examples

will be given based on the techniques found in the literature.

7.3.1 Conditioning with temporal variables

In chapter 6, the operators were described using an abstraction of the time domain
that contains properties of time that are derived from a set of temporal references and
transformed. With tabular data as source, for example, this is usually a timestamp or
similar column. On the other hand, the hierarchical structure, as described in chapter 4,
is based on assigning wvariables to generate conditioned aggregations of data items,
matching the values of these variables. The combination of the transformation and
composition components allow the abstraction of the time domain to be used in the
conditioning process and transformed accordingly. A time domain can be configured to
match a variable used for conditioning and the operators enable the transformation of
the time domain to be reflected visually. One example is initialising a time domain with

Year as the granularity, use a corresponding variable for conditioning and use operators
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to manipulate it, such as changing the granularity to Month. The following section

describes how the visual composition methods can be used with these transformations.

7.3.2 Composition with segmentation operators

Segmentation operators have great synergy with between level composition: the trans-
formation enables interactive reconfiguration of hierarchies in order to emphasise or
compare sub-divisions of the time domain. In terms of temporal tasks, it facilitates
looking for temporal patterns, comparing rates of change and sequence between dif-
ferent segments. Segmentation results in several abstractions of the time domain;
as briefly described in the previous chapter, data items must be assigned to these
different abstractions, which can be done by including a new identifier variable. This
new identifier variable can be used to condition the data items via an intermediate
level, thus allowing the new segments to be used with other variables and to define

compositions, as in fig. 7.4.

segments J_l_> J_l_>

2004 2005 2006 2007
1 2
hierarchy
1 2
o0 2005 2006 2007
7 N 7 N
¥ .\ Y Y ¥ A

2004, 10, 1 2004, 15, 1 2005, 25, 1| |2006, 20, 2| (2007, 20, 2| |2007, 25, 2

Fig. 7.4 Example of conditioning after segmenting the time domain. A new identifier
variable was added to each record to mark the segments.
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Segment + Juxtapose Between Levels

Signature: (time,F,) — J((segment,F;),(time,E5))

Segmentation followed by juxatposition (fig. 7.5) allows configuring an overview of
the segments separated from a detailed view of the segments. Among the design
choices when using this transformation is the encoding used for both views: the original
encoding can be repeated by default for the two views, preserved for the second level or
preserved for the first level. In the context of tasks related to temporal data exploration,
the combination enables answering questions through summarisation of attributes in

the first level and individually for each segment in the second level.

(time, E) J((segment, Fs),(time, E1))

(1) (2)

Fig. 7.5 Example of segmenting and juxtaposing between levels.

Segment + Superimposition Between Levels

Signature: (time,E;) — S((segment, E,),(time,E,))

Segmentation with superimposition combines summary and individual attributes in the
same area of the visualisation. Its effectiveness depends on the choice of encodings due
to the overlap; this composition is equivalent to superimposing two levels conditioned
by adjacent time granularities with a divided time domain. Rather than displaying
a global overview of the whole temporal domain of the dataset, overviews of each
segment are displayed separately. In fig. 7.6, (2) contains averages of each segment
as horizontal lines inside spines, with the lines of the second level superimposed over
them.

Segment + Nesting Between Levels
Signature: (time,F;) — N((segment,FE,),(time,FE,))
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(time, E7) S((segment, Ey),(time,E7))

A —~

/

(1)

(2)

Fig. 7.6 Example of segmenting and superimposing between levels.

In contrast with juxtaposing and superimposing, nesting does not preserve the context

of the overview. The composition isolates the segments and allows the application of

derived attributes from each segment into the parent level shapes, such as resizing or

recolouring shapes and segments. The combination with other transformations, such as

reducing the extent, allows closer inspection of segments. Further compositions allow

the replication of more complex arrangements such as the stack zooming interface

by Javed and Elmqvist (2013).

(time, Eq) N((segment, Es),(time,E1))

/
/\\//

/

(1)

2)

Fig. 7.7 Example of segmenting and nesting between levels.



128 Framework overview

7.3.3 Composition with granularity operators

This combination realises one of the aims of providing different perspectives on the
data: the hierarchical structure can be modified to reflect multiple temporal scales
enabling encodings to match the characteristic of these scales and tasks related to these
scales. Within the category of granularity operators, binning and granularity changing
operators are suitable for this approach. The use of rotate and align operators may be

necessary to adjust encodings after transformations.

Bin/Change Granularity + Juxtapose Between Levels
Signature: (G,E,) — J((G,E,),(H,E,))

Changing the level of aggregation while juxtaposing (fig. 7.8) allows different levels
to be compared in separate views. Juxtaposing while drilling down or rolling up time
allows the visual ordering of levels to reflect the granularity hierarchy, whereas changing

to specific granularities may not have the same effect.

Bin/Change Granularity + Superimpose Between Levels
Signature: (G,E,) — S((G,E1),(H,E,))

This combination allows the use of visual marks to be layered over each other, enabling
multiple scales to be compared on the same view. In comparison with juxtaposing,
superimposition allows a larger rendering area to be used, although with the risk of
increasing clutter and occlusion. Figure 7.9 shows an example where lines are drawn
over a bar after the granularity has been changed; the bar encodes the average value

for the time point, which is expanded into two time points in the line chart.

Bin/Change Granularity + Nesting Between Levels
Signature: (G,E\) — N((G,E»),(H,E}))

This last configuration is the basis for calendar and grid-based visualisations. The
granularity of an unmodified linear time domain can be changed, with each level being
nested within each other. Figure 7.10 shows how successive applications of the drill
down operator along with adding a new nested level to the hierarchy results in a grid

arrangement.
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J((G, Er),(H, E))

(d)

Fig. 7.8 Example of changing granularity and juxtaposing, with the colours of the
shapes matching the nodes in the trees. In the second row, the tree has been drilled
down to a finer granularity H, which is encoded as circles connected by a path and
juztaposed below the first level.

7.4 Chapter summary

This chapter described how the components are connected with each other under the
unified framework. The effects of the temporal transformations on the view component
were analysed; for the combination of the transformations and composition methods,
it was explained how the interplay between the two components empowers the visual
exploration driven by the various transformations of time. Various examples were given

demonstrating the visual result of the changes in the hierarchical structure as a result
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(b)
S((G, Er),(H, E2))

(d)

Fig. 7.9 Example of changing granularity and superimposing, with the colours of the
shapes matching the nodes in the trees. In the second row, the tree has been drilled
down to a finer granularity H, which is encoded as circles connected by a path and
superimposed over the first level.

of the transformations. The next chapter describes in further detail the paths that can

be explored in the design space that emerges from the framework.
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(G, Ey)

N((G7 El)’(H7 El))

N(N((G7 El)v(H7 El))’(I1 EQ))

(f)

Fig. 7.10 Example of changing granularity and nesting, with the colours of the shapes
matching the nodes in the trees. In the second row, the tree has been drilled down to
a finer granularity H, with the corresponding view repeating the same encoding. In
the third row, the tree has been drilled down to a finer granularity I; this time, the
corresponding view uses encoding Fy with the orientation of the spines changed to
vertical, resulting in the grid visualisation.






Chapter 8
Case study

This chapter demonstrates how the framework supports exploring temporal data
through hierarchical visualisations. Questions and data from a visualisation challenge
are used to explain how the different aspects of the framework support the design of
multiple perspectives, as part of an EDA approach to solve the challenge. The aim of
this chapter is not to discuss the best configurations for the tasks, but demonstrating
the design process and the possibilities that the framework enables regarding its three

components.

8.1 The dataset

The VAST Challenge' is a traditional annual data and visualisation challenge, in which
participants design interactive visualisation tools for use in a fictional scenario inspired
by real-world datasets and tasks, including fictional locations, characters and data. As
part of the 2017 challenge, the setting involved the analysis of temporal patterns for
vehicles that roam through a nature reserve with electronic gates that record their
passage. Vehicles are assigned ID’s and a vehicle type; the gates include exit and
entrance gates from the reserve and other types of gates, including camping areas,
locations where park rangers scout and other vehicles are not allowed to pass through
and the park rangers headquarters. The dataset contains timestamped records of the
vehicles — the challenge is to design visualisations that help solve challenge. The list of

attributes for each record is as follows:

thttp://vacommunity.org/VAST+Challenge+2017+MC1
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e Timestamp: including year, month, day, hour, minutes and seconds granulari-

ties;

o Car-id: a unique car identifier that is assigned to every vehicle that enters the

reserve and is reused for subsequent visits;

o Car-type: classification of vehicles into 7 numeric identifiers: 1 for car or
motorcycle, 2 for two-axle trucks, 3 for three-axle trucks, 4 for four-axle and
above trucks, 5 for for two-axle buses and 6 for three-axle buses. Additionally,
park rangers vehicles have a P suffix; only two two-axle trucks are used, as such,
park ranger vehicles are identified as 2P. A general identifier car-category can be
extracted from this variable, with a category encompassing every type of truck

or bus, for example.

o Gate-name: identifiers for the following gate types: entrance, gate, general-gate,
ranger-stop, camping and ranger-base. Each unique gate is given a numeric suffix,
resulting in entrance0, general-gatel, etc. A general identifier gate-type can be

derived from this variable by removing the numeric suffix.

The following three questions that are asked in the challenge are suitable for an
exploratory approach and will be investigated in this chapter: (1) describing daily
patterns of vehicles, including where they happen in the park, when they happen during
the day and a hypothesis of what the pattern means (for example, vehicles simply
passing through the reserve); (2) describing multi-scale patterns of vehicles, such as
periodic visits by groups of vehicles at the same location and (3) describing unusual
patterns, such as vehicles passing through gates that they are not allowed or patterns
that are difficult to hypothesise given expected behaviour of vehicles, such as long
stop-overs in the reserve without visiting a campsite. Due to the size of the dataset,
throughout the chapter subsets of the data will be selected for the visualisations. This
leaves out important visualisation and interaction decisions about reducing the number
of items to be visualised; the aim of the chapter is demonstrating the use of the
framework for the tasks rather than designing an interactive application that would
help solve the challenge. The author has not participated in the challenge.
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8.2 Applying the framework

8.2.1 Relating conditioning variables to tasks

Andrienko and Andrienko (2006) described the relationship between tasks and data as
two levels of tasks: elementary and synoptic. Elementary tasks refer to the analysis of
references individually: in the challenge dataset, this means looking at what happens
at a specific day or the individual places that a vehicle visited. This also refers to a
group of vehicles being analysed from an individual point-of-view, such as one category
of vehicles that has never passed by a certain gate. This type of task, on its own, does
not require visual exploration: they are usually questions that can be extracted using

database queries, for instance.

Synoptic tasks refer to the analysis of groups of references and characteristics; an
example would be looking at the sequence of gates that a car-id passed through in
every day of a specific month. Tasks in this category are suitable for visual exploration
as they generally consider multiple references and attributes and require analysis of
the data rather than simple extraction of values. They can, however, be broken down
into questions at elementary level. For instance, the following sequence of questions

can be examined to define a pattern:
« Elementary level On which days of the week were camping gates visited?

o Elementary level For which vehicles was camping the last type of gate visited
on the last hour of the day?

« Synoptic level What is the sequence of gates that vehicles of type 1 visited
from any entrance to camping, when camping was the last visited type of gate

on any day?
« Synoptic level In what months did the previous sequence occur consecutively?

This sequence of questions can be used, for example, to characterise a pattern of
vehicles of type 1 that visit the reserve for camping during summer months, including
the gates that they passed through before arriving at the campsites. The first two
elementary questions can guide the exploration in order to answer the questions at a
synoptic level, with the former allowing filtering data items that are not required for
the latter. The hierarchical structure can be configured to reflect the sets of references
that must be examined to answer the questions, based on the conditions that are being

sought for and the target of each question. In the given example, the first question
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considers: gate-name as condition, day of week and car-id as targets. Conditioning
variables in the following order enables the hierarchy to reflect this: car-id, gate-name
and day of week. A corresponding visualisation would show the days of the week that

each gate was visited for each vehicle identifier in the dataset.

| 20150001050042-811 |

|entrance2 | general-gate6 | camping?

|
Y y v N
| Sunday ||§;|| Sunday\rD | Suriiay |U

‘ 01/09/15 17:26, 20150001050042-811, 1, camping? ‘

Y
‘ 01/09/15 17:16, 20150001050042-811, 1, general-gate6 ‘

Y
‘ 01/09/15 17:00, 20150001050042-811, 1, entrance2

Fig. 8.1 Conditioned tree for car-id, gate-name and day of week.

In the second question, the aim is to identify the vehicles for which the condition
camping as last gate of the day is valid. To answer it, the hierarchy can be reconfigured
with: car-id, hour, minute and gate-name. A corresponding visualisation would show,
for each unique vehicle-id, the gate-names that were visited for each hour and minute,

which allows identifying the satisfying condition for the task.

Moving from elementary to synoptic levels, an important consideration is about the
aggregation that results from certain configurations of the hierarchy. As mentioned,
elementary tasks considers groups as individual elements; for this reason, the config-
uration for the second hierarchy, which aggregates every timestamped record by the
hour of day, is suitable for this task. For the first synoptic task, however, records for
the gate must be inspected in temporal order: aggregating them by hour of day does
not allow the sequence of gates to be described. For this task, the temporal variable
must be configured linearly with a compound granularity (day-hour-minutes) or with
multiple temporal levels (day of week, hour and minute). The question also includes
part of the condition of the second elementary question: when camping was the last

visited gate of a day.
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| 20150001050042-811 | -

entrance2 |general—gate6| | camping7 |
Y

’()1/09/15 17:26, 20150001050042-811, 1, camping?

Y
’01/09/15 17:16, 20150001050042-811, 1, general-gate6

Y
’01/09/15 17:00, 20150001050042-811, 1, entrance2

Fig. 8.2 Conditioned tree for car-id, hour, minute and gate-name.

The synoptic question can be broken down into the following parts: sequence of
individual gate names, individual vehicles of type 1, entrance gate type, camping gate
type, individual last visited gate of the day. The hierarchy structure can be organised
to facilitate the comparison between the elements with the following order: car-id,
day of week, hours-minutes and gate-name. Figure 8.3 shows the resulting hierarchy
for a selected car-id, with the sequence of gates in the last level inner nodes and the

individual records in the leaf level.

Configuring the hierarchical structure allows defining the appropriate levels of ag-
gregation of the references required in the different tasks. It is the first step in the
generation of visualisations; with the hierarchy defined, the next step is to specify the
visual encodings and composition methods that allow examining the characteristics

associated with these references and answering the questions.

8.2.2 Specifying the visual encodings

Appropriate encodings can be specified by analysing the characteristics of data items
that are required for the tasks. In the challenge’s example, the dataset consists of
records of visited locations. With no measured attributes, characteristics of such
data include summary statistics and the distribution of these events in relation to the

references, as described in the previous section. This means counting event occurrences
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| 20150001050042-811 | -

~
Thursday

|entrance2| | general-gate6 || camping?

¥
|01/09/15 17:26, 20150001050042-811, 1, camping? |

(_______

| 01/09/15 17:16, 20150001050042-811, 1, general-gate6 |

h 4
| 01/09/15 17:00, 20150001050042-811, 1, entrance2 |

Fig. 8.3 Conditioned tree for car-id, day of week, hour, minute and gate-name.

and the attributes that can be derived from it: averages, minimum and maximum

counts, sums across categories, etc.

Compared to elementary tasks, which can be answered using automated methods,
specifying a visualisation for synoptic tasks is more challenging. Considering the
hierarchy in fig. 8.3 and the targets of the task, the first design decision for an encoding
is to enable the identification and comparison of car-ids. As the nodes in the first level
aggregate records per car, a spine shape enables partitioning the space equally for each

car. At this point, the order of the spines is not important.

This specification covers the first three levels of the hierarchy, partitioning the space
by vehicles and then nesting and partitioning the space by the temporal variables,
resulting in a heat map arrangement. The last level contains the gates that were visited
by each car. With the lowest granularity being minutes, it is unlikely that a vehicle
passed through more than one gate on the same minute. In this case, the encoding
for the the last level can be defined as a within level superimposition of spine shapes,
coloured by gate-type. The use of an opacity would even allow identifying cases in
which a vehicle indeed passed through more than a gate at the same minute, resulting

in unexpected colours. The final specification for this is the following:
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CARTESIAN, INSTANT
L|CV CM C S|P| x/0 y/r | Layout | Shape
1 | car-id — — — | - - car-id | SCALE | SPINE
2 | day-of- nesting — — | - | dow - SCALE | SPINE
week
3 | hour nesting — — | - - h SCALE | SPINE
4 | minute nesting — — |- | m - SCALE | SPINE
5 | gate-name | nesting || gate-type | — | - - - - SPINE

8.2.3 Transforming time

The mappings from data variables to visual channels assume that initial data trans-
formations have already been done. Temporal variables can be modified using the
transformations component, while other variables can be transformed as required,
such as filtering values of car-id. The transformation operators can either be used
when designing a visualisation or included as interactions. In the example discussed in
this chapter, the use of operators as interaction is discussed simply as a method for

exploratory analysis; it will not include discussion about metaphors and interfaces.

Determining which transformations are needed requires analysing the dataset and
encoding specification in section 8.2.2. For this, it is also important to consider that,
although the framework does not take into account rendering aspects such as screen
size, it is nonetheless possible to apply some data transformations based on certain
assumptions. As the specified visualisation is based on partitioning the visual space
with spines, each car is to be assigned an equal partition. Assuming a normal number
of vertical pixels such as 1080, the 18710 unique car-ids in the dataset require the use

of filtering and aggregation as a visual requirement that is not related to the the tasks.

In the temporal aspect, the records have an extent of 1 year and 1 month, starting
from 01/01/2015 and ending on 31/05/2016. The visualisation is configured to use
three granularities: day of week, hours and minutes. All granularities are cyclic, but,

for the task at hand, this does not affect the visualisation. Each granularity can be
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assigned a time domain abstraction:

TDayOfWeek = {SundayDayOfWeek, SaturdayDayOfWeek,DayOfWeek, 7, {Sunday, Monday,
Tuesday, Wednesday, T'hursday,
Friday, Saturday}}

7E-Iour = {OOHour7 23Hour’ HOHI’, 247 {007 ey 23}}

TMinute = {OOMinut67 59Minute7 MiHUte7 607 {007 ey 59}}

Based on the characteristics of the dataset and the encodings used, at this stage no
further transformations of time are required for an initial overview. For the actual
exploration when implementing the visualisation, segmentation and granularity opera-
tors are not generally needed — the time domains are already set up appropriately for
the visualisation configuration. Extent operators, however, might help with identifying
patterns. For instance, trimming the hour domain to 00-12 enables the analysis of
morning daily patterns with possibly more clarity, as each visual mark can occupy

more space on the screen.

8.3 Visual exploration

The previous section described how each part of the framework is used when visually
exploring data. The rest of this chapter details the steps to answer the outlined tasks
following the same idea: analysing how the hierarchical structure relates to the task,
the appropriate encodings to visualise such data and the temporal transformations that
facilitate the exploration process. In order to display visualisations without distortions,
the dataset was trimmed by a month; the original data has records for both May 2015
and May 2016; the last month of the dataset was removed.

The two challenge tasks are closely related and differ by the temporal scale where
activity patterns are investigated. The first task asked participants to describe daily
patterns of vehicles, including where they happen in the park, when they happen
during the day and a hypothesis of what the pattern means (for example, vehicles
simply passing through the reserve). The second task asks for longer-scale patterns.
As mentioned in the previous section, the dataset contains 18710 unique vehicles across

7 distinct vehicle categories; the reserve contains 40 unique gates across 6 gate types.
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Considering this, several hypotheses can be examined for plausible patterns to begin

the exploratory process.

1. Vehicle type patterns: distinct vehicle categories might have varying patterns,
such as trucks mostly passing through the reserve and cars and motorbikes staying

for longer periods;

2. Period of day patterns: early morning and late afternoon commuters might have
simple reserve pass-through patterns, whereas visitors might arrive early and
leave late in the day. These patterns might be applicable to different vehicle

types as well;

3. Gate type patterns: camping gates are likely to be visited by cars and motorbikes
more than by other types of vehicles, ranger stops are likely to be visited only by

rangers;

Starting with different vehicles types, the first step in the exploration will be defining
an overview of the dataset in relation to the types of vehicle and records of these
vehicles over the hours of day. The first hierarchical level is conditioned by Group,
the variable derived from the different types of vehicle; the specification assigned to
the level partitions the space vertically using equal sized spines. The second level is
conditioned by a time domain configured to Hour, with the number of vehicles shown as
the count attribute assigned to a bar height. The visualisation is specified in table 8.1

and displayed in fig. 8.4. The following conclusions can be drawn:

« Cars and motorbikes are the largest category of vehicles passing through the

reserve, with frequent activity from 6:00 to 17:00;

» Rangers largely follow working hours with near absence of patrolling in the middle
of the night;

o Truck activity also happens more frequently from 6:00 to 17:00;
« Bus activity is generally low throughout the day and night;

One transformation that can be applied to this visualisation is rotating the set of hours
to see working hours clearer. For this case study, approximate business hours seem to
be a good indicator of activity. Rotating by -5 sets hour 5 as the starting hour; the
resulting visualisation in fig. 8.5 shows the peak of ranger activity and the longer tail
that goes until the night. The sudden drops in activity of cars/motorbikes and trucks

is also more visible.
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Bar chart CARTESIAN, INSTANT

L|CV CM | C S Pl x/0 y/r Layout | Shape
1| Group | — || — — - - Group | SCALE | SPINE
2 | Hour N || — | [-,COUNT] | - | Hour | COUNT | SCALE | BAR

Table 8.1 Specification for fig. 8.4. Signature: N((Group,L,),(Hour,Ls))

bus

car/bike

ranger

truck

Fig. 8.4 Overview of N(Group,L,),(Hour,L,)). I buses, | cars/motorbikes, i
rangers, = trucks

Several exploration paths that can be taken from this configuration; an interesting
path is to relate global level activity to gate level, that is, analysing how each vehicle

category uses the reserve. To visualise this, two steps are taken: (a) modifying the
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bus

Fig. 8.5 Overview of N(Group,L,),(Hour,Ly)) with rotated hours. [ buses, |
cars/motorbikes, [l rangers, | trucks

specification used for the Hour level, from a bar shape to a spine shape with equally
divided areas and (b) adding a new conditioning level for GateType. As the aim here
is not to have a detailed comparison of each individual activity, a spine shape is used
again to partition the space. As the number of records greatly vary per day, the
visualisation (fig. 8.6) simply shows the types of gate that were visited in each hour.

An interesting fact that can be drawn from the visualisation is that some trucks appear
to be passing through gates that they should not: this is identified in the purple spines
in the lower left area of the visualisation. The other type of restricted gate, the ranger

base, does not show unusual activity. The chart also shows the daily activity for the
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snq

Ioguel

Fig. 8.6 Distribution of individual gate usage per hour per vehicle group. Signature:
N(Group,L;),N((Hour,L,),(GateType,L3))). | camping area, entrance, |
gate, [ general-gate, [/l ranger-base, | ranger-stop.

campsites (green spines): vehicles mostly stay within the campsite from 23:00 to 5:00,

including cars and motorbikes and trucks; no buses visit the campsites.

Looking into more detailed patterns requires analysing the characteristics of the data
before deciding the exploration strategy. First, there is a limited number of park
rangers, while there is no theoretical limit on the number for other types of vehicles.
Additionally, for non-rangers, it is impossible for any vehicle to pass through any gate
without having passed by an entrance at any point in time; as such, it is likely that
the number of records for various gates closed to entrances are highly correlated. For

displaying absolute numbers, this is also as vehicles passing through the park generally
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Stacked bar chart CARTESIAN, INSTANT

L|CV CM| C |S|P| x/6 y/r Layout | Shape
1 | Group — - | = - - Group | SCALE | SPINE
2 | Hour N — | — | - | Hour - SCALE | SPINE
3 | GateType N ||GT | — | - - GT SCALE | SPINE

Table 8.2 Specification of stacked bar chart of hourly gate usage for fig. 8.7. Signature:
N(Group,L;),N((Hour,L,),(GateType,Ls)))

have a fixed sequence of gates that they can or must pass through. As such, the

numbers are good for a rough estimation that is being done in this analysis.

This can be seen in fig. 8.7, where the bars for each hour are divided by the number
of records for GateType, effectively resulting in a stacked bar chart. General-gate
records usually outnumber the others, which is justified by the fact that are more
general-gates than the other types of gate. However, even the average number of
records per gate would be misleading given the sequence of gates. From this point
on, the exploration must consider looking at the individual elements of the categories,
rather than considering them as a whole. The main challenge thus is to manage the

large number of individual vehicles.

Heatmap CARTESIAN, INSTANT

L|CV CM C S|P| x/6 y/r Layout | Shape
1 | GateType — — — | - - GateType | SCALE | SPINE
2 | GateName | N — — | - - GateName | SCALE | SPINE
3 | Hour N || Count | — | - | Hour - SCALE | SPINE

Table 8.3 Specification of heatmap (fig. 8.8) displaying the number of records per
GateName per hour. Individual gates are aggregated in gate categories. Signature:
N(GateType,L,),N((GateName,L,),(Hour,L3)))

Figure 8.8, with specification in table 8.3, displays the hourly activity per individual
gate. The visualisation was initially partitioned by the GateType to emphasise the
different gate groups, as indicated by the gaps between the groups. The colour of
each spine is once again based on the total number of records. This configuration

enables quickly finding the peaks of activity for each gate and the periods of inactivity.
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bus

= =—==—=—=——=—c=——=—-==—_"- s === = ===
car/bike

ranger

e

Fig. 87 Stacked bar chart of hourly gate usage. Signature:
N(Group,L;),N((Hour,L,),(GateType,L3))). | camping area, entrance,
| gate, [T general-gate, |1 ranger-base, | ranger-stop.

Considering the number of gates and hours, the space-filling arrangement makes good

use of the available space conveying the required data.

Comparing to previous visualisations, the intense activity in the entrances — a necessary
gate to enter the reserve — and the general gates is still clear. Detailed information
can be extracted from individual gates — such as entrance3 being clearly a busier gate
than the others. Some of the information in the visualisations may be evident with
knowledge about the placement of gates, such as the fact that certain ranger stops are
much busier than other stops, probably due to them being on the path between two

entrances.
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Fig. 8.8 Heatmap for GateType, GateName and Hour for specification in table 8.3.
Signature: N(GateType,L;),N((GateName,L,),(Hour,L3)))

In addition to hourly activity, multi-scale patterns can be found by combining data
aggregated by Month, Days of Month and Days of the Week. Figure 8.9 (specified
in table 8.4) displays the distribution of number of records for gate category for each
day of the week, for each month. Each line inside a partition corresponds to a month,
and each point of the same colour corresponds to the same day of the week, starting on
Sunday. The visualisation shows that, in addition to general increased activity during
the summer months, there is also an increase in weekend visitors. Alternatively, it
is possible to swap the variables Month and DayOfWeek; in this case, the variables
mapped to the encodings must also change to preserve the arrangement (fig. 8.10). In
the second view, for each day, the monthly variation is inside the same spine. Seasonal

summer increase is noticeable for camping, entrance, general-gate and ranger-stops.
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The second visualisations may also lead to wrong interpretations due to the inverted
configuration of the hierarchy; it is easy to assume that, in each row, the lines and dots
in each line form a full sequence. This can be potentially mitigated by modifying further
aspects of rendering, such as adding more labels and gaps between the spines. As
mentioned in earlier chapters, these adjustments are not in the scope of the framework

and should be part of a complete visualisation design process.

CARTESIAN, INSTANT
L|CV CM C S P x/0 | y/r | Layout | Shape
1| GT — — — - - GT | SCALE | SPINE
2 | Month N — — - GN - | SCALE | SPINE
3 | DoW N || DoW | DoW | DoW | Count | - SCALE | SPINE

Table 8.4 Specification of a multi-line chart (fig. 8.8) displaying the monthly
variation of gate usage per day of the week. Individual gates are aggre-
gated in gate categories. GT = GateType, GN = GateName. Signature:
N(GateType,L;),N((Month,L,),(DoW,L3)))

At this point, the limits of an overview of the full dataset are reached. Visualising
more detailed daily patterns can be done in two ways: filtering and navigating the
hierarchy, or using analytical methods such as clustering. As the framework focuses on
visual exploration as part of the process of generating hypotheses that can be then
investigated with analytical methods, this aspect will not be discussed. In terms of
filtering and navigation, as there are well known techniques and guidelines for this, the
transformation component only addresses the gap that was identified in the beginning
of this thesis. On this subject, Elmqvist and Fekete (2010) proposed interaction
techniques to filter and navigate hierarchical visualisations and guidelines to consider
in hierarchical visualisation design. These include interactions in the visual space and

the hierarchy; hierarchical interactions are appropriate for the framework.

The authors suggest rendering strategies for displaying parts of the hierarchy, such
as a range of levels, as well as transformations that define the nodes or sets of nodes
being visualised. Both are appropriate to help solving the tasks in the case study. In
particular, visualising unclustered records of individual vehicles requires a considerable
amount of filtering for any visualisation to be helpful. For daily patterns, this can
mean filtering specific months and also arbitrarily grouping vehicles to display them.

The last operation is consistent with one of the suggested guidelines, which is to keep a
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budget of visual entities that will be rendered at any time. This enables showing only
views that the users can effectively extract information from. This is also compatible
with clustering methods where the size of each cluster can be defined as a parameter,
whereas hierarchical clustering techniques can be use to match the results of the method

with the hierarchical structure of the framework (Tan et al., 2005).

In the context of this chapter, the primary focus of filtering would be on individual
vehicles, with the focus on visual exploration, no clustering is applied at this time. In
addition to deciding the appropriate techniques for filtering, it is also necessary to
choose the dimensions and values of the data that will be filtered. For daily patterns,
choosing one category of vehicle at a time is a sensible approach. However, for cars

and motorbikes (category 1) and trucks (categories 2, 3 and 4), the number of vehicles
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Fig. 8.10 View of N(GateType,L,),N((DayOfWeek,L,),(Month,L3)))

is still a barrier for visualisation. The next dimension to be filtered can be Month; as

it can be seen in fig. 8.11, activity in the reserve during summer months is particularly

intense.

However, filtering by month is yet again not enough for certain categories. While

filtering category 6 (three-axle buses) for month 5 results in 63 unique vehicles, keeping

the same month filter for category 4 (four-axle trucks) increases the number of records

to 253. Because the objective is to analyse in detail days and hours of each day, the

resulting visualisation is not be effective (see fig. 8.12). As the framework has limited

support for filtering and analytical methods, the chapter will continue by exploring the

aspects of the framework that support the visual exploration.
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1 2 3 4 5 6 7 8 9 10 11 12

Fig. 8.11 Total number of records per month

Fig. 8.12 Ineffective view with N((Carld,L,),N((Day,L,),(Hour,Ls))), after filtering
by month and vehicle type.

Considering daily patterns and the type of data that is used — timestamped records,
another approach is to extract intervals from the records, based on the earliest and
latest records of the day. An initial relevant visualisation to have an overview of the
intervals is the triangular model Qiang et al. (2012). In this visualisation, absolute time
is mapped to the horizontal axis, while duration is mapped to the vertical axis. The
midpoint of each interval is projected on the horizontal position; longer intervals are
closer to the middle of the view horizontally. As the duration is mapped to the other
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Triangular model CARTESIAN, INTERVAL

L|CV CM C S|P x/6 y/r | Layout | Shape

1 | Carld — — — | - | Carld - - SPINE
2 | intervalld N || Group | — | - | HM:mp | HM:d | SCALE | POINT

Table 8.5 Specification of the triangular model in fig. 8.13. Signature:
N((Carld,L,),(intervalld,Ls)); HM = HourMinute; mp = midpoint and d = dura-
tion.

position, longer intervals are closer to the top of the view as well. As each interval
is mapped to a single point, it is possible to compare temporal aspects of multiple
temporal intervals. As an example of spatially constrained layout in relation to time,
the visualisation has a limitation on the available channels for other attributes; colour

could be used for vehicle category, for example.

The configuration of a visualisation depends on which variable is used to identify an
interval. In the example of this case study, the only change to the original records
was the addition of an intervalld variable that identifies, for each vehicle, the unique
intervals that were found. This means that in order to distinguish vehicles and intervals,
the hierarchical structure must begin with the Carld. As the triangular model has
every point in the same view, within level superimposition is used in the first level; the
second level contains the definition of the triangular model. The specification of this is
in table 8.5, with the visualisation itself in fig. 8.13.

The visualisation does not display details about the gates that vehicles pass through,
but it enables comparing the distribution of the categories over time and the duration
of their daily activities. In the visualisation, the points with red hue are ranger vehicles.
It is easy to see that, for each vehicle, their activity is longer during the whole day
compared to other categories. Additionally, rangers usually begin their daily activities
at approximately 6:00 AM; this is contrast with the other categories of vehicles that
have a consistent activity throughout the night.

An interesting pattern that the visualisation shows is the starting time of longer
activities in the reserve: most non-rangers vehicles that stay longer than two to three
hours begin their activity in the morning. This is noticeable from the fact that, with a
few exceptions, there are no midpoints of intervals in the 200-600 minutes range after
12:00 PM (highlighted region in red in fig. 8.14). Beyond this, it is difficult to extract

more information as there is a large number of cluttered points in the 0-100 minutes
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Fig. 8.13 Triangular model view of N((Carld,L,),(intervalld,Ls)). B buses,

2200

cars/motorbikes, [l rangers, | trucks
Triangular model CARTESIAN, INTERVAL
L|CV CM C S|P x/0 y/r Layout | Shape
1 | Group — — — | - - Group | SCALE | SPINE
2 | Carld N || Group | — | - | HM:mp | HM:d | SCALE | POINT

Table 8.6 Triangular model with new level added to partition the space by Group
for fig. 8.15. Signature: N((Group,L,),(Carld,L,)); HM = HourMinute; mp =
midpoint and d = duration.

range. Besides colouring, vehicle types can be used in visual composition, conditioning
the intervals to show the distribution for each group of vehicle.

Table 8.6 describes the specification of the triangular model view after a new level has
been added at the top of the tree, with the resulting visualisation shown in fig. 8.15.
The groups ordered from top to bottom are buses, cars/motorbikes rangers and trucks.
The new view emphasises the difference between buses and the other categories, which
due to the cluttered view was difficult to see in the single triangular view; the similarity

between cars/motorbikes and trucks is also confirmed in this view.

It is possible to identify longer scale patterns by adding a new level for a time domain

configured to Month between the two existing levels, as specified in table 8.7 and
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Fig. 8.14 Highlighted region in the triangular model view. Vehicles inside the region

are mostly rangers.

displayed in fig. 8.16. In the new view, it is possible to see the increase in longer
daily activities during the summer months (the views near the centre) for cars and
motorbikes and trucks. Buses, on the other hand, don’t see any change in the duration

of the intervals. Ranger activity is regular throughout the year.

There are other ways to visualise intervals, but they are again limited by the large
number of data points. Visualisations that map the duration to the length of a bar,
for example, would require applying multiple filters or analytical methods, such as

clustering the intervals that contain the same sequence of gates, for example.

Triangular model CARTESIAN, INTERVAL

L|CV CM C S|P x/0 y/r Layout | Shape

1 | Group — — - - - Group | SCALE | SPINE
2 | Month N — — | - | Month - SCALE | SPINE
3 | Carld N || Group | — | - | HM:mp | HM:d | SCALE | POINT

Table 8.7 Triangular model with new level added to partition the space by Month
between the previous two levels for fig. 8.16. Signature: N((Group,L,),(Carld,L,));
HM = HourMinute; mp = midpoint and d = duration.
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Fig. 8.15 Triangular model with added level of Group,
N((Group,L,),N((Carld,L,),(intervalld,L,))).
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Fig. 8.16 Triangular model view with a new level for Month added between the two
previous levels.. Signature: N((Group,L;),N((Month,L,) (Carld,Ls))).
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8.3.1 Summarising the answers

The answers to the challenge were discussed as part of the visual exploration process
that used the components of the framework. The limitations of the framework were
also considered, particularly the scalability of some visualisations in the context of a
large dataset. The two tasks were concerned with daily and multi-scale patterns of
vehicles in the reserve, in addition to unusual patterns. The following conclusions were

found regarding groups of vehicles:

Cars and motorbikes
« Cars and motorbikes were the most common types of vehicle passing through
the reserve;
o Their daily activity was higher between approximately 6:00 to 18:00;

o Campsites were entered or exited from 5:00 to 22:00, with no suspicious activity

registered;

o In summer months, there was an increase in both activity and the duration of

their daily activities;

Trucks

o Trucks were the second most common type of vehicle passing through the reserve;

o Their daily activity was higher between approximately 6:00 to 18:00, but they
also had more activity registered through a 24-hour period compared to cars and

motorbikes;

o In summer months, there was an increase in both activity and the duration of

their daily activities;

o Trucks were spotted in ranger-stops, which are gates with access restricted to

rangers;

Buses

» Buses were the least most common type of vehicle passing through the reserve;
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o Their daily activity was regular throughout the days;

o Their activity did not change throughout the months;

Rangers

o Rangers have a mostly regular working schedule which spans;

e Individual ranger vehicles have longer active daily hours compared to other

vehicles;

e As the number of rangers in the park does not vary, their activity is also regular

throughout the year;

e Rangers do not venture outside the park and only inspect campsites during

regular hours;
Regarding the gates in the reserve, the following conclusions were found:

e There is an increase in the usage of campsites in the reserve in the summer
months, while in the rest of the months they are comparably low, with no

apparent seasonal change from spring/autumn to winter;

o Gate entrance3 is the most commonly used entrance compared to the other

entrance gates;

o Campsite 1 is the least used campsite; campsite 8 is the most popular campsite;

8.4 Visual exploration paths

One of the main features of the framework is the ability to describe the navigation
strategies that are used to engage in the visual exploration process, matching transfor-
mations in each component to the steps in Card-Norman’s model. It enables relating
hypotheses, insights and answers to the different configurations that were used. In the
example of the case study, this starts with the first specified overview of the dataset
— fig. 8.17 shows the history of visual exploration for instant time exploration. Each
node corresponds to a final visualisation specified in the case study, the edges represent

the framework’s operations that were used in the exploration.
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Change Encoding

(4) Stacked Vehicle Bar

Add Level

(1) Vehicle Bar ]—)[ (2) Vehicle Bar
rotate(-6)

Add Level

(3) Vehicle Bar + Spine ]

Change Encoding

Remove Level Swap Level

(5) Gate heatmap ]:;[ (6) GateType Month Line ]:;[

Add Level Change Encoding

(7) GateType DoW Line ]

Fig. 8.17 Exploration strategy for instant time with no intermediate visualisation steps
and composite transformations.

Alternatively, a diagram containing the individual steps that lead to compositions
between layers can also be extracted. In fig. 8.18, each node indicates an intermediate
or full visualisation and the numbered arrows indicate the order of transformations
that lead to each visualisation. The corresponding figures in the thesis are pointed in
the yellow markers. The diagram does not indicate individual layers that are shared
across visualisations, but the layers that serve as a base for multiple views, such as
the spine for GateType, are easy to spot. The full navigation, starting from an empty
visualisation to the last task for instant time contains 19 operations. The chosen
level of detail for the operations combines adding a new level to the hierarchy and a
specification for this new level; the operations could be broken down even further if

these operations were separated.

In the second diagram, it is possible to identify when the visual exploration had a
significant change in direction. From the full visualisation for fig. 9.7, two levels were
removed at once. From that point, variations of visualisations based on the GateType
spine were explored. Comparing it to the rest of the diagram enables analysing the
parts of the domain that were being explored: in the first part, vehicle types were at

the centre of the exploration; in the second part, the types of gate became the focus.

The diagram also enables relating the generated visualisations, the visualisation strate-
gies and the answers to the tasks. In the current case study, it is quite obvious
which dimensions of the dataset relate to the different visualisations as the meaning of

dimensions is clear. It is likely, though, that in other domains the connection will not
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Fig. 8.18 Exploration strategy for instant time with intermediate visualisation steps
and unique transformations.

be straightforward, when the tasks are more open-ended or the exact meaning of some

dimensions is not clear.

Besides higher level analysis of the paths taken in the visual exploration, lower level
similarity between views can also be analysed. For this, it would be beneficial to move
from concrete variable mappings to abstract categories. Figure 8.19 is an example of
such conversion: the diagram becomes more convoluted, but there are fewer nodes. In
comparison with the previous diagram, it is also difficult to find out the endpoints of
the analysis. The diagrams, however, do not describe detailed use of visual channels.
Considering the number of attributes for each level, other methods are required to
display and compare the changes for the full specifications. One way is to show the
tables that were used throughout the chapter in order, highlighting what is changing

in each table from the previous one.
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Fig. 8.19 Exploration strategy for instant time with intermediate visualisation steps
and unique transformations.

The suggested composition grammar also enables a higher level analysis of the composi-
tion methods that were used, without including information about the visual mappings.

The following series of visual compositions were used throughout the chapter:
« N (Group,Ll),(Hour,Lz))

« N Group,Ll),N((Hour,LQ),(GateType,Lg)))

(

(
o N(GateType,L;),N((GateName,L,),(Hour,Ls3)))
« N(GateType,L;),N((Month,L,),(DayOfWeek,L)))
(

« N(GateType,L,),N((DayOfWeek,Ls),(Month,L3)))

These different methods for describing the evolution of configurations demonstrate the
framework’s potential for provenance analysis, in which records of actions can be used
to replicate or recover analysis and review the exploration strategies (Ragan et al.,
2015). The components of the framework and their properties enable different levels of
granularity (or detail) to be captured and analysed, such as the visual composition
arrangements, visual mappings and general transformations that were used. The
actions can also be identified back in Card-Norman’s model, both in the visualisation

pipeline and the interaction loop.
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8.5 Chapter summary

This chapter explained the application of the framework in a case study based on a
data visualisation challenge. The use of each component in the design of visualisations
for exploratory analysis was described. Afterwards, the framework was used to address
the tasks that were part of the challenge, describing the rationale for reconfiguring the
visualisations. This was followed by analysis of the exploration strategies used in the
challenge. The next chapter discusses the contributions presented in the thesis and

concludes it by discussing the limitations and potential for future research.



Chapter 9
Conclusion

This chapter concludes the thesis by discussing the contributions and limitations of
the research, leading to a critical reflection of the completed work and ending with

suggestions for future research that are enabled by the work presented in this thesis.

9.1 Contributions

The primary contribution of the thesis is the framework for hierarchical time-
oriented data visualisations, which is presented as an outcome to addressing the
research question how can interactive hierarchical visualisations help explore temporal
data?. Breaking down this question into three secondary questions allowed different
aspects of visual exploration with hierarchical and time-oriented data visualisations to

be investigated:

« RQ1: What are the interactive visualisation methods used for tempo-

ral data?

« RQ2: How can hierarchical composition techniques be combined with

the surveyed visualisations?

« RQ3: What are the temporal interactions that facilitate exploring tem-

poral data in hierarchical visualisations?

RQ1 and RQ2 were jointly addressed by the use of the view and composition components
in appendix A, where it is demonstrated that the framework can successfully describe

the techniques found in literature of time-oriented data visualisations that are within
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the scope of this research. RQ3 was addressed in chapter 6, which described the
transformations that enable the exploration of multiple perspectives based on the
aspects of time, with appendix D documenting the process that led to the definition of

the operators.

Chapter 7 summarised the combination between the components of the framework,
leading to the answer to the primary research question: a framework that supports
systematic exploration of visual and temporal aspects facilitate the use of hierarchical
visualisations to help explore temporal data. Chapter 8 demonstrated how the frame-
work can be used for this, with all aspects of the framework being explored: multiple
perspective were defined by the use of the view and composition components, while the
temporal transformations partly guided the exploration based on the different tasks

that were investigated as part of the case study.

As outlined in the first chapter, both the layered specifications of interactive visuali-
sations for temporal data appendix A and the temporal transformations introduced
in chapter 6 are also presented as novel secondary contributions of this thesis in light

of the literature examined in chapter 2.

In relation to the HiVE notation, described in section 2.1.3, the framework represents
a significant conceptual advance. Although the initial idea of composing visualisations
with false hierarchies was inspired by HiVE, the original work did not investigate how
the various composition methods can be combined with different layouts and shapes.
Additionally, this work explored temporal data visualisation and related concepts which
were included in the framework, such as the temporal transformations. In contrast
with HiVE, however, this thesis did not conceive a notation or extended the notation.

This remains as a challenge for future work.

9.1.1 Addressed gaps

Two main gaps, described in chapters 1 and 2, motivated the research presented in

this thesis and are addressed as follows:

Inclusion of temporal aspects in hierarchical visualisations Existing frame-
works and models for hierarchical visualisations do not include provisions to support
aspects of temporal data as part of the visualisation process. The consequence is that
the application of hierarchical concepts for time-oriented visualisations is limited from

a theoretical point-of-view — as it can be seen in the survey in appendix A, only a small
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number of visualisations employ a hierarchical view on time. The combination of the
transformation and composition components enables future interactive visualisations
to designed focussing on the use of hierarchical views for the exploration of multiple

perspectives on temporal data.

Inclusion of temporal aspects in general visualisation and interaction de-
sign The transformation component maps out the possibilities for the conceptual
characteristics of temporal data, which had not been previously considered in frame-
works for time-oriented visualisations. Existing frameworks take a broad view of how
the properties of time can be used to inform visualisation design, suggesting which
aspects should be considered but not enumerating how to incorporate these aspects
in the design process. The enumeration of operators as functions with parameters
allows visualisation designers to fully consider how these transformations can imple-
mented in applications, such as which modes of interaction can be used to trigger each

transformation.

9.2 Benefits, limitations and future work

Future work based on this thesis opens up from both benefits and the limitations that

emerged during the research.

9.2.1 Benefits

Comparing effectiveness of configurations The framework enables a systematic
evaluation of effectiveness of configurations as part of the visual exploration paradigm.
Although there is a number of common encodings that have been thoroughly investigated
in terms of their effectiveness and perception problems (Adnan et al., 2016; Albers
et al., 2014; Harrison et al., 2014; Javed et al., 2010), there is still great potential in
this area. The design space formed by the framework enables planning experiments
to identify effective configurations based on its three aspects: encodings, composition
and the temporal transformations. An advantage compared to the literature described
in chapter 2, the generative aspect of the framework enables layers that are common
among various techniques to be compared in terms of their effects on the effectiveness

of encodings.
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Evaluating visual exploration strategies Roth (2013) argued that a taxonomy
of interactions can inform experiments to “diagnose suboptimal operator strategies”
given a particular task. In the context of the framework proposed in this thesis,
this idea can be extended to all aspects of the framework, rather than only the
operators in the transformation component, as discussed in the exploration paths
in chapter 8. For encodings, the low level specifications can be compared across
domains and tasks, whereas for temporal transformations, independently or combined
with composition methods, the categories and different parameters can be analysed.
This is also applicable in provenance analysis, in which records of actions can be used
to replicate or recover analysis and review the exploration strategies (Ragan et al.,
2015). Likewise, the granularity of the interaction process in Card-Norman’s model is
appropriate for provenance analysis, enabling considering the changes in encodings and
the use of interaction in various steps. Shrinivasan and van Wijk (2008) also proposed
a framework to support an analytic reasoning process that is compatible with the
structure of the framework presented in this thesis, separating data views, provenance
analysis views, where the exploration path is displayed, and knowledge-support views,
where users can externalise their thoughts.

Supporting visual analysis Aigner et al. (2007b) identified the lack of a “visualisation
framework that can handle all types of times and data, or provides a broader selection
of possible representations” and called for “an open framework fed with pluggable
visual and analytical components for analysing time-oriented data”. This was stated in
the context of visual methods that were suitable for particular tasks and data; such a
framework would be able to cover more representations to support more tasks. As seen
in chapter 2, this has yet to be achieved; however, the framework presented in this thesis
is an important step in that direction that enables the configuration of visualisation
methods to support multiple tasks as part of visual exploration. Although this thesis
has not covered analytical components as part of this, future research can include
analytical methods for temporal data, such as the derivation of autocorrelation Box
et al. (1994) to enable forming hypotheses about underlying cyclic aspects of time with
a strong statistical support.

9.2.2 Limitations

The scope of the framework, described in chapter 1, defined the limits of the research

presented in this thesis. Nevertheless, there are also other limitations that arose due
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to the choices taken in the design of the framework and that can serve as the basis for

future work.
Types of visualisation

Two limitations are related to the types of visualisations: 2D and static, without
complex glyphs. In order to include 3D visualisations in the framework, research is
needed to find out how to include hierarchical compositions for temporal data in 3D
views; Hadlak et al. (2010) experimented with juxtaposed layers in one of the three
dimensions, but the work raised even more questions, including how can data attributes
and structural aspects be combined more efficiently?, which the framework can help
to answer. Animation was also excluded from the research; there are various ways
to include it in the framework, such as the use of a special layout or as one type
of composition. For future work, an interesting question is how the transformation

component can be used to interactively modify animation parameters.

Complex glyph shapes are not supported by the framework. Borgo et al. (2013) defines
a glyph as a multi-channel visual object; in certain cases, this definition applies to
nested views; Munzner (2014) argues indeed that a glyph can be considered a view
depending on the size of the glyph. In the context of the framework, the unsupported
glyphs are those that employ unusual layouts and spatial arrangements and are used
as normal non-nested visual marks — growth ring maps by Bak et al. (2009) are are an
example of that. In the context of visual composition, the main characteristic of such
shape is that their uniqueness makes it very difficult to incorporate them in a multiple
perspectives exploratory approach. It is another case that could be addressed in future

work; in contrast with other scope limitations, though, it should not be a priority.

Another limitation is the exclusion of explicit hierarchical visualisations. Although a
connecting path element was introduced only for connecting points within level, the
framework, in theory, should be able to support explicit encodings between levels as
well. The main issue is investigating how linking items between the different levels
work for all types of composition and keeping the framework consistent. Another
aspect connected to the connecting path is the visual properties of the path itself, such
as thickness and colour, which are unexplored in this thesis. Although there are no
issues that prevent explicit encodings being supported by the framework, they were
not included because the focus was on the different channels that can convey the order
of time, rather than including every possible visual property of a visualisation. As an
example of the possibilities for future work, Buchin et al. (2014) introduced connecting

paths that encode the duration of an interval as a distortion of a straight line.
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Composition methods

Regarding composition methods, the overloading method is not included in the frame-
work. It is defined as superimposition or nesting of a client specification on top or within
a host encoding; in this case, the client specification does not contain any positional
variables, which are derived from the host encoding. The aim of the framework is to
support basic compositions that are common in the literature; as there were no entries
in the survey that cannot be supported due to the omission of overloading, it was not
included in the framework. However, there are no conceptual incompatibilities that

prevent it from being included in future works.

An important limitation is the absence of data-driven filtering as part of composition
methods. The description of a visualisation always consider the hierarchical structure
being fully displayed at the abstraction stage, with the exception of extent operators.
The use of extent operators, however, is not defined for use with composition methods
or visualisation patterns such as overview plus detail (Cockburn et al., 2008), which
is the “simultaneous display of both an overview and detailed view of an information
space, each in a distinct presentation space”. With the operators, the overview is the
original time domain and the trimmed domain is displayed in the detailed view. It is
possible to extend the framework in the future by re-thinking the relationship between
the hierarchical structure and the composition methods and allowing the definition of

sub-hierarchies that can be visualised along with the main hierarchy.
Spatiotemporal visualisations

The last limitation defined by the scope is about spatiotemporal visualisations, which are
primarily investigated in geographical information science and cartography. Although
the framework does not exclude spatial data, there is a huge number of design choices
for spatiotemporal visualisations and maps especially regarding the different shapes
and symbols. Nevertheless, the framework already includes an important starting point
to support this type of visualisation: superimposition and nesting. As many spatial
data include hierarchical aspects, such as countries and cities, and the framework can
fully support non-spatial views of this type of data, future work should include finding
out the necessary shapes and layouts that are required for maps. The hierarchical
aspects of spatial data is also related to the spatial transformations that can also be
designed and implemented in a similar way to the transformation component of the
framework. As some temporal data is collected at a arbitrary resolutions, geographical

data is also referenced using arbitrary boundaries which might hide or reveal processes
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at different scales and introduce biases in the data (Openshaw, 1983). Operators for

spatial data may help with systematically exploring these.

9.2.3 Research agenda

As discussed in the previous two sections, this thesis opens up several research paths.
Some of them are a direct result of the benefits of the thesis for visual exploration
of temporal data, such as evaluating the effectiveness of various configurations of
encodings, compositions and interactions. Further research can also expand the work
presented here due to the current limitations, which exist as part of the scope and as
part of design choices. The new research paths can be defined as part of a research

agenda following up from this thesis and are summarised in fig. 9.1.

The first step to continue the research and realise the benefits of it is an implementation
of the framework, which will enable in practice several of the outlined benefits. The
implementation can take two forms: an open-ended visualisation environment for
visual exploration or a prototyping/sketching application that uses the framework to
design new systems. One challenge associated with the development of a visualisation
environment is implementing encodings using the best practices in the literature, in
terms of colours, spacing, size, among other properties. An alternative to this is to
include concepts of the framework into existing libraries and languages. As discussed
in chapter 2, the Vega-Lite grammar includes some degree of composition; an interesting
future path would be to replace the existing composition techniques with the ones
proposed in this thesis. The prototyping application would make it possible to explore
new visualisation designs based on the ideas of framework. Chapter 8 demonstrated
how the combination of existing techniques with the concepts of the framework allow
this exploration. However, the designs were targeted towards the analytical tasks of
the data challenge; a systematic exploration of designs should go hand-in-hand with

empirical evaluations.

Extending the framework in light of its limitations could be done in parallel or as
a second step. Research into the support for complex glyphs, animation and 3D
visualisations does not depend on the implementation. Glyphs would greatly expand
the scope of the framework; animation would allow for new types of visualisations
as well as different types of analyses, such as with real time data; supporting 3D

visualisations would also expand the scope — in comparison with glyphs, it would
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— Support for Spatial data

3D visualisations
Current State ——— Framework Extension Animation —— Real Time Analysis
Glyphs

Support for
Analytical Methods

— Framework Implementation Prototyping Tool — Design Space Ezploration

Open-Ended

Visual Exploration — Empirical Evaluations

Fig. 9.1 Summary of the research agenda. Beyond the current state, the three potential
avenues of future work can be done in parallel. Within each area, specific research
paths can also be done in parallel. The highlighted benefits in italic are enabled by the
associated future work.

require a rethink of composition methods and visualisation and would likely take a

longer research project to address it.

A third possibility is to focus on expanding the scope of the framework towards different
areas, such as complementing it with spatial aspects, or more support for analytical
methods. As discussed, there are several aspects of spatial data that would require
consideration when integrating with the framework; an interesting question is finding
out how to adapt existing techniques for time-oriented visualisations for spatiotemporal
tasks and how does the framework help with that. Including support for analytical
methods will likely be easier if the framework is implemented, because there are no
major conceptual limitations for this to happen — it is important to see in practice how

the transformations can be combined with the application of such methods.

9.3 Conclusion

This thesis investigated which aspects of hierarchical visualisations and time-oriented
visualisations help with visual exploration of temporal data. The result of the research
is a framework that allows a structured design of visualisations at the intersection of
the two areas. The development of the framework was motivated by the gaps that
were identified at this intersection, namely the absence of temporal data in frameworks

for hierarchical visualisation and the sub-optimal consideration of interactions based
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on the properties of temporal data in frameworks for time-oriented visualisations. By
addressing the gaps and combining aspects of the two areas, the thesis opens new visual
exploration and research pathways to stimulate further investigation of hierarchical
time-oriented visualisations. The methodology that was used to design the framework
also enabled the generation of self-contained secondary contributions that can be

applied outside the main scope of thesis.
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Appendix A

Survey and specifications of

encodings

This appendix contains the references found from the survey described in chapter 5.
Each reference is divided into two parts: the description of the visual mappings and
the specifications according to the framework and the use of the conditioning variables
and composition method. They are formatted in the same manner that was done
throughout the thesis. Entries are in alphabetical order by the author’s surname and
title.

The following abbreviations are used as headers in the tables:
o C: Colour
S: Size

P: Path

Cond.: Conditioning

o L: Layer number

CV: Conditioning variable

CM: Composition method
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Continuum (André et al., 2007)

Mappings:

Variable Layout C| S|P |x/0|y/r| Shape Case | Cond.
Time SCALE - | —-]1—-1v | - | BAR 1-to-1 v
Attribute | SCALE — V=] - | Y |- 1-to-1 -
Layers:

Time histogram CARTESIAN, INSTANT

L|CV CM || C S P | x/0 | y/r | Layout | Shape
1 | Time — | = |[-A]| -| T | A |SCALE | BAR

Table A.1 Signature: (T,L;); A = Item count

1760|1?7D|178q 18I

Boccherini, Luigi (1743 - 1805)

I11 Grazioso, Quintet No. 5 in G Major.
Concerto for Violoncello and
I11. Allegro comodo,
IT1. Finale. Allegro vivo,
Octet

Fig. A.1 Continuum (André et al., 2007)
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Time Curves (Bach et al., 2016b)

Mappings:

Variable Layout S | P | x/8] y/r| Shape Case | Cond.
Spatial MDS — | = vo|- 2-to-2 -
Time SCALE — |V - | POINT 1-to-1 v
Layers:

Time Curves CARTESIAN, INSTANT

L|CV CM | C|S|P|x/0]|y/r| Layout | Shape
1 | Time - ||T|-|T| S S | SCALE | POINT

Table A.2 Signature: (T,L;); S = MDS coordinate

Fig. A.2 Time Curves (Bach et al., 2016b)
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Kaleidomaps (Bale et al., 2007)

See fig. 5.8.

Mappings:
Variable Layout C| S|P |x/0]|y/r| Shape Case | Cond.
Identifier | SCALE —|—|—-| v | - | SPINE 1-to-1 v
Time SCALE —|—|—| v | - | SPINE 1-to-1 v
Time SCALE —|—|—| - | v | SPINE 1-to-1 v
Attribute | SCALE V=1 - - |- - -

Layers:
Kaleidomaps specification POLAR, INSTANT
L|CV CM C|S|P|x/0]|y/r| Layout | Shape
1 | Identifier — - —-1 1 - | SCALE | SPINE
2 | Time 1 nesting || — | — | - | Ty | - | SCALE | SPINE
3 | Time 2 nesting || A | — | - - | Ty | SCALE | SPINE

Table A.3 Signature: N((I,Ly),N((T,Ls),(T,L3)))
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Flowstrates (Boyandin et al., 2011)

Mappings:
Variable Layout C| S |P|x/0|y/r| Shape Case | Cond.
Identifier | SCALE — | —]—1] - | v | SPINE 1-to-1 v
Time SCALE —|—|—1| v | - | SPINE 1-to-1 v
Attribute | SCALE — | vV|—=] - |V |- 1-to-1 -
Layers:
Flowstrates heat map CARTESIAN, INSTANT
L|CV CM C|S|P|x/0|y/r| Layout | Shape
1 | Identifier — — = -1 - I | SCALE | SPINE
2 | Time nesting || A | —| -] T - | SCALE | SPINE

Table A.4 Signature: N((I,L1),(T,L2))

nnnnnnnnnnnnnnnnnnnn

Southern Asia
Eastem Africa
Various
Western Asia
Waestem Africa
Southem Eurcpe
Middle Africa
Narthem Africa
South-Eastern Asia
Central America
Eastem Europe
Central Asia
Eastern Asia
South America
Southem Africa
Caribbean
Northem Europe
Northem America
Melanesia
Westem Europe

3 and New Zealand
Micronesia
Polynesia

Fig. A.3 Flowstrates (Boyandin et al., 2011)
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Timeline Trees (Burch et al., 2008)

Mappings:

Variable Layout C| S|P |x/6]y/r| Shape Case | Cond.
Identifier | SCALE —|—-1—1| - | v | SPINE 1-to-1 v
Time SCALE v|—]1—-|Vv | - | BAR 1-to-1 v
Attribute | SCALE -V |- - - |- 1-to-1 -
Layers:

Timeline Trees CARTESIAN, INSTANT

L|CV CM C S P | x/0 | y/r | Layout | Shape
1 | Identifier — — - - - I | SCALE | BAR
2 | Time nesting || T | [A,—]| - | T | - | SCALE | SPINE

Table A.5 Signature: N((I,L;),(T,Ls)

e
= T

ST
ot | I

.products

ruit

grapeso

Time / Order

(:Ol()r S(:al() D

Monday Friday

Fig. A.4 Timeline Trees (Burch et al., 2008)
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Spiral (Carlis and Konstan, 1998)

Carlis and Konstan (1998) suggested two types of spirals: one for instant time and one

for interval time.

Mappings:

Variable Layout C| S|P |x/0|y/r| Shape Case | Cond.
Time 1 SPIRAL —|— |- v | v | POINT n-to-2 v
Time 2 SPIRAL —|—1—=|v | v | POINT n-to-2 v
Layers:

Spiral POLAR, INSTANT

L|CV CM|C|S|P x/0 y/r Layout | Shape
1 | [Ty, T3 — || = | —=1]-|[T1, T} | [Ty, T3] | SPIRAL | POINT

Table A.6 Signature: ([Tq, T2],L1)

e g
L. S
e e
. ,.-"f'.:’fc ot
%0 " o wt
¢ & : N \
# P ‘Q . .. A \ \ \
M ‘ ‘ ‘ { ",/’J \‘ |‘ ‘ I f ‘ ‘
Y ,’x‘ e/ / " J ‘1 |
X Py |
\ o )
o S
® T e 7 ®

Fig. A.5 Instants spiral (Carlis and Konstan, 1998)
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Mappings:
Variable Layout C| S|P |x/8]|y/r| Shape Case | Cond.
Time 1 SPIRAL — == v | Y |- n-to-2 v
Time 2 SPIRAL - == vV |V |- n-to-2 v
Time 3 SPIRAL — vV | =] - - | BAR n-to-2 -
Layers:
Spiral POLAR, INTERVAL
L|CV CM|C| S|P x/0 y/r Layout | Shape
1 | [Ty, Ty — | = | Ts | - | [Ty, Ty | [T1, T2 | SPIRAL | BAR

Table A.7 Signature: ([Tq,T2],L1). T3 = Interval duration

Fig. A.6 Interval spiral (Carlis and Konstan, 1998)
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Cycle plot (Cleveland, 1993)

Mappings:
Variable Layout C|S x/0| y/r | Shape Case | Cond.
Time 1 SCALE — | = v | - | SPINE 1-to-1 v
Time 2 SCALE - | = v | - | POINT 1-to-1 v
Attribute | SCALE — | - - | V- 1-to-1 -
Layers:
Cycle plot CARTESIAN, INSTANT
L|CV CM C|S| P |x/6]|y/r| Layout | Shape
1| Time 1 — — | = - T, - | SCALE | SPINE
2 | Time 2 nesting || — | — | Te | T2 | A | SCALE | POINT

Table A.8 Signature: N((Tq,L1),(Ta,Ls)); Ty is coarser than Ty

Attribute

v

7\
Attribute
7\

~ I

Time

R e
Time

Fig. A.7 Cycle plot
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ClockMap (Fischer et al., 2012)

Mappings:

Variable Layout Ccl|S x/0| y/r | Shape Case | Cond.
Identifier SCALE — | — - CIRCLE 1-to-1 v

Attr 1 ALGORITHM | — | v v - n-to-2 -

Time SCALE — | = v SPINE 1-to-1 v

Attr 2 SCALE v | - - - 1-to-1 -

Layers:

ClockMap POLAR, INSTANT

L|CV CM C| S |P|x/0]|y/r Layout Shape
1 | Identifier - — | A*| - | A* | A* | ALGORITHM | CIRCLE
2 | Time nesting || A| — | - | T SCALE SPINE

Table A.9 Signature:

' 24:00 | 00:00 .,
’

Fig. A.8 ClockMap (Fischer et al., 2012)

N((I,L1),(T,Ls)); A* = Algorithm-generated size and position
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ThemeDelta (Gad et al., 2015)

The full replication of this visualisation requires the use of a connecting path across

nodes, which the framework currently does not support.

Mappings:

Variable Layout C| S|P |x/8]y/r| Shape Case | Cond.
Time SCALE —|—|—1| Vv | - | SPINE 1-to-1 v
Identifier SCALE —|— |- v | - | POINT 1-to-1 v
Attribute | ALGORITHM | — | — | — v |- 1-to-1 -
Layers:

ThemeDelta CARTESIAN, INTERVAL

L|CV CM C|S|P|x/0]|y/r Layout Shape
1 | Time — —|—=1-1 T - SCALE SPINE
2 | Identifier nesting || — | — | - | - | A* | ALGORITHM | POINT

Table A.10 N((T,L;),(I,Ls)); A* = Algorithm-generated position

i watch o —
neighbor “hea-
email
clubhouse e e -
Tt T neighbor :’:::
. community
community.
clubhouse
reside amall
—=_hoa——

thank
Jan 28 - Feb 28
2009 2009
1 months

Feb 01 - Nov 01
2009 2009
9 months

Nov 02 - Jan 02
2009 2010
2 months

Jan 03 - Sept 03
2010 2010
8 months

Fig. A.9 ThemeDelta (Gad et al., 2015)
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VIS-STAMP (Guo et al., 2006)

Mappings:

Variable Layout C|S|P|x/6|y/r| Shape Case | Cond.
Identifier | SCALE —|—1—1| - | v | SPINE 1-to-1 v

Time SCALE —|—|—-1]v | - | SPINE 1-to-1 v

Attribute | SCALE Vi i—=1—=] -1V |- 1-to-1 -

Layers:

VIS-STAMP CARTESIAN, INSTANT

L|CV CM C|S|P|x/6]|y/r| Layout | Shape
1 | Identifier — — = -1 - I | SCALE | SPINE
2 | Time nesting || A | —| -] T - | SCALE | SPINE

Table A.11 Signature: N((I,Ly),(T,Ls))

7] Matrix [STATE / YEAR] [VALUE = ... o° &

92 93 04 95 06 97 98 09 00 01 02 03

Esg=cESSsssd

Im Original Ordering (NULL) > I

Fig. A.10 VIS-STAMP (Guo et al., 2006)
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CareCruiser (Gschwandtner et al., 2011)

Mappings:

Variable Layout S | P | x/0] y/r| Shape Case | Cond.
Identifier | SCALE —| — 1] - | v | SPINE 1-to-1 v

Time SCALE —|v | v | - | POINT 1-to-1 v

Attribute | SCALE - =] - |V |- 1-to-1 -

Layers:

CareCruiser CARTESIAN, INSTANT

L|CV CM C|S|P|x/0|y/r| Layout | Shape
1 | Identifier — — | = - - I | SCALE | SPINE
2 | Time nesting || — | — | T | T | A | SCALE | POINT

' tcpSO2 (%)

Table A.12 Signature

Plans

QE(C)

0 tcpS02 (%)

Plans

1 tepS02 (%)

Plans

Fig. A.11 CareCruiser (Gschwandtner et al., 2011)
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Connected scatterplot (Haroz et al., 2016)

Mappings:

Variable Layout C| S| P|x/6|y/r| Shape Case | Cond.
Time SCALE —|—=|v ] - | - | POINT 1-to-1 v

Attribute | SCALE -\ V=] - |V |- 1-to-1 -

1

Attribute | SCALE — |V | = - - |V 1-to-1 -

2

Layers:

Connected scatterplot CARTESIAN, INSTANT

L|CV CM | C|S|P|x/0]|y/r| Layout | Shape
1 | Time —|l=]1=-1T] A | A |SCALE | POINT

Table A.13 Signature: (T,L,)

medium troops;
high budget

- Army Budget +
skyrocket

1990
r o . '@Iots of troops
!

- > troops decrease

# troops same
east troops

1@ big increase

- Number of Troops +

Fig. A.12 Connected scatterplot (Haroz et al., 2016)
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Point chart (Harris, 1999)

Mappings:

Variable Layout S | P | x/8| y/r| Shape Case | Cond.
Time SCALE — | =V POINT 1-to-1 v

Attribute | SCALE — | - - 1-to-1 -

Layers:

Point chart CARTESIAN, INSTANT

L|CV CM | C|S|P|x/0|y/r| Layout | Shape
1 | Time —|—-l—-1-] T | A |SCALE | POINT

Table A.14 Signature: (T,L,)

—
Time

Fig. A.13 Point chart
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Bar chart (Harris, 1999)

Mappings:

Variable Layout C| S|P |x/8]y/r| Shape Case | Cond.
Time SCALE —|—]1—-]v | - | BAR 1-to-1 v
Attribute | SCALE — |V |=] - | Vv |- 1-to-1 -
Layers:

Bar chart CARTESIAN, INSTANT

L|CV CM || C S P | x/0 | y/r | Layout | Shape
1 | Time — | —=1[-A]|-| T | A |SCALE | BAR

Table A.15 Signature: (T,L,)

Attribute

|

IAttribute

—
Time

Fig. A.14 Bar chart
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Line chart (Harris, 1999)
Mappings:

Variable Layout C| S|P |x/8]y/r| Shape Case | Cond.
Time SCALE —|—|v | v | - | POINT 1-to-1 v
Attribute | SCALE — = =] - |V |- 1-to-1 -
Layers:

Line chart CARTESIAN, INSTANT

L|CV CM|C|S|P|x/0|y/r]| Layout | Shape
1 | Time — —|—|T| T | A | SCALE | POINT

Table A.16 Signature: (T,L,)

Attribute

|

—

Time

Fig. A.15 Line chart
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Polar point chart (Harris, 1999)

Mappings:

Variable Layout C| S|P |x/8]y/r| Shape Case | Cond.
Time SCALE —|—|v | Vv | - | POINT 1-to-1 v

Attribute | SCALE — = —=1] - |V |- 1-to-1 -

Layers:

Point chart POLAR, INSTANT

L|CV CM | C|S|P|x/0|y/r| Layout | Shape
1 | Time —I|—-|—-1-1] T | A |SCALE | POINT

Table A.17 Signature: (T,L,)

Attribute

o

Time (

Fig. A.16 Polar point chart
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Polar line chart (Harris, 1999)

Mappings:

Variable Layout C| S|P |x/0|y/r| Shape Case | Cond.
Time SCALE — | v |v | Vv | - | POINT 1-to-1 v
Attribute | SCALE = =1] -V |- 1-to-1 -
Layers:

Line chart POLAR, INSTANT

L|CV CM|C|S|P|x/0|y/r]| Layout | Shape
1 | Time —||-1—-—]T| T | A | SCALE | POINT

o

Table A.18 Signature: (T,L,)

Attribute

5

Time (

Fig. A.17 Polar line chart
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Angular bar chart (Harris, 1999)

Mappings:

Variable Layout C| S|P |x/8]y/r| Shape Case | Cond.
Identifier | SCALE —|—|—1] - | v | SPINE 1-to-1 v
Time SCALE - | v |- v | - | BAR 1-to-1 v
Layers:

Bar chart POLAR, INTERVAL

L|CV CM C S P | x/0 |y/r| Layout | Shape
1 | Identifier — — - - - I | SCALE | SPINE
2 | Time nesting || — | [T:duration,-] | - | T:start | - | SCALE | BAR

Table A.19 Signature: N((I,L;),(T,Ls))

Attribute

o

Time (

Fig. A.18 Angular bar chart
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Radial pie chart (Harris, 1999)

Mappings:

Variable Layout C| S|P |x/8]y/r| Shape Case | Cond.
Time SCALE —|—-]1—-]v | - | BAR 1-to-1 v
Attribute | SCALE -V |=] - | Y |- 1-to-1 -
Layers:

Radial pie chart POLAR, INSTANT

L|CV CM || C S P | x/0 | y/r | Layout | Shape
1 | Time — | —=|[-A]|-| T | A |SCALE | BAR

Table A.20 (T,L,)

Attribute

o

Time (

Fig. A.19 Radial pie chart
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Dot plot (point histogram) (Harris, 1999)

Mappings:

Variable Layout C| S|P |x/6]|y/r| Shape Case | Cond.
Time SCALE —|—1—-1v | - | POINT 1-to-1 v

Identifier | SCALE — =1 =] - |V |- 1-to-1 -

Layers:

Dot plot histogram CARTESIAN, INSTANT

L|CV CM | C|S|P|x/0|y/r| Layout | Shape
1 | Time — |- |-1-1]T I | SCALE | POINT

Table A.21 (T,L;); Points are stacked; the sorting order does not matter but an ordinal
scale is used.

Identifier
(o]
(o] (o]
(o] (o] (o]
(o] (o] (o] (o]
(o] (o] (o] (o]
B
Time

Fig. A.20 Dot plot
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Timeline (Harrison et al., 1994)

Mappings:

Variable Layout C| S|P |x/8]y/r| Shape Case | Cond.
Identifier | SCALE —|—|—1] - | v | SPINE 1-to-1 v
Time SCALE -\ v |—=|v | - | BAR 1-to-1 v
Layers:

Timeline CARTESIAN, INSTANT-INTERVAL

L|CV CM C S P | x/0 |y/r| Layout | Shape
1 | Identifier — — — - - I | SCALE | SPINE
2 | Time nesting | — | T:duration | - | T:start | - | SCALE | BAR

40l 0z TETX‘

Table A.22 N((I,L,),(T,Ls))

- )
Event Mark =" »”

Main
Timeline
View

Interval Mark S
a5

Timeline Start Time .

e

00:02:42

Fig. A.21 Timeline (Harrison et al., 1994)

00:03:08 |
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ThemeRiver (Havre et al., 2002)

Mappings:

Variable Layout C| S|P |x/6|y/r| Shape Case | Cond.
Identifier | ALGORITHM | — | — | — | v | v | POLYGON| 1-to-1 v
Time SCALE —|—1|—| - | v | POLYGON| n-to-2 -

Attribute SCALE -V I|=] - |V |- - -

Layers:

ThemeRiver CARTESIAN, INSTANT

L|CV CM C S P|x/0|y/r Layout Shape

1 | Identifier  — —|[-A]|-| - | A | ALGORITHM | POLYGON
1 | Time nesting || — | [-,A] | -] T | A SCALE POLYGON

Table A.23 N((I,Ly),(T,Ls))

1988 1989 1950 1991 1992 1993 1994 1995 1996 1997 1998

Fig. A.22 ThemeRiver (Havre et al., 2002)
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Circle View (Keim et al., 2004)

Mappings:

Variable Layout C|S|P|x/0]y/r| Shape Case | Cond.
Identifier | SCALE - ==V SPINE 1-to-1 v

Time SCALE e SPINE 1-to-1 v

Attribute | SCALE Vo i—=1—-1 - - 1-to-1 -

Layers:

Circle View POLAR, INSTANT

L|CV CM C|S|P|x/0|y/r| Layout | Shape
1 | Identifier — —|—=1-11 - | SCALE | SPINE
2 | Time nesting || A | — | - - T | SCALE | SPINE

Table A.24 N(I,L,),(T,L,))

Fig. A.23 Circle View (Keim et al., 2004)
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Cloudlines (Krstajic et al., 2011)

Mappings:
Variable Layout S | P | x/6| y/r| Shape Case | Cond.
Identifier | SCALE — | —| - | v | SPINE 1-to-1 v
Time SCALE — | —| v | - | POINT 1-to-1 v
Attribute | SCALE -V I|i=] -]V |- 1-to-1 -
Layers:
Cloudlines CARTESIAN, INSTANT
L|CV CM C| S |P|x/0|y/r| Layout | Shape
1 | Identifier — - = - - I | SCALE | SPINE
2 | Time nesting || — | A| - | T - | SCALE | POINT
Table A.25 Signature: N((I,L1)(T,Ls))
> ——— — —— — -
_— 0
- e e R . - LR
—_—— — e ——— e e e e .
e ——- e e eSS —_— = .—
e e——— e ——— c— -— =D
= — .-
| ——— - —<@
-9
a— _ == - -
—— -
L — e — —— e e e e o - e - eonS— - ]
=== . ——
= o ———————
—_—— e - - -

—allilii-- -——amesnie——— 9 -~ D

Fig. A.24 Cloudlines (Krstajic et al., 2011)
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GROOVE (Lammarsch et al., 2009)

Mappings:
Variable Layout S | P | x/6| y/r| Shape Case | Cond.
Time 1 SCALE —|—1| v | - | SPINE 1-to-1 v
Time 2 SCALE —|—1] - | v | SPINE 1-to-1 v
Time 3 SCALE — | —1] v | - | SPINE 1-to-1 v
Time 4 SCALE — | =1 - | v | SPINE 1-to-1 v
Attribute | SCALE V=1 - - |- 1-to-1 -
Layers:
GROOVE CARTESIAN, INSTANT
L|CV CM C|S|P|x/0|y/r| Layout | Shape
1 | Time 1 - — | —=1]-1] Ty | - | SCALE | SPINE
2 | Time 2 nesting || — | — | - - | Ty | SCALE | SPINE
3 | Time 3 nesting || — | — | - | Ts | - | SCALE | SPINE
4 | Time 4 nesting || A | — | - - | T4 | SCALE | SPINE

Table A.26 Signature:

Fig. A.25 GROOVE (Lammarsch et al., 2009)

ek / Hour

N((T1,L1),N(T2,L1),N((T3,L3),(T4,L4))))

Day / S-Minute-Interval
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QTrade (Lei and Zhang, 2010)

Mappings:

Variable Layout C| S|P |x/8]y/r| Shape Case | Cond.
Identifier | SCALE - = -1 - POINT 1-to-1 v
Time SCALE — =]V - POINT 1-to-1 v
Attribute | SCALE - -] =]V - 1-to-1 -
1

Attribute | SCALE - = -1 - - 1-to-1 -
2

Layers:

Scatterplot CARTESIAN, INSTANT

L|CV CM | C|S|P|x/0]|y/r| Layout | Shape
1 | Identifier — |T|—-]-| A | A |SCALE | POINT

Table A.27 Signature: (I,L;)

Fig. A.26 QTrade (Lei and Zhang, 2010)
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Time Wave (Li and Kraak, 2013)

Mappings:

Variable Layout C| S|P |x/8]y/r| Shape Case | Cond.
Time 1 SINE - | v |- v | v | BAR n-to-2 v
Time 2 SINE - —-1—-1v | v | BAR n-to-2 v
Layers:

Time Wave CARTESIAN, INSTANT-INTERVAL

L|CV CM || C S P x/0 y/r Layout | Shape
1 | [Ty, T3] — || = | T:duration | - | [Ty, Te] | [T1,T2] | SINE | BAR

Table A.28 N(T,L,)

the time-wave as data representation
objective: localize in time-space, inform about location

beiijng
annual sighting of P|ant xian
shanghai

Fig. A.27 Time Wave (Li and Kraak, 2013)
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LiveRAC (McLachlan et al., 2008)

Mappings:

Variable Layout C|S|P|x/0|y/r| Shape Case | Cond.
Identifier | SCALE —| =1 —=1 Vv | - | SPINE 1-to-1 v

1

Identifier | SCALE —|—|—=1 - | v | SPINE 1-to-1 v

2

Time SCALE —| = |v | v | - | POINT 1-to-1 v

Attribute | SCALE — = =1 - |V |- 1-to-1 -

Layers:

LiveRAC CARTESIAN, INSTANT

L|CV CM C|S|P|x/0|y/r| Layout | Shape
1 | Identifier 1 — — =1 -11 - | SCALE | SPINE
2 | Identifier 2 nesting || — | — | - - I, | SCALE | SPINE
3 | Time nesting || — | — | T| T | A | SCALE | POINT

Table A.29 Signature: N((Il,Ll),N((I2,L2),(T,L3)))

Fig. A.28 LiveRAC (McLachlan et al., 2008)
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GeoTM (Qiang et al., 2012)

Mappings:

Variable Layout C| S|P |x/0|y/r| Shape Case | Cond.
Identifier | SCALE —-|—-]—-| v | - | BAR 1-to-1 v

Time SCALE —|—=|—| v | v | POINT 1-to-2 -

Layers:

Triangular model CARTESIAN, INTERVAL

L|CV CM|C|S|P x/0 y/r Layout | Shape
1 | Identifier — || = =1 - | T:Midpoint | T:Duration | SCALE | POINT

Table A.30 Signature: (I,L;);

I Show geometries

Fig. A.29 GeoTM (Qiang et al., 2012)
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MobiVis (Shen and Kwan-Liu, 2008)

Mappings:
Variable Layout C| S|P |x/0]y/r| Shape Case | Cond.
Time 1 SCALE —|—|—1| v | - | SPINE 1-to-1 v
Time 2 SCALE — | —]1—1| - | v | SPINE 1-to-1 v
Attribute | SCALE Vi=-1-1 - - |- 1-to-1 -
Layers:
MobiVis CARTESIAN, INSTANT
L|CV CM C|S|P|x/0|y/r]| Layout | Shape
1 | Time 1 — — | —1]-1] Ty | - | SCALE | SPINE
2 | Time 2 nesting || A | — | - - | Ty | SCALE | SPINE

Table A.31 Signature: N((T1,L1),(T2,L2))

sat 2004/12125 I 138
Fri L I 254

" i

oay - i

Tue J

Mon

Sun

Aug 1, 2004 Sep Oct Nov Dec Jan Feb Mar  Mar31, 2005

Week

Fig. A.30 MobiVis (Shen and Kwan-Liu, 2008)
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Two-tone Spiral (Tominski and Schumann, 2008)

Mappings:

Variable Layout C|S|P|x/0]y/r| Shape Case | Cond.
Time 1 SPIRAL — | =] - v | POINT n-to-2 v
Time 2 SPIRAL e v | POINT n-to-2 v
Attribute | SCALE VI - |- 1-to-1 -
Layers:

Spiral POLAR, INSTANT

L|CV CM| C|S|P x/6 y/r Layout | Shape
1 | [Ty, T2 — || A* | — | - | [Ty, Ts] | [T1,T2] | SPIRAL | SPINE

Table A.32 Signature

Spiral Range; 2004-01-02 - 2007-01-01
Highlighted Segment 2006-08-08: 22,9

-

Data

! E |Temperau.re in Rostock |v
: Spiral Settings

/|  Segments per Cycle

|| ===
Spiral Width

: Center Offset

|| o——rm

| Cycles  Two-Tone Orientation

: 3’:]. Center to perimeter

| cotor settings

:| - Color Coding Range
| min{_ -10[ea| max! 0w
|| Coding Mode

| [LmEAR [+
| color scale

| w1~ (2]
iy |

| —

Fig. A.31 Two-tone spiral (Tominski and Schumann, 2008)

: ([T1, T2],L1); A* = Two-tone pseudo colouring
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Stacking-based horizon graphs (Tominski et al., 2012)

Mappings:
Variable Layout C| S|P |x/0]y/r| Shape Case | Cond.
Identifier | SCALE —|—|—1| v | - | SPINE 1-to-1 v
Time SCALE —|—|—-1]v | - | SPINE 1-to-1 v
Attribute | SCALE Vi i—=1—=] -1V |- 1-to-1 -
Layers:
Stacking-based horizon graphs | CARTESIAN, INSTANT
L|CV CM C |S|P|x/0]|y/r Layout Shape
1 | Identifier — — | =]-1] I - | ALGORITHM | SPINE
2 | Time nesting || A* | — | - | T - SCALE SPINE

Table A.33 Signature: N((I,L),(T,Ls)); A* = Two-tone pseudo colouring

Fig. A.32 Stacking-based horizon graphs (Tominski et al., 2012)



217

Interval timeline (Tufte, 1983)

Mappings:

Variable Layout C| S|P |x/8]y/r| Shape Case | Cond.
Identifier | SCALE —|—|—1] - | v | SPINE 1-to-1 v

Time SCALE -\ v |—=|v | - | BAR 1-to-1 -

Layers:

Interval timeline CARTESIAN, INTERVAL

L|CV CM C S P | x/0 |y/r| Layout | Shape
1 | Identifier — — — - - I | SCALE | SPINE
2 | Time nesting | — | T:duration | - | T:start | - | SCALE | BAR

Table A.34 Signature: N(I,L,),(T,Ls)

Identifier

|

]
]
]

]

—
Time

Fig. A.33 Interval timeline
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Temporal summaries (Wang et al., 2009)

Mappings:

Variable Layout C| S |P|x/0|y/r| Shape Case | Cond.
Time SCALE - | —-]1—-1v | - | BAR 1-to-1 v
Attribute | SCALE — V=] -V |- 1-to-1 -
Layers:

Temporal summaries CARTESIAN, INSTANT

L|CV CM || C S P | x/0 | y/r | Layout | Shape
1 | Time — | —=1[-A]|-| T | A |SCALE | BAR

Table A.35 Signature: (T,L;); A = Item count

10 |2D |30 |4D

A crERT-H
A\ creaT-
A crEATL

Records: 3558

Fig. A.34 Temporal summaries (Wang et al., 2009)
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Spiral 2 (Weber et al., 2001)

Mappings:

Variable Layout x/0| y/r | Shape Case | Cond.
Time 1 SPIRAL v | v | POINT n-to-2 v
Time 2 SPIRAL v | v | POINT n-to-2 v
Attribute | SCALE - - |- 1-to-1 -
Layers:

Spiral POLAR, INSTANT

L|CV CM P x/0 y/r Layout | Shape
1 | [Ty, Ty - - | [Ty, Ty | [T1, Ty | SPIRAL | POINT

Table A.36 Spiral specification, with two temporal variables being used for conditioning

and position. Signature: ([Ty,T2],L;)

Fig. A.35 Spiral 2 (Weber et al., 2001)
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Calendar cluster view (Van Wijk and Van Selow, 1999)

Mappings:
Variable Layout C|S|P|x/6|y/r| Shape Case | Cond.
Time 1 SCALE —|—|—| Vv | - | SPINE 1-to-1 v
Time 2 SCALE —|—|—1| - | v | SPINE 1-to-1 v
Time 3 SCALE —|—|—| Vv | - | SPINE 1-to-1 v
Time 4 SCALE —|—|—1| - | v | SPINE 1-to-1 v
Attribute | SCALE V=1 - - |- 1-to-1 -
Layers:
Calendar cluster view CARTESIAN, INSTANT
L|CV CM C|S|P|x/0|y/r| Layout | Shape
1 | Time 1 — — | — |- Ty | - | SCALE | SPINE
2 | Time 2 nesting || — | — | - - | Ty | SCALE | SPINE
3 | Time 3 nesting || — | — | - | Ts | - | SCALE | SPINE
4 | Time 4 nesting || A | — | - - T, | SCALE | SPINE

Table A.37 Signature: N((Tq,L1),N(T2,L1),N((T3,L3),(T4,L4)))); A = Cluster as-

signment

Fig. A.36 Calendar cluster view (Van Wijk and Van Selow, 1999)
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Similan (Wongsuphasawat and Shneiderman, 2009)

Mappings:

Variable Layout C|S|P|x/6|y/r| Shape Case | Cond.
Identifier | SCALE —|—|—1| - | v | SPINE 1-to-1 v
1

Time SCALE —|—|—| Vv | - | SPINE 1-to-1 v
Identifier | SCALE —|—|—| v | - | SPINE 1-to-1 v
2

Attribute | SCALE Vo i—=1—-1 - - |- 1-to-1 -
Layers:

Similan CARTESIAN, INSTANT

L|CV CM C|S|P|x/0|y/r| Layout | Shape
1 | Identifier 1 — — | = - - I, | SCALE | SPINE
2 | Time nesting || — | — | - | T - | SCALE | SPINE
3 | Identifier 2 nesting || A | — | - | I - | SCALE | SPINE

Table A.38 Signature: N((I1,L;),N((T,L2),(I2,L3))); A = Existence of event

-4M -ZM
5N 3M
oo
O
]
oo

O

EEE8

ZM

M

Fig. A.37 Similan (Wongsuphasawat and Shneiderman, 2009)
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KronoMiner (Zhao et al., 2011)

Mappings:

Variable Layout C| S|P |x/8]y/r| Shape Case | Cond.
Identifier | SCALE — | =] —1] v | - | SPINE 1-to-1 v

Time SCALE —|—|v | Vv | - | POINT 1-to-1 v

Attribute | SCALE — =] =1] - | Vv |- 1-to-1 -

Layers:

KronoMiner POLAR, INSTANT

L|CV CM C|S|P|x/0|y/r]| Layout | Shape
1 | Identifier — — | = - I - | SCALE | SPINE
2 | Time nesting || — | — | T| T | A | SCALE | POINT

Table A.39 Signature: N((I,L;),(T,Ls))

x00'¥T

2900

Fig. A.38 KronoMiner (Zhao et al., 2011)



223

TimeSlice (Zhao et al., 2012)

Mappings:

Variable Layout C| S|P |x/8]y/r| Shape Case | Cond.
Identifier | ALGORITHM | — | — | — | v | - | SPINE 1-to-1 v
Time SCALE —|v|—=|v | - | BAR 1-to-1 v
Layers:

TimeSlice CARTESIAN, I NTERVAL

L|CV CM C S P | x/0 |y/r| Layout | Shape
1 | Identifier - - - - I ALG. | SPINE
2 | Time nesting || — | T:duration | - | T:start SCALE | BAR

Table A.40 Signature: N((I,L;),(T,Ls))

Fig. A.39 TimeSlice (Zhao et al., 2012)

[Tan Yunxian(148






Appendix B

Composition grammar

A grammar for specifying view compositions was defined to support the research. While
it has not been implemented as a parser to generate the visualisations, it helps with
the description of visualisations and the separation of the visual channels from the
hierarchical structure of views. The grammar is described by the following rules using
Backus normal form (BNF):

<visualisation> ::= <view>
| <composition_method> " (" <views> "," <views>")"

<view> ::= "(" <variable> "," <composition> ")"

| "(" <variable> "," <encoding> ")"
<composition> ::= <composition_method> "(" <encoding> <list_of_encodings>
ll)ll
<list_of_encodings> ::= "," <encoding> <list_of_encodings> | ""
<composition_method> ::= "J" | "S" | "N"

Variable is any variable name and encoding is a set of visual mappings.

The above grammar covers all cases of compositions supported by the framework

through the composition component, as seen in chapter 4.
« No composition: (Time 1, F)
« Same level composition: (Time 1, J(E;,E3))

« Between level composition: J((Time 1, F;),(Time 2, E,))






Appendix C

Pseudocode descriptions of

temporal transformations

In this chapter, pseudocode descriptions of the temporal transformations introduced
in chapter 6 are provided to facilitate understanding of the operators and future
implementation of the framework. The aim is not to describe optimal implementation
of the transformations, as it is likely that in some programming languages, more

efficient versions can be written.

C.1 Segmentation operators

Algorithm 1 Segment at instants

1: procedure .7(T, {t1,...,ts}) > Segment domain 7 at instants {t,...,¢,}
2 Pipp < Pr > Retrieve set P of time points of 7
3 A « List-of-TimeDomain > Initialise list of new time domains
4: 11

5: while i < N do

6 P,eyw < SliceArrayUpTo( Py, t;) = Slice array of time points lower than t;
7 A; < InitDomain(7, Pyey) = Initialise a copy of time domain 7T~
8 1—1+1

9

return A > Returns the list of segmented time domains
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Algorithm 2 Segment by duration

1: procedure .%4(T,d) > Segment domain 7 by duration d
2 N — Ceil(Er/d) > Calculate number of segments
3 Pip — Pr > Retrieve set P of time points of T
4 A « List-of-TimeDomain = Initialise list of new time domains
5: 71— 1

6 while s < N do

7 Pew < SliceArrayBy (Pimp,d) = Slice array by number of elements
8 A; < InitDomain(7, Pyey) = Initialise a copy of time domain 7~
9 1—1+1

10: return A > Returns the list of segmented time domains

Algorithm 3 Segment matching granularity

1: procedure .7;(S, G) > Segment domain 7 matching granularity G
2: T — 6c(T,G) > Change granularity and copy time domain
3: Pinp < P > Retrieve set P of time points of T
4: A « List-of-TimeDomain > Initialise list of new time domains
5: for all p in Py, do > [terate over the points with new granularity
6: A; — Match(Pr,G(p)) > Retrieve time points that match pg
7: return A

Algorithm 4 Segment relative to

1: procedure . ¢(T,t, ) > Segment time domain 7 relative to point ¢ and
distance function f

2: N [P

3: Pipp < Pr > Retrieve set P of time points of T

4: A « List-of-TimeDomain = Initialise list of new time domains

5: while N > 0 do

6: size — f(T,t)

7: Py — ArraySliceLength( Py, size) > Segment points of domain

8: Push(A,InitDomain(7, Pyew))

9: N «— N —size

10: return A > Return domain
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Algorithm 5 Join

1:
2
3
4
5:
6
7
8
9

procedure 7 ([71,[Tz],...]) > Join segments
: N «— count([T1,[T2],---]) > Get the number of segments being joined
11
T" « InitDomain() > Initialise domain
while i < N do
Piomp < Pr; > Retrieve time points of current segment
Push(7”, Pimp) > Add time points to new time domain
1—1+1
return 7’

C.2 Granularity operators

Algorithm 6 Bin at instants

1:
2
3
4
5:
6
7
8
9

10:
11:

procedure %, (T, {t1,...,t,})= Bin time points of domain 7 at instants {t1, ..., t,,}

11
Peopy < Pr > Retrieve set P of time points of T
Poew < InitPoints(7)
while i < N do
p <—FindPoint(Propy, t;)

Pnew < ArraySlice(Peopy, D ) > Bin all time points earlier than p
Push(Poew,Prew)
1—1i+1

Pr — P,., > Replaces the old set of time points

return T > Return domain
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Algorithm 7 Bin by duration

1:
2
3
4
5
6
7
8
9

10:
11:

procedure %,(T,d)

1< 1

N < [|P|/d]

Rmp A P’T

P,ew < InitPoints(7)
while i < N do

Dnew < ArraySliceLength( Py, d )

PUSh(PneW7pnew>
1—1+1
PT A Pnew

return T

> Bin time points of domain 7 by duration d

> Retrieve set P of time points of T

> Bin d time points

> Replaces the old set of time points

> Return domain

Algorithm 8 Bin relative to

1: procedure %, ¢(T,t, f)= Bin domain T relative to point ¢ and binning function

S

Ptmp A P’T
Pew < InitPoints(7)
while ( do|Pip| > 0)

Pnew < ArraySliceLength(Piyp, f(T,1))

Push(Pew,Prew)
PT <~ Pnew

return T

> Retrieve set P of time points of T

> Bin time points

> Replaces the old set of time points

> Return domain

Algorithm 9 Expand

*

: procedure 2" (T)

Pyew < InitPoints(Gr)
Pip < Pr
for all p in Py, do
for all ¢t in p do
Dtmp < t
Push(Pyew,Ptmp)
Pr « Phey

return 7

> Reverse any binning on time domain 7T

> Retrieve set P of time points of T

> [terate over the original points

> [terate over the instants of each point
> Assign instant to unique time point

> Add point to list of new points

> Assign new set of time points

> Return time domain
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Algorithm 10 Change Granularity

1:
2
3
4:
)
6

7
8

procedure 65 (T,G)

Poew < InitPoints(G)
for all p in Pr do
Ptmp < G(p)
if pimp not in P, then
Push(Phew;Ptmp)
Pr < Phey

return 7

> Change granularity used to label domain 7 to G

> Add point to list of new points

> Assign new set of time points

> Return time domain

Algorithm 11 Rollup

1:
2
3
4:
5
6
7

8:
9:

procedure Groiur(T)

H « CoarserThan(Gr)
Piew < InitPoints(H)
for all p in Pr do
Pomp < H(p)
if pimp not in P, then
Push(Phew;Ptmp)

PT(_Pnew

return 7

> Rollup granularity of domain 7

> Add point to list of new points

> Assign new set of time points

> Return time domain

Algorithm 12 Drill down

1:
2
3
4:
5
6
7

*

procedure Gpripows(7T)

H «— FinerThan(Gr)
Poew < InitPoints(H)
for all p in Pr do
Pomp < H(p)
if pymp not in P, then
Push(Pew,Ptmp)

PT‘_PneW

return 7

= Drill down granularity of domain 7~

> Prevent duplicate points included

> Add point to list of new points

> Assign new set of time points

> Return time domain
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Algorithm 13 Rotate

1: procedure Z;(T, D) > Rotate domain 7 in direction D
2 Pimp < Pr > Retrieve set P of time points of T
3 if D = RIGHT then
4 lastElement « Tail(Pipyp) > Remove and retrieve last time point
5: Prepend(P;p,lastElement) > Insert at the beginning of array
6 else if D = LEFT then
7 firstElement « Head(Pimp) > Remove and retrieve first time point
8 Append(Piyp.firstElement) = Insert at end of array
9: T" — InitDomain(P;mp) = Initialise domain with time points
10: return 7’ > Return time domains

Algorithm 14 Align

1: procedure < (t, {Ti[, T2, - - -]]}) > Align domains relative to point ¢
2 N «— count({71[, T2[,.-.]]}) = Count the number of domains being aligned
3 11

4: while ¢ < N do
5 origin <—FindPoint( Py, t)
6 for all p in P, do

7 p < Dist(p, origin)
i+l

*®

9: return {71[, 72, .. ]|} > Return aligned time domains

C.3 Extent operators

Algorithm 15 Trim At
1: procedure (T, [t1],[t2]) > Segment domain 7 at instants {t,...,¢,}
2 p1 < FindPoint(Pr, t1)

3 pe < FindPoint(Pr, t5)

4: for all p in Pr do

5

6

7

if EarlierThan(p, p;) OR LaterThan(p, p;) then
Remove(p, Pr)

return 7 > Return time domain
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Algorithm 16 Trim By

1:
2
3
4
5:
6
7
8
9

10:

procedure (T, [di],[ds])

11

while ¢ < d; do
Head(Pr)
1—1+1

11

while ¢ < d5 do
Tail(Pr)
1—1+1

return 7

> Segment domain 7 at instants {t,...,,}

> Returns time domain

Algorithm 17 Extend To

10:

: procedure &,(T,[t1], [t2])

while s+ > t; do

p< Gr(ti —1)
ST < p
Prepend(Pr,p)
while er < t; do
p<— Gr(ta—1)
er < p
Append(Pr,p)

return 7

> Segment domain 7 at points {t1,...,%,}

> Return time domain
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Algorithm 18 Extend By

1: procedure &,(T,[d1], [d2]) > Segment domain 7 at points {ti,...,%,}
2 1< 1

3 while ¢ < d; do

4 p < Gr(pi, — 1)

5: ST <D

6 Prepend(Pr,p)

7 1<—1—1

8 1< 1

9: while ¢ < dy do
10: p<— Gr(ta —1)
11: ET <D
12: Append(Pr,p)
13: 1—i+1
14: return 7 > Return time domain

C.4 Utility functions

Auxiliary functions were included in the previous sections to support the operators
and enable concise descriptions of them. These functions can also be considered
as an essential set of basic operations that are required to implement the temporal
transformations, with the manipulation of basic data types that are used in the

abstractions of the temporal properties, which are the targets of the transformations.

InitDomain(...) Initialise an abstraction of the temporal domain with the passed
parameters. The assumption is that the parameters that were not passed are inferred.
An example is when a set of time points is passed as a parameter and the extent and

starting and ending points are extracted from it.

SliceArrayUpTo(Array,Point) Copy and remove elements from array from the start

up to the passed parameter.

SliceArrayBy(Array,Count) Copy and remove n elements from array, where n is

passed as a parameter.
Append(Array,Element) Add new element to the end of array.

Prepend(Array,Element) Add new element to the beginning of array.
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Head(Array) Copy and remove first element of array.
Tail(Array) Copy and remove last element of array.
Remove(Array,Point) Remove parameter from array.
InitPoints() Initialise a new set of time points.

FindPoint (Points,Instant) Retrieve time point containing the instant that is passed

as parameter.
Dist(Point,Point) Calculate temporal distance between two time points.
Match(Points,Point) Return all time points that are equal to the reference.

CoarserThanGranularity Returns granularity immediately coarser than the param-

eter.
FinerThan(Granularity) Returns granularity immediately finer than the parameter.
EarlierThan(Reference,Point) Returns true if point happens earlier than reference.

LaterThan(Reference,Point) Returns true if point happens later than reference.






Appendix D

Survey of interactions in

time-oriented visualisations

This appendix contains the textual descriptions of the interactions surveyed as part
of the development Transformation component. The taxonomy of interactions by Yi
et al. (2007) was used as a means to classify the interactions and later map them to
the operators described in chapter 6. The survey also includes interactions that are not
part of the final set of transformations and are listed here to demonstrate the rigour of
the process.
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Reference S
André et al. (2007)

Bach et al. (2016b)

Bale et al. (2007)

Boyandin et al. (2011) v
Burch et al. (2008)

Carlis and Konstan (1998)

Harrison et al. (1994)

Keim et al. (2004)

Krstajic et al. (2011)

Lammarsch et al. (2009)

Van Wijk and Van Selow (1999) v v
Zhao et al. (2011)

Hochheiser and Shneiderman (2004)

Li and Kraak (2013) v
Qiang et al. (2012) v
Wongsuphasawat and Shneiderman (2009)

Gad et al. (2015) v
Wang et al. (2009)

Gschwandtner et al. (2011) v
Tominski and Schumann (2008)

McLachlan et al. (2008)

Tominski et al. (2012) v
Sips et al. (2012)

Ferreira et al. (2013)

Shahar et al. (2006)

Loorak et al. (2016)

Shen and Kwan-Liu (2008) v
Javed and Elmqvist (2013)

Kincaid (2010) v
Andrienko and Andrienko (2012)

Cho et al. (2014) v
Kothur et al. (2013)

Beard et al. (2008)

Tableau Software (2018) v
van der Corput and van Wijk (2017)

Guerra-Gomez et al. (2013)

Cousins and Kahn (1991) v
TIBCO Software Inc. (2018)

RS NE NIRRT

N N N N NN

N N NN NEN
\

SN N N NN NENEN

SNENEN

Table D.1 Summary of first step of interaction survey, part 1. S = Select, E = Explore,
R = Reconfigure, Encode, A /E = Abstract/elaborate
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Reference F C/R VC SC AC DT
André et al. (2007) v v
Bach et al. (2016b)

Bale et al. (2007)

Boyandin et al. (2011)

Burch et al. (2008)

Carlis and Konstan (1998)

Harrison et al. (1994)

Keim et al. (2004)

Krstajic et al. (2011)

Lammarsch et al. (2009)

Van Wijk and Van Selow (1999)
Zhao et al. (2011)

Hochheiser and Shneiderman (2004)
Li and Kraak (2013)

Qiang et al. (2012)
Wongsuphasawat and Shneiderman (2009) v v
Gad et al. (2015)

Wang et al. (2009)
Gschwandtner et al. (2011)
Tominski and Schumann (2008)
McLachlan et al. (2008)
Tominski et al. (2012) v v
Sips et al. (2012)

Ferreira et al. (2013) v
Shahar et al. (2006)

Loorak et al. (2016)

Shen and Kwan-Liu (2008)

Javed and Elmqvist (2013) v

Kincaid (2010)

Andrienko and Andrienko (2012)

Cho et al. (2014)

Kothur et al. (2013)

Beard et al. (2008)

Tableau Software (2018)

van der Corput and van Wijk (2017) v

Guerra-Gomez et al. (2013)

Cousins and Kahn (1991)

TIBCO Software Inc. (2018)

RN NN

SSRNENEN

NN
AEEENENEN

Table D.2 Summary of first step of interaction survey, part 2. F = Filter, C/R
= Connect/Relate, VC = Visualisation configuration, SC = State control, AC =
Analytical configuration, DT = Design transformation
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Survey of interactions in time-oriented visualisations

André et al. (2007)

Select:

Explore: Moving window on temporal histogram, Scrolling vertically /horizontally
on main screen

Reconfigure:

Encode:

Abstract/elaborate: Compress/expand moving window, Sliders to change size
of items on main view based on "prominence'

Filter:

Connect /relate:

Visualisation configuration: Temporal histogram changes according to win-
dow size

State control:

Analytical configuration:

Design transformation: Temporal binning

Bach et al. (2016b)

Select:

Explore:

Reconfigure: Slider for changing positioning weight between 1D timeline and
timecurve

Encode:

Abstract/elaborate: Tooltip showing details
Filter:

Connect/relate:

Visualisation configuration:

State control:

Analytical configuration:

Design transformation:

Bale et al. (2007)

Select:

Explore: Zoom in segment of interest
Reconfigure:

Encode:

Abstract/elaborate: Tooltip showing details



241

Filter: Can select angular sections, Angular and radial markers to show in line
graph

Connect/relate: Line graph shows data selected by marker

Visualisation configuration:

State control:

Analytical configuration:

Design transformation:

Boyandin et al. (2011)

Select: Select origins/destinations

Explore: Panning and zooming in the three different views

Reconfigure: Reorder rows

Encode:

Abstract/elaborate: Aggregate/disaggregate rows by origin or destination
Filter: Filter origins/destinations

Connect/relate:

Visualisation configuration:

State control:

Analytical configuration:

Design transformation:

Burch et al. (2008)

Select:

Explore:

Reconfigure:

Encode:
Abstract/elaborate: Collapse/expand nodes in hierarchy, Tooltip showing
details

Filter:

Connect/relate:
Visualisation configuration:
State control:

Analytical configuration:

Design transformation:

Carlis and Konstan (1998)

Select:
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o Explore: Panning, zooming, rotating and tilting (includes 3D)

« Reconfigure: Change number of points per spiral arm

e Encode:

» Abstract/elaborate:

o Filter: Change spiral start and end point, Change time start and end point
« Connect/relate:

e Visualisation configuration: Interface with settings

« State control: Save and load view configuration

o Analytical configuration:

e Design transformation:
Harrison et al. (1994)

e Select:

« Explore:

» Reconfigure:

« Encode:

» Abstract/elaborate: Context and zoom
« Filter: Zoom selection

« Connect/relate:

« Visualisation configuration:

« State control:

e Analytical configuration:

e Design transformation:
Keim et al. (2004)

« Select:

« Explore:

« Reconfigure: Change time direction

o Encode: Change radius of segments

« Abstract/elaborate: Change time unit in segment
« Filter:

« Connect/relate:

« Visualisation configuration:

« State control:

o Analytical configuration:

e Design transformation:
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Krstajic et al. (2011)

e Select:

« Explore: Special fisheye lens with linear or exponential magnification of time
points (on screen space)

« Reconfigure:

« Encode:

« Abstract/elaborate:

« Filter:

« Connect/relate:

e Visualisation configuration:

« State control:

o Analytical configuration:

e Design transformation:
Lammarsch et al. (2009)

« Select:

« Explore:

« Reconfigure: Change order of time units
« Encode: Change various color overlays

« Abstract/elaborate: Change time units
« Filter:

« Connect/relate:

» Visualisation configuration:

« State control:

o Analytical configuration:

e Design transformation:
Van Wijk and Van Selow (1999)

« Select: Select members of clusters

« Explore: Geometric zoom in chart

« Reconfigure:

« Encode:

« Abstract/elaborate:

 Filter: Temporal range filter (cut)

« Connect/relate: Show similar days

» Visualisation configuration:
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« State control:
e Analytical configuration: Change number of clusters, Generate cluster from
smoothed data

e Design transformation:
Zhao et al. (2011)

« Select:

« Explore:

« Reconfigure: Re-position segments on the circle

« Encode:

» Abstract/elaborate: Add new segments from MQW
o Filter: Movable query widget

« Connect/relate:

e Visualisation configuration:

« State control:

o Analytical configuration:

e Design transformation:
Hochheiser and Shneiderman (2004)

e Select:

« Explore:

« Reconfigure:

« Encode:

« Abstract/elaborate:

o Filter: Movable query widget
« Connect/relate:

« Visualisation configuration:
« State control:

o Analytical configuration:

e Design transformation:
Li and Kraak (2013)

« Select: Movable marker to highlight filtered points
« Explore:

« Reconfigure:

« Encode:

« Abstract/elaborate:
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« Filter: Movable selection

« Connect/relate:

e Visualisation configuration:
« State control:

o Analytical configuration:

e Design transformation:
Qiang et al. (2012)

« Select: Movable query shapes to highlight filtered points, Instant query shape
from menu

« Explore:

« Reconfigure:

« Encode:

« Abstract/elaborate:

« Filter:

« Connect/relate:

« Visualisation configuration:

» State control:

o Analytical configuration:

o Design transformation:
Wongsuphasawat and Shneiderman (2009)

e Select:

« Explore:

« Reconfigure: Select central event to transform to relative scale

« Encode:

« Abstract/elaborate:

« Filter:

« Connect/relate:

» Visualisation configuration: Temporal histogram changes according to win-
dow size

« State control:

o Analytical configuration:

e Design transformation: Temporal binning
Gad et al. (2015)

e Select:
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o Explore: Panning and zooming

« Reconfigure: Recalculate positions with selected trendline on top

e Encode:

» Abstract/elaborate:

« Filter:

« Connect/relate: Highlight related timelines when hovering

e Visualisation configuration:

« State control:

o Analytical configuration:

e Design transformation: Timeline segmentation, Segments of time are aggre-

gated to single point
Wang et al. (2009)

e Select:

« Explore:

« Reconfigure: Select event to transform to relative scale

« Encode:

» Abstract/elaborate: Time unit changes reactively with zooming out, Change
time units

« Filter: Movable query widget

« Connect/relate: Highlight filtered events

e Visualisation configuration:

e State control:

o Analytical configuration:

e Design transformation:
Gschwandtner et al. (2011)

e Select:

« Explore: Panning and zooming

e Reconfigure: Transform to relative scale
« Encode:

« Abstract/elaborate:

o Filter: Movable selection widget

« Connect/relate: Highlight related events
e Visualisation configuration:

« State control:

o Analytical configuration:
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Design transformation:

Tominski and Schumann (2008)

Select:

Explore:

Reconfigure: Change number of points per spiral arm, change number of arms
Encode:

Abstract/elaborate:

Filter:

Connect /relate:

Visualisation configuration:

State control:

Analytical configuration:

Design transformation:

McLachlan et al. (2008)

Select:

Explore:

Reconfigure:

Encode: Change height and width of cell, Show different encoding depending
on cell size

Abstract/elaborate: Extend or cut timeline

Filter:

Connect /relate: Highlight same time in different charts
Visualisation configuration:

State control:

Analytical configuration:

Design transformation:

Tominski et al. (2012)

Select:

Explore: Panning and zooming
Reconfigure: Transform to relative scale
Encode:

Abstract/elaborate: Change time unit
Filter: Movable query widget for special lens

Connect /relate:
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» Visualisation configuration:
« State control:
o Analytical configuration:

e Design transformation: Temporal binning for time lens
Sips et al. (2012)

« Select:

« Explore:

« Reconfigure:

« Encode:

« Abstract/elaborate: Extend or cut timeline
« Filter:

« Connect/relate:

» Visualisation configuration:

« State control:

o Analytical configuration:

e Design transformation:
Ferreira et al. (2013)

e Select:

« Explore:

o Reconfigure: RESCALE

« Encode:

« Abstract/elaborate: CUT, EXTEND
« Filter:

« Connect/relate:

« Visualisation configuration:

« State control:

o Analytical configuration:

e Design transformation: Temporal binning in “time series" histogram
Shahar et al. (2006)

o Select:

« Explore:

« Reconfigure: Aligning timelines

« Encode:

« Abstract/elaborate: Change granularity, modify the extent of timelines
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Filter:

Connect/relate:
Visualisation configuration:
State control:

Analytical configuration:

Design transformation:

Loorak et al. (2016)

Select:
Explore:
Reconfigure:

Encode:

Abstract/elaborate: Modify the extent of timeline

Filter:

Connect /relate:
Visualisation configuration:
State control:

Analytical configuration:

Design transformation:

Shen and Kwan-Liu (2008)

Select: Draggable time window for filtering
Explore:

Reconfigure:

Encode:

Abstract/elaborate: Change time units
Filter:

Connect /relate:

Visualisation configuration:

State control:

Analytical configuration:

Design transformation:

Javed and Elmgqgvist (2013)

Select:
Explore:

Reconfigure:
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« Encode:

« Abstract/elaborate: Extend or cut selection
o Filter: Movable window to choose segment

« Connect/relate:

« Visualisation configuration:

« State control:

o Analytical configuration:

e Design transformation:
Kincaid (2010)

e Select:

o Explore: Draggable lens

« Reconfigure:

« Encode:

« Abstract/elaborate:

« Filter:

« Connect/relate:

» Visualisation configuration:
« State control:

o Analytical configuration:

e Design transformation:
Andrienko et al. (2011)

« Select:

« Explore:

« Reconfigure:

« Encode:

« Abstract/elaborate: Change aggregation through granularities
« Filter:

« Connect/relate:

e Visualisation configuration:

« State control:

o Analytical configuration:

e Design transformation:
Cho et al. (2014)

e Select:
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« Explore:

« Reconfigure: Select event to transform to relative scale
e Encode:

» Abstract/elaborate:

« Filter:

« Connect/relate:

e Visualisation configuration:

« State control:

o Analytical configuration:

e Design transformation:
Kothur et al. (2013)

o Select:

« Explore:

» Reconfigure:

« Encode:

» Abstract/elaborate: Cut or extend periodicty explorer selecting start/end
dates or duration+start date

« Filter:

« Connect/relate:

e Visualisation configuration:

» State control:

o Analytical configuration:

e Design transformation:
Beard et al. (2008)

e Select:

« Explore:

« Reconfigure:

« Encode:

« Abstract/elaborate: Assign different time units to stacks/panels/bands
« Filter:

« Connect/relate:

e Visualisation configuration:

« State control:

o Analytical configuration:

e Design transformation:
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Tableau Software (2018)

e Select:

« Explore:

« Reconfigure: Change order of weekdays
« Encode:

« Abstract/elaborate: Change granularity
« Filter:

» Connect/relate:

» Visualisation configuration:

« State control:

o Analytical configuration:

e Design transformation:
van der Corput and van Wijk (2017)

« Select:

« Explore:

« Reconfigure:

« Encode:

» Abstract/elaborate:

« Filter:

« Connect/relate:

« Visualisation configuration: Temporal histogram changes according to win-
dow size

« State control:

e Analytical configuration:

e Design transformation:
Guerra-Gomez et al. (2013)

« Select:

o Explore:

» Reconfigure:

« Encode:

« Abstract/elaborate: Change the granularity in the time box
« Filter:

« Connect/relate:

e Visualisation configuration:
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State control:
Analytical configuration:

Design transformation:

Cousins and Kahn (1991)

Select:
Explore:
Reconfigure: Align time lines

Encode:

Abstract/elaborate: Change granularity of time line

Filter:

Connect /relate:

Visualisation configuration:

State control:
Analytical configuration:

Design transformation:

TIBCO Software Inc. (2018)

Select:
Explore:
Reconfigure:

Encode:

Abstract /elaborate: Change granularity

Filter:

Connect/relate:

Visualisation configuration:

State control:
Analytical configuration:

Design transformation:






Appendix E

Definitions

Some interactive visualisation terms and concepts used throughout this thesis have
various definitions in the literature and their interpretation may, at times, be ambiguous.
This appendix serves as a reference for the vision of interactive visualisation in this

thesis to facilitate understanding, summarised in fig. E.1.

In the thesis, a view or visual encoding is a single graphic or chart; one visualisation
refers to a combination of one or more views. The methods and rules that are used
to combine the views are referred to as composition methods — these can be, as

discussed in chapter 2, for example, juxtaposing views.

A view is the result of interpreting and rendering a set of visual mappings; these are
the association of variables in the dataset with visual variables, which are properties of
elements drawn in charts, such as height and width of rectangles or position on the

screen.

As outlined in the beginning of the thesis, exploratory analysis is a motivation for
this research: this involves the use of varying arrangements of composition, visual
mappings when analysing data and manipulating the underlying data. These variations
are described as transformations in the thesis and are considered as internal actions
in a system implementing the visualisations. The internal actions are activated by
interactions, which are external actions, such as using a mouse to click on an object

on the screen, made by a user.
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Definitions

Visual Mapping 1:

|IIIl Value = Bar Height
‘_ Time 2 X axis
—)

Viewl  por > Shape
—
dh _ |||| o~ ~
Interaction Composition
User
Visualisation |//’
View 2
Transformation
“ Z
Visualisation

Fig. E.1 Summary of the concepts used in the thesis and how they relate to each other.
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