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ABSTRACT

This mixed-methods investigation explores how image professionals in online journalism search
for, select and use images from large online collections. Further, findings from this exploration
are used to devise and evaluate a needs-based practical solution for improvement to image
retrieval.

The exploratory stage included semi-structured interviews and observations in situ and provided
several important contributions to the current understanding of the needs and behaviour of image
users in fully disintermediated environment of the online newsroom. This study found that these
image users are creative professionals and self-taught, yet, confident image searchers. When
illustrating news content, they apply a shared knowledge of how a specific image function
(e.g., dominant image) must be presented visually to reach its full communication potential.
This common understanding of image communicative functions has two implications on how
these professionals search for and select images. Firstly, they begin searches with clear image
needs pre-defined on multiple levels of image description, including visual image features, and
their behaviour is consistent with targeted searching. This contradicts previously reported
preference for browsing as the typical mode of searching in online image collections. Secondly,
they do not easily compromise on image needs related to visual features. When searches prove
ineffective, they resort to editing skills and tailor the available images to match their original needs.

Further, it was found that the choice of images for headline content can in fact be predicted by
a set of 11 visual image features. The features were extracted from a collection of artefacts
created in the observation sessions and described by means of the Visual Social Semiotics (VSS)
framework. The feature set was implemented as a filtering mechanism in a prototype and
evaluated in a within-subjects experimental design study with image professionals. This
experiment showed a significant positive change in the behaviour of users when interacting with
images pre-filtered strictly to their visual needs, not observed in the baseline system. This was
GHPRQVWUDWHG WKURXJK XVHUVY DELOLW\ WR LPPHGLDWHO\ HQ.
of detail, and to make straightforward selections. Images from the experimental sets required no
or only minimal tailoring as confirmed in the final VSS-based survey with independent image
experts.

Other important contributions of this investigation include the updated models. Firstly,

the illustration task process framework, originally proposed in Markkula and Sormunen (2000),

has been refined to include the image tailoring phase where creative professionals apply editorial

treatment before publication. Further, the observations revealed that verifying of images,

consistent with the feature in ElisetaO fV PRGHO (OOLV Hava@igty critical to ZDV
making selection decision in online journalism. Therefore, & RQQLVYVY HW DO V PRGHO RI
searching process (Conniss et al., 2000) has been updated to include the verifying phase.

The investigation concludes that in order to meet the needs of creative image professionals

in online journalism, image retrieval systems must support targeted searching, and facilitate direct

access to required images that can be easily verified for authenticity. The proposed multi-feature
ILOWHULQJ VA\VWHP ILUPO\ URRW Hfpear t\h& istePtonhHisaudfridting QHH GV
image retrieval.
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ABBREVIATIONS

ACP tassistant content producer

Al zartificial intelligence

CBIR zcontent-based image retrieval
CP *content producer

CV tcomputer vision

DE +duty editor

HCI thuman computer interaction

IB tinformation behaviour

IIR tinteractive information retrieval
IR tinformation retrieval

IS zinformation seeking

MEDM +manually-entered descriptive metadata
ML xmachine learning

P +participant

T (illustration) task

TA tthematic analysis

UCD =user-centred design

Ul zuser interface

VSS zthe visual social semiotics (framework)

GLOSSARY

Actual images images taken at the event being reported that show the correct scene,
people, location of this specific event. (cf. ready images)

Composite image images created in image editing software e.g., by overlaying elements of
several photos

Concept -based image text-based image retrieval that relies on human indexers for classification

retrieval and description of images

Content -based image an approach to image retrieval that applies computer vision techniques

retrieval (CBIR) and allows automated image classification and indexing

Content producer s image professionals in online journalism, the role is a counterpart of the

role of an image editor, photo editor in print media
Dominant news headline the largest image on the news homepage, typically communicating the

image most important news of the current moment

Effectiveness a system is effective if it helps users meet their image needs and
complete illustration tasks without errors (completeness and accuracy).

Efficiency a system is efficient if it helps users complete their tasks using minimum
resources, e.g., time & effort.

Effort a number of steps/actions required to complete a task

Front page the main (cover) page of a print newspaper

Homepage the gateway to an online service

Images used interchangeably with photos, photographs, visuals, and imagery

when appropriate
Illustration s images created in the illustration tasks and queued for publication
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Pure photographs
Ready images
(user) Satisfaction

Semantic content
Syntactic image features

Tailored images

the authentic photographs unchanged in image editing software (cf.
composite)

images sourced from image collections, re-used to illustrate news
content but not taken at the scene of the reported event (cf. actual
images)

freedom from discomfort, and positive attitudes of the user to the product
the meaningful objects in the image and the relations between them

low-level features (perceptual features), e.g., colour, background,
positioning of objects within the frame

images treated editorially and changed in the editing process
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CHAPTER 1. Introduction

CHAPTER 1. INTRODUCTION

1.1 Rationale and timeliness of this investigation

Communication in the modern world, particularly within Western culture, is increasingly relying
onimagery. 7KLV SKHQRPHQRQ LV RIWEU@rcdhttishhU U 6BQW Rz D@ O3
R Whet hegemony of vision” /HYLQ ywelD(ZDEL, p3.) explains, While human beings
have always created images and reflected upon their creations, today we are moving toward
a global society structured around the corporate production, dissemination and conspicuous
consumption ofimages This shift from predominantly linguistic to pictorial culture (Mitchell, 1994)
caters for the innate human attraction to the visual and the pleasure derived from looking
OXOYH\ Humands are visual creatures’, claims Koch (2004, p.1084) and to support

his statement, he provides evidence from studies in cognitive neurosciences.

What gives the visual advantage over linguistic information? Barthes (1973) states that unlike
text, the meaning conveyed in images can be understood at one stroke and across cultures.
Referring to the photographic image, Rothstein (1974, p.45) states, 3> «l@elieve that pictures
actually require little explanation. The photographic image speaks directly to the mind and
transcends the barriers of language and nationality “Sontag (1975) points to the context-
sensitivity of the meaning in photographs. The immediacy with which images convey meaning
suits well the fast-paced modern lifestyle and the expectation for information to be delivered to
the world instantaneously and in a real time. Expectedly, many domains e.g., art and design,
advertising, history, education, medicine, law enforcement, and journalism make use of the
available technology and increasingly rely on visual information to communicate with their

audiences.

Conniss et al. (2000) identified seven classes of image use in work-related contexts. For example,
in science, medicine and education visuals are used for knowledge sharing and to aid
understanding of complex concepts, police may use CCTV images to disseminate information
in search of suspects and victims of crime. Further, journalism uses photographs for illustrative
and emotive/persuasive purposes. In work contexts, image professionals choose images for
audiences (Wilson, 2016), and they need to make sure that these images suit well
the intended use and the expectations of the viewers. The history of journalism shows that having
great” S KR W R helpes8 Kawspapers win the battle for readers (Hollander, 2001; Morton,
2007). People expect to see images with news stories and visuals attract UHDGHUV |
and encourage them to read the content (Rdssler et al., 2011). There is a human process
and human image users involved in the selection and use of images in work contexts.
It is essential that these image users are able to retrieve images suitable to the context

and purpose of use.
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CHAPTER 1. Introduction

For many professionals, online image collections (e.g., Gettylmages!, Googlelmages?,
Binglmages®) have become the primary source of images. Taking advantage of the fact that
meaning in images is fluid and context-sensitive (Sontag, 1975), these collections provide ready
imagery for use and multiple re-use. These already vast image collections are growing by millions
of new assets every day, however, in order to be more than image archives, they need to ensure
that users are able to search through the immensity of their visual content and find what they
are looking for. For these collections images are a commodity that they sell, hence, to support
their clients they must employ effective image retrieval systems. However, most available image
search engines are simply ¥e-engineered versions of document or web page search engines ’
(Goker et al., 2016 p.5) andthey IDOO VKRUW RI LPDJH XVHUVY QHHGYV

In lIR tradition, the effectiveness of image retrieval is measured by the degree to which the system
supports its users in meeting their needs (Borlund, 2003), as explained in Beard (1991, p.601):
An image-information tool that does not help users solve their problems is worse than useless,
so the requirements specification must be complete and based on a thorough understanding of
the users, their situations, and their needs. “Therefore, the most direct route to improvements of
the effectiveness and efficiency of image retrieval lies in understanding of the behaviour and

needs of image users.

Despite images being extensively used in many domains, there is still a paucity of qualitative
literature investigating how image professionals search for, select and use images from large
online collections. This is striking considering the importance of this knowledge for the future
of image retrieval and the range of disciplines involved in this field. This PhD research project
comes in at aright time, proposing an extensive exploration of the behind the scenes of illustrating
tasks in online journalism, and aiming to expand the knowledge about the human process within
a routine illustration task, and to gain an understanding of the behaviour and needs of image
users who source images from online collections (Goal 1). Further, it aims to propose a practical
needs-based solution and evaluate its effect on image retrieval, in order to enable image
professionals to effectively select images that meet their needs (Goal 2). The goals, objectives

and research questions defined for this investigation are presented in Section 1.2.

Previous work done with image users sourcing images from online collections is limited. The
existing literature focuses on image users in print journalism (e.g., Hung, 2005, 2012; Markkula
and Sormunen, 2000; Westman and Oittinen, 2006), healthcare professionals (Sedghi et al.,
2011), architects (Makri and Warwick, 2010), artists, art historians and architects (Beaudoin, 2009
[PhD thesis]), and creative professionals including journalists (Goker et al., 2016). The use of
images in these professions is strictly domain-specific. This is the first investigation focused solely
on image users in online journalism conducted in situ and involving image professionals from
well-established UK-based news services including the BBC Online, Financial Times, Mirror

Online, Unilad. Its primary goal is to gain a thorough understanding of the XVHUVY QHHGV DQC

! Gettylmages atlwww.gettvimages.com
2 Googlelmages at|https://images.google.com/
% Binglmages at| https://www.bing.com/images
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human processes underlying the selection and use of news headline images online. Within the
broad narrative, it aims to identify opportunities for a practical solution for improvement of image
retrieval. While this investigation is not driven by any solid hypothesis or presumption, the quest
for improvement is clearly inspired by BarryfV UHVHDUFK LQW R(B4rvyH1994) didHY D QFH
particularly her statement that it is possible to identify, and therefore, predict selection criteria

applied a given group of users with a given task.

Further, inspiration comes from studies in visual semiotics and visual communication, particularly
by work of Caple (2013) and Knox (2007a; 2007b; 2009). Their studies provide evidence that
images selected to serve a specific function on the news page carry a set of visual features
specific to this function. This investigation focuses on the dominant news headline image that is
an important feature of news homepages inherited from print. While in traditional newspapers,
the dominant image communicates the most important news of the daily edition, in online
journalism, it draws attention to news of this particular moment. Although the dominant headline
image is present on homepages of almost all news services, it has not been researched, and
several interesting questions arise: How do image users select images for this specific function?
Does this function require images with a specific set of features? What are these features? Can
they be identified? These questions point to the research areas where the opportunities for a

practical solution for improvement to image retrieval may be sought.

Online journalism has been chosen as a domain for investigation for several reasons.
It is a relatively young domain +the oldest UK-based news services have been in existence
for only about 20 years* now +and it emerged with the introduction of the internet to the newsroom
and the digitalisation of the processes of image production and distribution. Online journalism
covers a wide range of subjects, from political news, to health, education, sport, science, to art
and entertainment and provides news to diverse audiences in terms of demographics, interests
and preferences. Visuals in online journalism DUH XVHG WR DWWUDFW UHDGHUVY DV
(Rossler et al., 2011), and to tell stories (Caple, 2013), and they carry multiple functions on news
pages, e.g., thumbnail images (Knox 2007a; 2007b; 2009), online galleries (Caple and Knox,
2012; 2015). Photos in online news are sourced by image professionals from large online image

collections (e.g., Gettylmages).

Considering these characteristics, online journalism bears similarities with several other domains
that make use of ready imagery such as e.g., web design, education, advertising, e-publishing,
blogging. This, in turn, creates a potential for transferability of findings of this investigation onto
other domains. Moreover, artificial intelligence (Al) is opening new perspectives and opportunities
for online journalism. In the US, projects such as Heliograf developed at The Washington Post,
Editor at The New York Times, NewsWhip used at the Associated Press, Automative Insights
at Yahoo! Sport (Techemergence, 2017), and in Europe, Graphiq used at The Reuters,
7KH *XDU@hdaBRtf VD QG 7 KH JMiéér&Manta, 2017) are only examples of the most

4 Two of the pioneering online news organisations in the UK have been online for about 20 years: The Guardian
published its first online page in November 1995, the BBC Online in December 1997.

18



CHAPTER 1. Introduction

sophisticated Al-driven journalism to date. The expectation is that Al in the newsroom will speed
up research and take over routine fact-based reporting. Robot reporters already cover various
news stories including results of matches, elections, financial reports, and are used to update
content and produce news tweets. In September 2017, DigiDay UK reported that
3%7KH :DVKLQJWRQ 3RVWYV URERW UHSRUWHU KD V(8osé&s@PDMWKH G D
The popularity of automated journalism is increasingly growing and gaining interest and
investment. In July 2017, Google announced a funding for an automated news project aiming to
create 30,000 local news stories per month (The Guardian, 2017). The Al brings changes,
FKDOOHQJHY DQG RSSRUWXQLWLHY IRU RQOLQH MRX&QMYOLVP EX
about the future of journalism is clear: it must be visual© , P D JH V l¢h® bekdome an integral
part of journalistic content therefore, it is crucial to ensure that image retrieval systems provide

image users in online journalism with images that meet their needs.

A good understanding of the behaviour and needs of image users is necessary to ensure
the effectiveness of image retrieval (Borlund, 2003). Image retrieval is a fast-developing domain.
Currently, two distinct approaches to image retrieval exist: concept based and content-based
image retrieval (CBIR). Concept-based image retrieval systems are based on textual metadata
entered manually by human indexers. There are several existing frameworks that indexers may
choose to use for image description and image indexing. These are, for example,
Shatford/Panofsky matrix (Shatford, 1986), ( Q V Hfthfngwork based on the typology of requests
(Enser, 1993), -|JUJHQVHQTV PRGHO -|Uekpb@adedd Qy Laine-Hernandez and
Westman (2006), Hollink et al ffkamework for the classification of image descriptions (Hollink et
DO EDVHG RQ HDUOLHU FODVVLILFDWLRQ PRGHOV LQ WKH Ol
by Jaimes and Chang (2000). These frameworks allow to describe images in great detail on visual
(semantic and syntactic), and the non-visual levels. Relying on manual indexing, this approach
suffers from many limitations, e.g. subjectivity and incompleteness of descriptions created by an
indexer, and it is time-consuming. Therefore, it is not suitable to large million-item collections of
images, which would clearly benefit from an automatic (or at least semi-automatic) process of

image indexing and categorisation.

The motivation for development of content-based image retrieval (CBIR) systems is the potential

for the automation of the image-categorisation processes and subsequently, for the reduction of

human involvement. With the foundations in computer vision and machine learning, CBIR

systems are capable of detecting low-level features present in images e.g., colour, shapes,

texture, and relations between them. Yet, CBIR systems fall short of fulfilling LPDJH X©Nekdd V |

when compared with concept-based systems. 7KH UHDVRQ EHLQJ LPDJH XVHUVTY C
relate to high-level image content. Attempts to link the low-level image features to high-level

meaning have been made (e.g. relating colours to emotions, objects detection based on spatial

positioning within images etc.), yet, the semantic gap problem persists. In the meantime, image

retrieval systems based on a hybrid approach are gaining in popularity. Such systems use both

visual and textual features and use them as complementary to each other (Kaliciak, 2013).
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All in all, the need for building effective image retrieval systems thaW XQGHUVWDQG
needs and support them in completing their image-based work tasks is currently more actual than
ever. Imagery seems to be omnipresent, online image collections are growing at a fast pace,
the Big Data, and social media are rich sources of images. The current knowledge about the
needs and behaviours of image users is scarce. This PhD project addresses this lacuna in the
qualitative knowledge by an extensive exploration of the needs and behaviours of image
professionals in online journalism (Goal 1) and aims to place the findings within the existing
literature concerned with models of tasks and processes in the digital image-seeking. Further,
inspLUHG E\ %DUU\TV shidrbdJriedsls \Ahid ddictability of shared selection criteria
(Barry, 1994), it also looks at predictive relevance. It seeks criteria that can be employed to image
retrieval to improve the way these professionals search large image collections and to enable

them to effectively select images that meet their needs (Goal 2).

1.2Research questions, goals and objectives

The goals, research questions and corresponding objectives defined for this investigation

are presented in Table 1-1 below.

Goals Research questions Objectives
Goal 1. To investigate the RQ 1. How are images 1.to identify and describe the
image seeking an d selected in online roles of image professionals
selection process in online journalism? in online journalism,
journalism. 2.to uncover their image needs

in relation to work tasks, and
the context of image use,

3. to clarify the process of
image searching and
selection,

4.to uncover image selection
criteria used in online
journalism

5.to determine the challenges
users face when completing
search-based illustration

tasks
RQ 2. How and why are 6.to uncover how and why
images tailored in on line images are tailored and to
journalism? what effect.
Goal 2. To propose RQ3. If applied, will the 7.to implement the uncovered
improvements to the way identified criteria improve  the criteria in a prototype and to
image professionals search effectiveness and efficiency test their effect on the
large collections of images, of image retrieval? effectiveness and efficiency
in order to enable them to of image retrieval

effectively select images
that they need .
Table 1- 1. Goals, research questions and objectives defined for this investigation.

RQ1 and RQ2 aim to provide the knowledge about the needs and behaviours of users involved
in the image selection process in online journalism. RQ3 is an attempt at establishing
and evaluating opportunities for automation of some of the processes in image retrieval.
These diverse goals and questions require a conceptual framework suitable to handle such
a level of complexity in aims and motives for research. Therefore, a mixed-methods approach

that crosses the boundaries of the traditional paradigm dualism (Denscombe, 2010) has been
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adopted in this investigation. As explained in Methodology chapter (Chapter 3), this approach
integrates methods from the qualitative and quantitative paradigm, using strengths of one
to complement for the weaknesses of the other, in order to achieve a richer and fuller
understanding of the whole (Denscombe, 2010). The success of this project is measured

by the degree to which the objectives 1 +7 have been met.

1.3Theoretical and practical ¢ ontributions

This PhD thesis makes several important theoretical contributions to research into the needs
and behaviour of image professionals who source images from large online collections. Further,

it proposes a practical user-tested solution to improve the design of image retrieval systems.

Most importantly, this investigation provides an in-depth understanding of how image
professionals search for, select and use images in a fully disintermediated environment
of the online newsroom. Findings behind this contribution come from an exploratory study that
included semi-structured interviews and observations in situ (Study I, Chapter 4). The extensive
exploration has led to uncovering that image users in online journalism are creative professionals
and self-taught, yet, confident image searchers. When illustrating news content, they apply
shared understanding of how the various image functions are presented visually to reach their full
communication potential. This shared knowledge bears implications on u V H Unva§je searching

behaviour and needs.

Firstly, it has been found that they begin searches with clear image needs that are pre-defined on
multiple levels of image description, including visual image features, and their behaviour is
consistent with targeted searching. This contradicts previously reported preference for browsing
(e.g., Markkula and Sormunen, 2000; Westman and Oittinen, 2006) as the typical mode of

searching in online image collections.

Secondly, these users do not easily compromise their image needs related to visual features.
Instead, when searches prove ineffective, they resort to using their editing skills and tailor the
available images to match their original needs. This finding shows that user needs are not as fluid

as it has been reported in the literature (e.g., Conniss et al., 2000; Westman and Oittinen, 2006).°

This investigation has validated and updated the image searching model proposed by
Conniss et al. (2000) with the verifying phase. The observed user behaviour generally mapped
well to the original framework. The exception were the activities associated with verifying
of images. In all searches, verifying of image authenticity and accuracy was an activity critical
to making image selection decisions. This behaviour fitted the description of the verifying feature
LQ (OOLV HW D CEIfs\et hU, DIDB) ZTRéMErifying phase has been added to the Conniss
HW DO TV PRGHO &RQQhdrderHWactutately reflect the behaviour of image

professionals in online journalism, and with implications on system design.

® It is important to note that a direct comparison between WKH ILQGLQJYV DERXW WKH IOXLGLW\ RI XVHUVY
investigation and the earlier studies is not possible due to the time distance, the progress in technology and the
universal availability of more sophisticated systems and tools for image editing than in the past.
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Furthermore, this investigation proposes an alterantive categorisation for illustration tasks
in online journalism. An analysis of real tasks uncovered six basic components of an illustration
task. A dichotomous distinction between tasks that required actual images and those that could
be fulfilled with ready images was observed. This approach to illustration tasks has not been
previously described iQ WKH OLWHUDWXUH KRZHYHU WKH GLIIHUHQFHV

needs were evident, significant and sufficient to propose this new typology.

This thesis further improves the current understanding of how images are used after they have
been selected and updates a model of the illustration task process by adding the tailoring phase.
Previous studies (e.g., Markkula and Sormunen, 2000) tend to consider image selection
to be the end of the illustration task. In contrast, this thesis includes the tailoring phase
in the illustrating process. Extending the observations to post-selection activities allows
to understand that image tailoring is a remedy for unsatisfactory searches and that there are
patterns in how images are tailored. These patterns are dictated by image needs that in turn,

relate to users %hared understanding of the visual presentation of image functions.

Another important contribution of this thesis is uncovering of the set of 11 image features recurring
in headline images of specific people. This feature set was extracted, by means of the visual
social semiotics (VSS) analytical tools, from artefacts created in Study | (Chapter 4). The set has
been validated with independent image experts in a series of VSS-based surveys (Survey 1, 2,
and 3).

Finally, this thesis also makes a practical contribution by proposing a multi-feature filtering system
ILUPO\ URRWHG LQ WKH Ld3Da] btepXtowhtdy futGhidtih@ Wnage retrieval.
The uncovered set of visual features was implemented as a filtering mechanism in a prototype
and evaluated by image professionals (Study lll, Chapter 6). A significant positive change
in the behaviour of users when interacting with images pre-filtered strictly to their visual needs
was observed. This was demonsWUDWHG WKURXJK XVHUVYTY DELOLW\ WR
in the inspection of images on a level of detail, and to make straightforward selections.
Furthermore, images from the experimental sets required no or only minimal tailoring
as confirmed in the final VSS-based survey with independent image experts. Image professionals
reported higher levels of user satisfaction with the perceived time, effort and selections made from
the experimental system. These findings have direct implications on the design and development
of CBIR systems. They provide evidence that the proposed solution based on low-level features

(understood by CBIR systems) allows to predict relevance of images.

It is hoped that the theoretical and practical results of this study will be useful to information
professionals, information systems developers and designers, other people working in the area
of content-based image retrieval, computer vision, machine learning, automated journalism,
and anyone who may want to use these findings and implement them into working systems.
The acquired knowledge may be further of value to the modelling of bot-reporters and automated
image searching and selection to illustrate online news content. Just as in the past, journalism

has boosted the development of photography, print technology, it is now one of the first domains
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adopting robots as image users. The knowledge gained in this study could inform other domains
that make or will make use of Al in the not-so-distant future, such as, for example, education
where it is believed robots can effectively take on the roles of a tutor, tool or peer in the learning
activity (e.g., Mubin at al., 2013), and any other domain where image needs and behaviour

of robot image users will be modelled on those of human image professionals.

1.4 Scope and limits of this investigation

Table 1-2 summarises the topics within and outside of the scope of this investigation.

Issue Within the scope Out of scope

Domain Online journalism Print or broadcast journalism

Image use The dominant (headline) image, images 2WKHU L Arbapetivucléar stories
published on homepages of online news | (Caple, 2013), photo galleries,
services SKRWRVW R thutdbhailtv W\ CGH ~

(Knox et al., 2007a; 2007b)
Image source Ready images from online collections Actual images, or commissioned images
Image content Images showing specific people Images showing other objects than

specific people, e.g., unidentifiable
people, objects

Image features Focus on syntactic image features as High-level semantics in images,
defined in the VSS framework (Kress affective/ emotional features
and van Leeuwen, 2006)

Location A UK-based research Non-western cultures

Professionals Image editors, journalists, Non-professionals or image

involved photographers and image researchers professionals working in print media
working for online news providers

Themes ,PDJH XVHUVY FKDUDFWH Algorithms for image retrieval
image seeking behaviour, lllustration Ul and the presentation of results on
tasks and illustration process, pages

Relevance and selection criteria
Tailoring of images: techniques & the
final effect

Table 1- 2. Topics within and outside of the scope of this investigation

Although much of the reviewed literature is concerned with print journalism (Chapter 2),
this investigation focuses specifically on image users in online journalism. Although this domain
makes an extensive use of imagery, research into this area is scarce. Study | that addresses
RQs 1 and 2 is an extensive exploratory study of how images are sought, sourced, selected and
used in online journalism. Since nowadays the main source of images are online image
collections, the focus of this study is on ready images made available by these collections

for re-use in a variety of contexts.

To begin with, this investigation is an extensive exploration of the needs and behaviour of image
users in online journalism, however, it also aims to propose some practical solutions
for improvements of image retrieval. To achieve this, following the exploratory study, the research
is focused on a specific type of images that function as the main news headline images online.
Although this is an important function of images in online news carried over from print journalism,
it has not been previously studied in such detail as other functions, e.g., thumbnail images
(Knox 2007a; 2007b; 2009), images used in online photo galleries (e.g., Caple and Knox, 2012),
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photos used in image-nuclear news stories (Caple, 2013). Further the focus is on the entity: a

specific person, one that is most frequently depicted in such images.

Images in this investigation are analysed using the Visual Social Semiotics (VSS) framework
on the level of syntactic features as the aim of the investigation is to inform the development
and design of (semi-) automated image retrieval systems that currently operate on the low-level
features.

7KH NH\ WKHPHY WR EH FRYHUHG LQ WKLV LQYHVWLJDWLRQ LQFO X
and image seeking behaviour, the typology and composition of illustration tasks, the relevance
and selection criteria and the stages in the complete illustration task process inclusive
of the image tailoring stage. A particular focus is on predicting of image relevance,
as an opportunity for enhancing image retrieval. Although the identified solutions
for improvements will be evaluated with users in Study Il (Chapter 6), proposing algorithms
is outside of the scope of this investigation. The aim is that any proposed solution is based purely
RQ XVHUVY QHHGY DQG QRW PRWLYDWHG RU OLPLWHG E\ ZKDW L\

15RHVHDUFKHUTV SURIHVVLRQDO EDFNJURXQG DC

+DYLQJ ZRUNHG DV D 'HVLJQ 5HVHDUFKHU DW WKH %%&TV 8VHU (
the Future Media and Technology department for seven years, the researcher had gained a good
XQGHUVWDQGLQJ RI WKH RUJDQLVDWLRQDO VWUXFWXUH RI WKF
guidelines, and design standards. She also developed a strong personal interest in the domain
of online journalism and the use of imagery. This experience enabled the researcher to gain
access to participants and conduct Study I. LQ WKH SDUWLFLSDQWVY UHDC
Prior to the study, the researcher had not known the participants in person, however, being part
of the same organisation helped her to quickly build rapport with potential candidates for research.
*DLQLQJ SDUWLFLSDQWV T Vibute\powigra$s \af tiislilestidasor, Wwhikch @dglired
participants to consent to being observed while performing real work tasks in real time.
In the post-observation conversations, some participants commented that had the researcher
been an outsider, they might have felt judged and less at ease to present and talk about

their work.

1.6 Structure of the thesis

The remainder of this thesis comprises seven chapters. The relevant, empirical and scholarly
literature is reviewed in Chapter 2, along the following three trajectories: 1) Information seeking
behaviour and needs of image users in the workplace (Section 2.2), 2) An overview of current
trends in image retrieval (Section 2.3), and 3) The use of images in online journalism
(Section 2.4). This literature review reveals the gaps in the qualitative knowledge about image
users in online journalism, their needs and image seeking behaviour, and points to the areas
where contribution is to be made. Chapter 3 provides a general overview of and a rationale
for use of the mixed-methods approach in this investigation. It explains how the qualitative
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and quantitative research components have been integrated to complement each other
and facilitate achieving the goals set for this PhD project. Chapters 4 +6 are the study chapters

and each of these chapters describes a componential study conducted within this investigation.

- Chapter 4 discusses Study I, the exploratory study with image professionals carried out
in-situ that contributes the knowledge about the image users, discusses the model
of image searching within the context of a wider illustration task process and updates
it with the verifying phase. Further, it identifies a set of image features that recur in news
images used as the main headline image online. This finding is recognised
as the potential device for improvement of image retrieval and is validated with external

image experts in Survey 1 described in Section 4.9 of Chapter 4.

- Chapter 5 describes the methods and findings of Study Il, a large-scale validation survey
with image experts conducted to further solidify the solution for improvement proposed
in Study .

- Chapter 6, presents Study lll. which is an experimental study involving image
professionals from UK-based online news services. This study is an evaluation
of the effect that the proposed solution implemented in an experimental prototype,
has on the effectiveness and efficiency of image retrieval. The findings from Study Il
are quantitatively corroborated in Survey 3. with image experts (Section 6.7). This final

survey validates the set of recurring features as the device for improving image retrieval.

A chronological approach is taken to report on each of the studies because this investigation
has been designed in a way that the results of each study inform and lead to a subsequent study
until the research design cycle is complete at Survey 3. Each of the study chapters
(Chapters 4 +6) begins with a description of the study-specific methods, reports the findings

(results), and presents a discussion followed by a section outlining the limitations of the study.

Chapter 7, is the final conclusion of the findings in relation to the research questions, goals
and objectives defined for this investigation. It highlights the contributions made by this

investigation and suggests directions for future research.

A bibliography of referenced literature is provided on pp. 313 - 336, and Appendices section
on pp. 337 - 442.
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CHAPTER 2. Literature review

2.1Introduction

This literature review is carried out along the following three trajectories: 1) Information seeking
behaviour and needs of image users in the workplace; 2) An overview of current trends in image

retrieval; 3) The use of images in online journalism.

Trajectory 1. Information seeking and needs of image users in the workplace
(Section 2.2)

This opening trajectory reviews the available sources as follows. Typologies of
information systems users in relation to their searching skills and behaviour are reviewed
in Section 2.2.1. The literature on search-based tasks and how these tasks generate and
shape information needs, particularly image needs, is discussed in Section 2.2.2. In the
following section (2.2.3), Eliseta. fV PRGHO RI LQIRUPDWLRQ VHDUFKLQJ
and Conniss et al. (2000), are discussed in terms of their relevance to this investigation.
Further (Section 2.2.4), the review focuses on searching strategies applied by image
users, of which browsing DQG VHDUFKL @agé nWikd ) @ yH WKH PRVW UHOH
image collections. In Section 2.2.5, studies into image selection criteria are reviewed with
a particular focus on criteria relating to image syntax and those identified in the context
of journalism. Finally, reports of constraints and challenges impeding information

searches are reviewed in Section 2.2.6.
Trajectory 2. An overview of current trends in image retrieval ~ (Section 2.3).

This trajectory offers a brief description of the principles and limitations of the currently
existing approaches to image retrieval. It begins with a presentation of the concept-based
image retrieval (Section 2.3.1) that requires manual input from human indexers. On one
hand, the involvement of human specialists usually guarantees high quality indexing on
the conceptual and perceptual levels of image description. On the other hand, it is time-
consuming and cost-ineffective, therefore, this approach may be more suitable to smaller,
static image collections within a single domain. Further, social tagging is briefly
presented. It is also explained why this collaborative approach is not suitable to

journalistic imagery.

Considering the many shortfalls of the manual text-based methods, it is apparent that the
future of large image collections lies in the automated approach to retrieval. Section 2.3.2
outlines the basics of the content-based image retrieval (CBIR) that allows for automatic
extraction of various low-level image features. However, CBIR systems fall short of image
XVHUVYT QHHGYVY 7KLV LV EHFDXVH KXPDQ XVHUVY FDWHJRU
beyond the perceptual experience. The review in this section concludes that an effective

CBIR (or a hybrid) system must be designed and developed based on the authentic
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needs of its users and must extract the perceptual features from images in a manner that

is meaningful to the users.

Trajectory 3. The use of images in journalism (Section 2.4).

The focus of this final trajectory is on the relevant work into the use of images in journalism
and the existing guidelines for image selection. The available literature is mainly
concerned with print journalism, while sources about the use of images in online news
are scarce. First, the limitations of traditional categorisations of news images are briefly
discussed in Section 2.4.1. In the following section (2.4.2) a functional approach to
images is presented as an alternative to the traditional aesthetic-based approaches. In
subsection 2.4.2.1, thumbnail images (Knox 2007a; 2007b; 2009) and image-nuclear
news stories (Caple, 2013) are described as examples of distinct image functions
identified with the tools of the visual semiotics framework. This leads on to sub-section
2.4.2.2, that reviews the currently knowledge about the use of images as news headline
image (dominant image). This function that is in the focus of this investigation. Section
2.4.3 describes the editing techniques available to image professionals, and Section 2.4.4
provides examples and consequences of malpractice in using image editing software that
point to the importance of verifying news images before publication and show that image
professionals understand how to manipulate low-level features to achieve a required

visual effect.

Chapter 2 ends with Section 2.5 that presents an overview of the recent advances in Atrtificial
Intelligence (Al) in regard to image recognition, selection, and editing. It describes the strengths
and the limitations of the currently available Al-based techniques, and points to the ways in which

findings from user research may inform the design of automated systems in the future.

Texts selected for this literature review were identified through systematic searches of the
following online databases and repositories that provide access to peer-reviewed papers and
conference proceedings: ACM Portal®, ASIS&T publications’, IEEE Electronic Library®; and
SXEOLVKHUYV Te.dHW®Wi\ey’Wralravel®). Additionally, citation chaining to academic
literature using e.g., Google Scholar'! was used and survey papers were screened to identify
more primary data sources. Non-academic literature was identified through recommendations

from professional image editors and photographers.
The following 5 key inclusion criteria were used in this review:

- Types of studies: peer-reviewed sources reporting on primary qualitative and mixed-
methods studies were included. Additionally, non-academic literature for image

professionals was included to gain an understanding of the theory and practice of image

6 ACM Portal af

htts//dl acm, ora/

° Wlley online library at tts//onllnellbrar W|Ie .com/
10 palgrave at| https://www.palgrave.com/gb/
11 Google scholar at{https://scholar.google.co.uk
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editing. These publications were selected based on recommendations from professional
image editors and photographers.

- Populations of interest: primarily, any research involving image users in print and online
journalism, e.g., image editors, journalists, news photographers, was included in this
review. Additionally, due to limited number of sources, any research papers reporting on
the needs and image seeking behaviour of other professionals who search for and use
images to complete work tasks.

- Data type(s): mainly, studies that report primary qualitative and mixed data were included

in this review.

- Outputs: any research that reported on findings related to image seeking behaviour and
image needs of professionals, post-selection image use, illustration tasks and process,

relevance and selection criteria, and visual aspects of images for retrieval.
- Publication language: only papers and publications in English were included.

This comprehensive search was carried out to ensure that as many as possible relevant sources
were included in this review, the found literature was most up-to-date, and reflects a variety of

viewpoints. A full list of references is available in References section on pp. 313 +336.

2.2 Trajectory one: Image searching and selection

The themes within Trajectory 1. have been defined based on the contextual framework proposed
in Conniss et al. (2000) and fall broadly into the following areas: the users of IR systems, the
needs of image users, the image seeking behaviour, the criteria applied in image selection, and

the currently experienced barriers in image seeking.

2.2.1 Types of users of IR systems

Digitalisation paved the way to online journalism and digital image collections. The roles of image
librarians, archivists, and in-house photographers have become redundant in many branches of
creative industry, and particularly in online journalism, where nowadays images are primarily
sourced directly from online image collections. Image users (e.g. image editors) have become the
end-users of image retrieval systems. An understanding of how they perform this role forms part
of this investigation. This Section reviews the existing typologies of users of IR systems, and what
their behaviour and experiences may reveal about their searching skills and how to best support
them.

ORVW RI WKH XVHU VWXGLHV LQ WKH fV LQYHVWLIJDWLQJ L
professionals were conducted in intermediated environments (libraries, archives and image
collections), where typically requests were submitted to and executed by professional
intermediaries (Armitage and Enser, 1997; Enser 1993; Keister, 1994; @rnager, 1995). The
intermediary, a librarian or archivist, has a formal knowledge of and skills in information (or image)

retrieval, therefore, can be described as an expert user of IR systems. Bates (2002) identified
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VNLOOV DQG NQRZOHGJH RI DQ HIIHFWLYH dufstatye kndhledde
about the systems of access, as well as technical searching skills, known as "declarative"
DQG SURFHGXUDO NQRZQBbBvhH and BatSSHIOOR Loktdd @nt "‘Bates: 2002).
She believed that unlike an average information searcher, professional librarians possessed
these skills as well as the knowledge of information seeking methods, and information retrieval

principles.

Based on a user study in a newspaper archive, @rnager (1995) proposed a typology of searchers
based on the types of image requests that they submitted to intermediaries. As a result, she
described five types of searchers, however, this typology is applicable only to intermediated
environments. For example, Westman and Oittinen (2006) observed some of the behaviours

distinguished by @rnager in print news room where image editors and journalists sourced images

VHDUF|

from internal photo archives. )LGHOfV W\SRORJ\ Rl VHDUFKHUV )LGHO

dimensions of searching behaviour which include: the level of interaction, a preference for
operational or conceptual moves, and a preference for textual descriptors. Interactive searchers
tend to frequently change search strategies and refine search queries; operational searchers
prefer to use operational moves; conceptualists are more concerned with recall, while free-text
searchers have a preference for the use of words. Enser and Sandom (2003) categorised users
into two types: generalist users and specialist users. These two types differ in the way they
express their visual information needs, and the type of visual information they tend to engage
with. While the former are representatives of general public who tend to engage with images for
personal use, whereas the latter are typically professionals who use special-purpose
documentary images in order to do their job and apply their professional knowledge to retrieve

and view images.

More recent user studies, especially those focusing on information seeking and retrieval on the

web (Griffiths and Brophy, 2005; Jansen and Pooch, 2001) expose an imperfect end-user who

SHUIRUPV LPDJH VHDUFKHYV XQDLGHG LQ D TGdrd/is ip\irgle §peGLDWHG |

academic user, nor do users see the world in the categories constructed by researchers and
librarians 1 + D U O6Hp\ 20). End-users, who are not qualified information professionals, lack
the in-depth understanding of image retrieval principles, and metadata. They may struggle with
verbalising their information needs, to the extend, that in some cases, they may have no
awareness of their information need. They struggle with formulating queries and also tend to use
different search strategies and tactics than those used in other environments, e.g., libraries
(Ford et al., 2002; Jansen et al., 2000). Jansen and Pooch (2001) found that Web searchers used
approximately two queries in a session, two terms to search for information, and viewed no more

than ten documents.

Studies with a focus on Web searchers (Spink et al., 1998; Ellis, 1998) show that the

ineffectiveness of searchesis cDXVHG E\ XVHUVY OLPLWHG XQGHWin#¢DQGLQJ

work. For example, only small minority of Web searchers know about and use Boolean operators,

and advanced search features. Andrews (1996) found that web users are not willing to engage
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into interaction with a system beyond entering a few keywords. He claims that most users do not
use advanced search features, nor enter complex queries. Hence, IR systems must offer more

automated functionality to support these users.

With the purpose of designing a new web search methodology, Alfano and Lenzitti (2009)
GLIlTHUHQWLDWH EHWZHHQ 3EDVLF VHDUFKHUV G H H$thedd DUFKH U
types comes with different search expectations and starting knowledge. The basic searcher has
limited knowledge of the search topic and looks for information strictly correlating to the topic. The
GHHS VHDUFKHUYYV LQWHQWLRQ LV WR IXUWKHU G H HSdokfoKLYV NQR
detailed information, whereas the wide searcher is not focused on the details but prefers to
expand his/her knowledge about the domain by looking for information about topics loosely

related to the searched keywords.

Tabatabai and Shore (2005) researched patterns of search between novice and expert searchers.
The actons FKDUDFWHULVWLF WR H[SHUW VHDUFKHUVY EHKDYLRXU
evaluate sites, (2) not excessively navigating, (3) reflecting on strategies and monitoring progress,
(4) having background knowledge about information seeking, and (5) approaching the search
with a positive attitude. +ROOLQN HW DO VXJIHVW WKDW VHDUFKHUVT
influenced by the following three key factors: the domain, the level of expertise, as well as the
specific task that they are performing. Al-Maskari and Sanderson (2011) reported on the results
of their study where a group of participants completed searches for 56 topics using the TREC test
collection. The results showed that experienced searchers with high cognitive skills were more

effective than those with less experience and slower perceptual abilities.

$ JIRRG XQGHUVWDQGLQJ RI XVHUVY LPDJH VHDUFKLQJ VNLOOV H
they formulate queries, and their choice of searching techniques, is necessary to establish the
level and kind of support they may need when completing search-based work tasks. In a recent
study with 13 creative professionals (including two news image editors), Goker et al. (2016) found
that the participants from journalism tended to have clear mental models of the various image
libraries they used and entered search keywords with confidence. Typically, they applied a variety
of strategies to enhance the relevance of retrieved results. For example, they were observed to
reuse keywords from some collections that worked better in their view, to searches in other image
banks. This behaviour implies that the end-users in journalism are skilled and confident searchers,
which contrasts with the findings from previous studies, e.g., Markkula and Sormunen (2000)
or Westman and Oittinen (2006).

The LPSURYHPHQW LQ LPDJH H G LakdRdidMifler¢dd My & Higg Jto W LtideO V
distance between the earlier work and Goker et al. 1V S Dgsiblished in 2016. The previous
studies (Conniss et al., 2000; Markkula and Sormunen, 2000; Westman and Oittinen, 2006) were
carried out only at the dawn of the internet and the digitalisation era. In print newsrooms,
journalists felt that information retrieval was not part of their jobs but should be carried out by
trained librarians (Harman, 1986). Journalists would typically locate required visuals with the help

of intermediaries (archivists, librarians), and only a small proportion of simple searches would be
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carried out by end-users themselves (Markkula and Sormunen, 2000). However, within the next
decade, the internet and the digitalisation of image processes changed the journalism. The in-
house image archives and the libraries of press cuttings have been replaced with access to
online resources. Goker et al. | ¥tudy (Goker et al., 2016) describes the behaviour of image
editors/journalists working in a modern disintermediated newsroom where end-user searching for

visuals has become an integral part of journalistic practice (Quinn and Lamble, 2007).

222 ,PDJH XVrdady

In the tradition of interactive information retrieval (IIR) and continued in human-information
interaction (Fidel, 2012), the effectiveness of information retrieval systems is measured by
the degree to which they allow users to meet their information needs (Beard, 1991). In turn,
the improvement of the effectiveness of image retrieval relies on the quality and depth of
WKH NQRZOHGJH DQG XQGHUVWDQGLQJ RI WKHVH QHHGYV
what they need that diverges one user group from another, as well as from the general public
(Clarke, 2010). In order to propose improvements to image retrieval, it is essential to identify
image needs of the user group under investigation, to understand how they arise, whether

and how they are met, and what barriers impede meeting those needs.

LV

Most theories of information needs referto ODVORZTV WKHRU\ RI KXPDQ QHHGYV

1954), and associate information needs with a state of uncertainty, or ambiguity (Belkin, 1980;
Kuhlthau, 1991; Taylor, 1968). Sensing the discomfort, individuals realise their needs and attempt
to reduce the mental uneasiness by engaging in information seeking. Information needs exist in
S HR S deldds\and therefore, are not an easily observable phenomenon. Recent studies using
functional Magnetic Resonance Imaging (fMRI) (e.g., Moshfeghi et al., 2016) show that there are
differences in brain activity of people who once asked a question need to search for information
and those who know the answer. Yet, image needs may remain imperceptible to external
observers until they are externalised in some form of visible manifestation. Typically, the fact that
an individual has actively engaged in searching for information, manifests the existence of
a conscious information need, while queries and requests are recognised as a materialised form
Rl XVHUVY QHHGYV H J %a$roposgd ivi: Bedkin PIR&D HTDerefore, an analysis of
queries and requests is part of many studies into information needs from different domains,
e.g. medicine (Keister, 1994), within a particular subject domain or professional group, e.g. art
historians (Choi and Rasmussen, 2002), journalists (Markkula and Sormunen, 2000; Westman
and Oittinen, 2006), as well as with average web searchers (Goodrum and Spink, 2001).
The findings about image attributes in queries and requests are briefly discussed below in the
following manner: a) semantic image attributes, b) syntactic attributes, and c¢) non-visual

attributes.
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2221 Image attributes in queries and r  equests
a) Semantic image attributes in queries and requests

Research shows that images are most frequently queried based on semantic attributes of images.
Queries may be formulated to find types of objects (generic) or specific objects, where the search
term is usually a name of a person, object, location. A search for an abstract concept aims at

finding images that convey abstract information, concept, emotion or mood.

Jorgensen and Jorgensen (2005) and Westman and Oittinen (2006) found that image queries for
specific and general objects entitle over 50% of queries and requests. In journalism, specific
queries dominate (Conniss, 2000; Enser, 1993; Goker et al., 2016; Markkula and Sormunen,
2000; Westman and Oittinen, 2006). Within the specific queries, a specific person (who?) and a
specific location (where?) constitute the majority of queries. Studies of user needs for general
purpose documentary images have revealed a high incidence of requests for specific and named
objects, places, events and people (Armitage and Enser, 1997; Enser and Sandom, 2002;
Markkula and Sormunen, 2000; Sandom and Enser, 2001). Within the generic queries, a search
for a generic person type, e.g., woman is the most common (Westman, 2009). Abstract concepts

account for only 5% of all queries (Hollink et al. 2004; Westman and Oittinen, 2006).

Most semantic queries refer to objects within images, while queries based on a complete scene
account for roughly 25% of all queries (Jorgensen and Jorgensen, 2005, Westman and Oittinen,
2006). Markkula and Sormunen (2000) report that their research showed that in nearly 50% of
the search topics, the main focus was not on the objects seen in the photo but on the information
about a particular news event, or abstract themes requiring high human reasoning. Action images
are searched for by means of queries formulated with verbs and constitute for only one tenth of

all searches (Jorgensen and Jorgensen, 2005; Westman and Oittinen, 2006).

Searches using generic attributes are most frequently performed on stock image collections
(Jorgensen and Jorgensen, 2005; Hollink et al. 2004). Nearly half of generic image queries are
modified, and in most cases, the refiners relate to time, location, actions, events or technical
attributes (Enser, 1993; Markkula and Sormunen, 2000; Westman and Oittinen, 2006). The
modifications lead to a hierarchical narrowing down of the query or giving it a more abstract
character (Goodrum and Spink, 2001).

b) Syntactic image attributes in queries and requests

Visual attributes are used in queries much less frequently than semantic attributes (Jérgensen
and JOUJHQHVHQ +ROOLQN HW DO ,Q (QVHUYTV VWXG\
referred to a certain colour, or texture. In their study with journalists, Markkula and Sormunen
(2000) found that in most cases, syntactic attributes were used to refine the original query by
adding colour or specifying a shooting distance. Studies (Eakins et al. 2004; Markkula and
Sormunen, 2000; Westman and Oittinen, 2006) also showed that sharpness of images appeared

to be an important syntactic attribute at the stage of query formulation.
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However, itis important to note that most of the studies to date conducted in real-life environments

were performed on image retrieval systems that do not offer access points based on image

syntax. Markkula and Sormunen (2000) commented on the results of their study: 37 KH MRXUQDOLYV
in our study used a digital photo archive supporting traditional textual query operations. Thus, it

is difficult to predict how they would change their searching behaviour if they could execute
TXHULHV EDVHG RQ YLVXDO VLPLODULW\ RI SKRWRYV ~

In their study with journalists and non-professional users, Westman et al. (2008) tested
a prototype of a multimodal image retrieval system that allowed the users to formulate their
queries with the following modes (and combinations of these modes): text, colour, sketch, quality,
and category. It was observed that the choice of modes depended on the task type, e.g., a known
item tasks led to queries combining text, colour and category modes. Conceptual tasks typically
led to queries based on text and category, while visually-cued tasks to a combination of textual
and colour-based queries. In comparison with non-professionals, journalists used the colour
mode more frequently and drew fewer sketches, were less likely to switch modes and more likely

to edit their queries.

$Q DQEDO\WLV RI TXHULHV DQG UHTXHVWYV LV XQDEOH WR SURYLGH!
As shown above, it is particularly ineffective in surfacing needs related to image syntax. Syntactic
image features play an important role in image meaning making (Kress and van Leeuwen, 2006).
Itis known from literature (Caple, 2013; Machin and Polzer, 2015; Knox 2007a; 2007b) that image
professionals intentionally use images that include certain syntactic features to convey a required
meaning. The importance of syntactic features is even clearer in the examples of malpractice
(Section 2.4.4) where image professionals deliberately manipulated syntax of the original

photographs, in order to generate a particular visual impact.
c) Non-visual information in queries and requests

This type of image attributes can be extracted from queries that related to the information that is

not included in WKH LPDJH LWVHOI EXW LQ WKH LQIRUPDWLRQ DVVRFLL
model (Westman, 2009) the non-visual image attributes are captured at the metadata facet. This

information is often in a textual format hence, these searches may be seen as searches for text.

Westman (2009) draws attention to the fact that most image retrieval systems are text-based, and

non-visual information may be crucial in retrieving a specific known-item search. Searches for a

known item account for one tenth of all searches (Markkula and Sormunen, 2000; Westman and

Oittinen, 2006). Metadata attached to images is used for the verification of image authenticity, an

activity that is essential to journalistic ethics and practice (Section 2.4.4).

To sum up, queries and requests are the easily obtainable and tangible manifestation of user
interaction with information retrieval systems, and therefore, many studies rely on their analysis
IRU JDLQLQJ LQVLJKW LQWR XVHUVYT QHHGYV :KLOH VRPESWUHQG\
relate to the semantics of images, there is a preference for people as objects in images, such
analysis does not allow to access a complete understanding of those needs. For example, little
NQRZOHGJH KDV EHHQ JDLQHG DERXW Xutid ithsde fedtlkes WodsiQly UHJID U G
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due to the types of retrieval systems used in the studies. There is no further detail of whether any
images were actually selected, how they were used, were any additional edits performed on
images before publication, and if it was the case, to what effect the image was changed.
Fidel (1997) points that images can be used and re-used in many contexts and for a variety of
reasons, therefore, intended image uses must be considered as an important factor in shaping of
image needs. Taylor (1968) pointed to the fact that a query, while being the most visible evidence
of needs, is only a compromised information need formulated to suit a perceived capacities and
functionality of the particular IR system and collection in use. Therefore, an analysis of queries,
as a sole method, will not reveal the complete knowledge of the authentic user needs. To gain an
understanding of authentic needs, it is necessary to step beyond the analysis of queries and

requests.

2.2.2.2 Work tasks as sources of ne eds

Wilson (1981) claimed that information seeking behaviour was not driven only by information
needs, other needs such as psychological, affective, and cognitive, played an important role as
motives for information seeking. This is especially valid for information seeking in work
environments, where seeking for information is performed as part of work tasks by active
information seekers. The task defines the purpose, needs, and information seeking behaviour of
the individual, therefore, information seeking of professionals should be investigated within the

context of work tasks that lead to information seeking.

In the literature, work tasks are often defined by their characteristics, e.g., in relation to their
frequency (routine tasks versus specific tasks), complexity and difficulty. Hamid and Thom (2017)
found that more queries were issued in searches on difficult tasks. Aula et al. (2010), identified
changes in user behaviour; when given a difficult search task (for example, users were observed
reformulating queries into questions, using advanced operators, and taking more time to examine
result pages). Hansen (1999) identifies tasks with a well-defined structure, while Toms (2011)
differentiates between prescriptive tasks where pre-defined instructions are given at every step
in the task, and constraint-based tasks where the discretion to decide how to achieve the task
goal is given to the person with the task. Elsweiler and Ruthven (2007) provide a systematic

review of task typologies.

A work task can also be perceived as a process. For example, Bystrom and Hansen (2005)
defined a work task as a piece of work that can be broken down into a series of subtasks and
DFWLYLWLHV 7RPV DQG 2T1%ULHQ XVHG D IUDPHZRUN
into humanistic disciplines. The proposed work task process included the following stages: idea
generation, preparation, elaboration, analysis/writing, and dissemination. In information and
knowledge professions, tasks often trigger information seeking and lead to purposeful search
tasks that require the individual with the task to interact with an IR system (Attfield and Dowell,
2003; Bystrom and Hansen, 2005; Toms, 2011). Marchionini (1995) and Hansen (1999)
described information searching tasks, and information retrieval tasks *each respectively, as

processes with a defined beginning and ending. Further, the literature (e.g., Bystrom and Jarvelin,
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1995; McCay-Peet and Toms, 2009) points to information searching and use as an integral part
of information-intensive work tasks, where the whole or part of information may be used to
complete the task. Similarly, image searching is integral to the wider work-based illustration task
(e.g., Markkula and Sormunen, 2000; Westman and Oittinen, 2006). This holistic approach, as
suggested by Vakkari (1999), shifts the focus from a single search session and allows the design
and development of information systems that support users in completing work tasks. Conniss et
al. (2000) found that image needs of professionals had their sources in the tasks that required the
image to be found. They found that the following classes of image searches were typically
performed at work: searches for a specific item, semi-specific searches, and vague searches, as

well as conceptual (abstract) searches for images representative of some semantic concept.

Goker at al. (2016) propose a metaphor of an expedition for image seeking where completing of
the task is the goal, and the search strategies and tactics are the paths and routs taken to
accomplish the journey. Unlike text-based information, images are rarely an information end in
themselves. In the workplace, tasks usually provide information about how the image needs to

be used and about the context of use.

Fidel (1997) proposes a bipolar typology of image retrieval tasks based on the intended image
use. It places images on a continuum between the data pole and the objects pole. Images on the
data pole, e.g., maps, x-ray images, are typically used as information sources, whereas those on
the opposite end (the objects pole), as stand-alone aesthetic objects, e.g., a picture on the wall,
an illustration, e.g., a magazine cover image. Further, the use of images as source of information,

as well as for their visual value, can be mapped in-between the poles (Fidel, 1997, p. 189).

JLGHO TV Wi @skOHad been used in several studies concerned with the use of images
in journalism. For example, McCay-Peet and Toms (2009) carried out a study with lecturers
in journalism, editors and reporters, and found that in 60% of cases, images were used for
illustrative purposes, in 5% for informative purposes, and in 20% for both. Similarly, Westman and
Oittinen (2006) reported that in their study in an editorial office, images on the object pole were
used more frequently than those on the data pole. Goker et al. (2016) report that online journalists
tend to use images to illustrate information included in news articles, and creative media

professionals use images to create impact and improve aesthetics of documents.

These findings may lead to a conclusion that in journalism, images are more frequently used as
objects rather than as data sources. However, it is important to note that these studies focus on
images selected to accompany a rich text-based content (an article, a copy, etc.). The literature
concerned with visual communication and semiotics, however, shows that images serve many
functions in journalism. In some of these functions, the image is the dominant element, while the
text carries the supportive role. For example, captioned images can be used in online galleries as
evidence of events (Caple and Knox, 2012), and information-rich photographs are typically used

in image-nuclear news stories (Caple, 2013), as described in Section 2.4.2.1.

Thumbnails represent another specific use of images in online journalism (Section 2.4.2.1). They

are small-sized images that typically show an extreme close-up on a face of a single social actor.
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Knox (2007a; 2007b; 2009) states that thumbnail images include the minimum amount of visual
information to identify the social actor and serve as # visual repetition of the verbal name of the
SHUVRQ LQ WnoxR2007e,RpUWX9). Their visual minimalism is sufficient to fulfil their function
online, although thumbnails do not tell a story, do not illustrate the story, and carry no aesthetic
value. This suggests that )LGHO YV F REJSL BI7X hay not be an effective tool for

classifying thumbnails, or similar images, used on news homepages.

Conniss et al. (2000) categorised the use of images into seven classes: illustration, information

processing, information dissemination, learning, generation of ideas, aesthetic value, emotive and

persuasive. They found that journalists used images mainly for illustration and emotive purposes.

These findings correspond to the results from Réssler et al., (2011) showing that images in
MRXUQDOLVP DUH VHOHFWHG P DM&krllaRM Eovkhiwieh((2000R GokeF& W FK H U \
DO DQG RWKHUV DOVR UHSRUWHG WKDW MRXUQD[hgh-VWV LQ
impact ~ aftractive”~ eye-catching” LPDJHV KRZHYHU GXH, Wéy rwdibl HseB UHVV X U
images that illustrated the information presented in the text of the news story. The accuracy of

the information in the image (i.e., the image must show the correct people, event, location) was

the most important factor in the selection process, while the aesthetic aspect was desirable but

secondary in importance. Without further investigation, the required visual qualities are unlikely

to be picked up by automated image retrieval. Image users often struggle with verbalising their

image needs (Gursel, 2016; Machin and Polzer, 2015; Markkula and Sormunen, 2000). Even

when directly asked about their needs, they describe the intended effect that the required image

will have on viewers rather than any specific aspect of the image (Machin and Polzer, 2015).

Others adoptthe p, OO NQRZ Z KaktiQ(GodtiFukh, 20059.

Markkula and Sormunen (2000) investigated image needs in print journalism. Having realised that
a query and request analysis would not provide them with enough information about real photo
QHHGV WKH\ IRFXVHG RQ WKH SDUWLFLSDQWVY GHVFULSWLRQV

categories of searches:

- search for concrete (specific) objects (people, buildings, places)

- themes (or abstractions that can be interpreted from the photo)

- background information (e.g. photos documenting particular news events, films, TV
programmes)

- known item (photograph in this category were usually searched for by publishing time,

shooting date, place or the photographer.)

Markkula and Sormunen (2000) found that the context of use: the type of article, page layout, size
of the image, other surrounding images and text influenced how images were searched for.
However, the authors do not provide information on the actual influence on performed searches,
or on the intended use of the images in terms of their functions or what type of content was

illustrated (e.g., breaking news or general news stories).

Westman and Oittinen, (2006) reported that image retrieval tasks were context-sensitive and

depended on e.g. section of the paper, type of story, page layout, but observed that in some
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cases image searchers had had to search for images before they received complete information
about the context of use, e.g., the story to be illustrated. This was particularly true about tasks
performed by intermediaries who searched for images based on a very brief mentioning of e.g.,

objects to be depicted in the image, or a general theme, and the size of the image.

Westman (2009) summarised the image needs typically described in the literature (Figure 2-1)

and distinguished between two main facets: 1) form and 2) content.

1) Form relates to the degree of specificity or vagueness of the need. For example, in their
study with image users in work environments, Conniss et al. (2000) identified specific,
semi-specific, and vague needs.

2) Content refers to semantic content in images, visual (syntactic) image features, as well

as non-visual information (e.g. information carried in metadata and captions).

Figure 2- 1. Facets of image needs as presented in Westman (2009, p.70)

In work task-based searches, image users often begin searches with an image in mind (Frost,
2001; *UHLVGRUI D Qre200%;8HeiIQothR1999), a pre-conceived visual representation of
the needed image. This representation may be vague and or detailed, and may relate to the
conceptual content (e.g., objects/people, event, location, abstract theme), as well as
perceptual/syntactic features (e.qg., colour, shapes, object positioning in the frame) of the required
image. For example, a need for close-up shots of human actors is an iterating theme in studies
into the use of images in journalism (Caple 2013; Knox 2007a; 2007b; 2009; Machin and Polzer,
2015). Goker et al. (2016) found that image users in the online newsroom began searches with a

well-defined mental model, which led to targeted searches.

$ JRRG XQGHUVWDQGLQJ RI XVHUVY QHHGV LV IXQ@G® efdaw DO WR
image retrieval systems that must support users in meeting those needs. This investigation aims

WR DGGUHVY WKH JDS LQ WKH NQRZOHGJH DERXW LPDJH XVHUVT (
young domain makes an extensive use of imagery. Every day, image professionals working in

online newsroom view and select hundreds of images from large image collections. To develop

image retrieval systems that support these image users and similar groups of users, it is

necessary to examine their image needs and how these needs arise. A particular effort will be put
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into surfacing LPDJH X VvieetdsVoh the syntactic facet, since automated image retrieval
operates on low-level image features (Section 2.3.2). The finding that image users struggle with
expressing their image needs verbally (e.g., Machin and Polzer, 2015) has methodological

implications for the studies with users in this investigation. In order to gain a complete

XQGHUVWDQGLQJ RI XVHUVYT DXWKHQWLF QHH GftatibrSehhiRi&s LDWH U

must be employed in the user studies included in this investigation.

2.2.3 Relevant IS models

Investigating why and how people seek and use information, including visual information, falls

into the remit of Information Behaviour (IB) studies :LOVRQYV 1HVWHG ORGHO :LOVRQ

illustrates the interrelations between the core conceptual areas within the overarching area of
Information Behaviour. There are many information seeking models and theories described in the
literature, (e.g., in: Case, 2012; Fisher et al., 2009; and Fidel, 2012), however, a review of these
models shows that most of them have been constructed for text-based information, or propose to
treat text and images equally while ignoring differences between these two distinct information
modes, e.g. the model proposed in: Ingwersen and Jarvelin (2005). Studies of visual information
seekers (e.g., Albertson, 2015, Choi, 2010) and studies investigating image searching indicate
that visual seeking behaviour is different from searching for textual documents (Choi, 2010, 2013;
Conniss et al., 2000; Hung, 2005; Jorgensen and Jérgensen, 2005; Pu, 2005). Image seeking
has been recognised as a distinct category in information behaviour research (Albertson, 2015).
However, there are only few models that acknowledged these differences and focus specifically
on image seeking and searching. One of them is the image searching process model proposed
by Conniss et al. (2000). The foundation for this framework is the information seeking model by
Ellis (1989). Further, Markkula and Sormunen (2000) proposed the illustration task process
model as the shell for the information seeking activities. The purpose of applying theoretical
PRGHOV LQ VWXGLHV RI XVHUVY EH Kdllotns RoXahaliise the DBRsER/€IG
behaviour and to locate the findings within the existing framework(s), and secondly, the theoretical
model gets validated and, if necessary, updated to accurately describe the observed behaviour.
In this investigation, image X V H &t¥fies will be mapped to three models: the image searching
process model by Conniss et al. (2000), Ellis et al. T iviformation seeking model (Ellis et al., 1993),
and the illustration task process framework by Markkula and Sormunen (2000). These models
will be validated and refined where inconsistencies occur. This approach will result in contributions

to research, as well as it will bear practical implications for the design of systems.

2231 Ellis etal. fV LQIRUPDWLRQ VHHNLQJ P®GHO

Out of the many existing information seeking and searching frameworks (e.g., Case, 2012), Ellis
et al. § model of information seeking (Ellis et al., 1993) as presented in Figure 2-2 is considered
the most relevant to this study for several reasons. This model was constructed based on an
empirical user research with professionals and is a refined version of an earlier framework

proposed in Ellis (1989). The updated version (Ellis et al., 1993) includes the following features:
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Starting, Chaining, Browsing, Differentiating, Monitoring, Extracting, Verifying and Ending
(Figure 2-2).

Figure 2- 2. Elisetal. fV PRGHO RI LQIRUPDWLRQ VHHNLQJ (OOLV HW L

The features in Ellisetal. 1V P R(Elli$ @t al., 1993) are briefly presented below:

Starting LV D pIRUPDWLYH IHDWXUHY RI LQIRUPDWLRQ VHHNL
UHYLHZLQJ OLWHUDWXUH UHD G kriQwledyeaWild_ ¢olebigded Q G KERQ V X C
IHDWXUH UHVHPEOHY RI 'LVDPELJXD WrayoQ 1968)DJH LQ 7D\ORUY

Chaining is when users use footnotes, citations (backward chaining) in known material
and citation indexes (forward chaining) and navigate forward to new documents (or other
information sources) that they have found references to. They follow material by e.g. the

same author, conference publications, links on a website, or in the same subject category.

Browsing has been defined as 3V H-Bitected or semi-VWUXFWXUHG VHDUFKLQJ”
S Z L Wétising§ DUHDYV

Differentiating refers to filtering of the retrieved information based on their knowledge of

the differences and quality of information sources they are using.

When Monitoring users switch on and maintain their awareness of the current
developments within the searched domain. To do so, users may follow formal sources of

information e.g. journals, conferences as well as informal ones e.g. private contacts.

Extracting occurs when a user sifts out the relevant material retrieved by an information

source.
Verifying takes place when a user investigates the accuracy of the retrieved information.

Ending LV D ILQDO VHDUFK WKDW FRPSLOHYV DOO WiibtigHZO\ IR >

knowledge.

Ellis et al. (1993) claimed that these features were common to information seeking behaviours of
the various groups that they studied. The authors recognised that each and every information
seeking session was unique in terms of the individual involved, their needs, circumstances and
that particular point intme”~ (OOLV S ould Kiluekcezhe occurrence of any of
the features and the order in which they might occur, or repeat, within an information seeking

session.
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It is the verifying feature that differs the updated model (Ellis et al., 1993) from the earlier version
(Ellis, 1989) and that makes the 1993 model particularly relevant to this investigation. Verification
of information and its sources is an important activity in the news gathering process in journalism.
In order to ensure that images selected for publication depict the truth about reported events,
images and their sources must be verified for accuracy and authenticity. Studies in image seeking
and use in journalism (Markkula and Sormunen, 2000; Westman and Oittinen, 2006) emphasise
on the importance of the verification phase of images to be used in newspapers and magazines.
In their research into the image seeking behaviour and image use in work environment, Conniss
et al. (2000) chose the early (OOLV TV EH& GAID as a point of reference, and the image
seeking model that they proposed (described below and presented in Figure 2-3.) does not
include verifying as a stage in image searching. Considering the importance of verifying of images
in journalism, this is a significant limitation of Conniss et al. T Yhodel (Conniss et al., 2000).
Therefore, these two models &RQQLVV HW DO 1V (1993) @e cOndindd HWWsD O TV

investigation.

2232 Image searching process model by Conniss et al. (2000)

While information seeking models are plenty, models dealing specifically with visual assets are
only few. The most comprehensive proposition comes from Conniss et al. (2000). This model was
constructed based on an empirical study investigating the image seeking behaviour of
professionals who used images in work environments. Based on their findings, they proposed a
model of the image seeking process consisting of the following phases: starting, scoping,
applying, selecting, iterating, and ending. They used the early (O OL YV T V(ERK &HI) as the
foundation. In the starting phase, the user is faced with a task that he/she may have received
from someone else. The user defines (and re-fines) his/her image need in relation to the given
task, the nature of the topic, e.g., unusual, vague, conceptual or abstract, the context of use, and
his/her own knowledge of the subject domain. While the image need is forming, the user also
begins developing criteria for assessing the suitability of images returned in search results.
3:KDWHYHU WKH W\SH RI U ket xoHoenify sdiathiny diRtindtirk@bqut what they
DUH ORRNLQJ IRU WR D(CZahhigsywetlad 2000 pUdK IAGtudy by Frost (2001)
showed that at this stage a mental model of the target image was also being formed, and Lakoff
(1987) notes that creating of mental images is an effortful and conscious activity. Goker et al.
(2016) observed that when selecting images for editorial content, the image users begin the
VHDUFK S UR Fdading t@d vhittenzarticle, picking up key points from the text, using the title
RU ORRNLQJ DW WKH WRSLF EHLQJ FRYHUH®&ichn@Qrader indym&VLQJ D Q
based on the intended use of the image, previous information of the topic, or what is expected to
be found (Westman and Oittinen, 2006), as well as the intended impact on viewers (Rossler et
al., 2011). Rossler et al. (2011, p.421) provide more details about this phase in the context of
MR X U Q DBadeld Pn grior knowledge and the corresponding text the editor evolves an

estimation of the photo which is also influenced by photo news factors. Adjusting this personal
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estimation to the editorial and societal framework, it ultimately results in a selection of photos for
SXEOLFDWLRQ °

Figure 2- 3. Image Searching Process constructed by Conniss et al. (2000, p.100)

Based on the resources available and the nature of the task, the searchers is now ready to decide
on the breadth of the search and moves on to the scoping phase. Conniss et al. (2000) report that
in their study, to begin with, most users preferred to retrieve the maximum number of relevant
results, therefore, they tended to start with broad searches: they performed simple text searches,
searched across categories, set parameters to the widest ranges. Incases wWKHQ XVHUVYT QHHC
were more defined, they would begin with a narrow search to return a smaller number of results
to choose from. Initial scoping typically follows the starting phase, but scoping may occur
repeatedly throughout the image seeking process. In the applying phase, users decided which
resource to use. Conniss et al. (2000) state that the choice of tool may be affected by one or
VHYHUDO H[WHUQDO IDFWRUV VXFK DV WLPH PRQH\ LQWHUPHC
expectation towards a particular resource. The selection of search strategies e.g. browsing versus
directed search, does not directly depend on the functionality offered by the Ul of the system.
However, the authors also claim that browsing is the most common strategy used to locate

suitable images.

Image selection was described as a process that may comprise of a single stage, or occur in
stages, where the initial stage would involve selecting a set of candidate images, and the final
selection would be made from this set. This two-staged selection is reported in Goker et al. (2016)
who conducted a study with creative professionals and was earlier observed by Markkula and
Sormunen (2000) in their study with journalists. The selection phase involves assessing images
returned as search results against the selection criteria that were initially established in the
starting phase and further shaped throughout the search process. Réssler et al. (2011) explain:
3&KHFNLQJ WKH LQFRPLQJ SKRWRV WKH HGLWRU DHtiéolexW LY DWH
ZKLFK KDV WR E HdweverxXsemetinias\idd Bany reasons, it may be impossible to find

an image that is a close match to all those pre-defined criteria. The user may have to compromise
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on them, and select what is an acceptable image, rather than what would be the best match. The
flexibility around criteria depends on many factors, e.g., the nature of task, domain, time, and the
type of need. Rossler et al. (2011) point, as well, to ethical and moral judgments as factors
influencing the selection process, especially with respect to child protection issues, personal data
protection, and copyrights. In making such judgments, journalists refer to editorial guidelines
(Westman and Oittinen, 2006). Selection process is also affected by the level of domain
knowledge, and operational knowledge of the image seeker (Réssler et al. 2011). It is commonly
believed that the evaluation of image aesthetics is subjective and based on personal views and

preferences (Markkula and Sormunen, 2000; Rdssler et al. 2011; Westman and Oittinen, 2006).

According to Conniss et al. (2000), the image searching process is dynamic in nature and includes
iterations to the initial search instance. This, in most cases, is reflected in query modifications, in
response to e.g. the shaping of the image needs, too many or too few results returned, too many
irrelevant items, or no relevant items retrieved. In the ending phase, the user stops searching.
This may follow an exhaustive search twhere the user has looked through all the returned images
and found suitable images (the best match or an acceptable match), or non-exhaustive, where
the searcher has viewed some of the results and yet, found suitable images, or decided to stop
searching with no matches found. The process is modelled in phases, however, Conniss et al.
(2000) state that the phases are not discrete or sequential, each forming part

of a highly dynamic and interactive process.

As already noted, this model bears resemblance to (OOLV{V PRGHO RI L@IRUPDW
(Ellis, 1989) and does not include the verifying phase included in the updated Ellisetal. |V PRGHO
(Ellis etal., 1993) 3UHYLRXV UHVHDUFK DV ZHOO DV WKH IDFW WKDW pl
connected world (Section 2.4.4) draw the attention to the importance of information verification in

the context of journalism (Markkula and Sormunen, 2000; Westman and Oittinen, 2006). Goker

et al. (2016) conducted a study in an online newsroom and found that the behaviour displayed by

news image editors was not consistent with the selecting phase in Connissetal. 1V P R(Gdfridss

et al., 2000). The model assumed that the users selected images from a static collection in a
WUDGLWLRQDO pS XteeOsfudi? BhQuegd that it Koblidéd journalism news stories are
continuously emerging and fresh images are being endlessly uploaded. To date, the study by

Goker et al. (2016) is the only study that included online journalists. However, in the sample of 13
participants, only two participants were online journalists, and a small number of tasks were

observed. It appears that all observed tasks were based on actual and on-going news stories, as

the participants clearly expressed needs for actual photos from events that were happening as

they were being reported (or encountered) through various information sources. Yet, this is not

the only type of news content thatis published on news websites. A look on any of the major news

website will show that some of the published stories that make headlines relate to future events,

e.g., news content promoting scheduled sports events, e.g., football matches, Wimbledon

matches, before any of the matches have begun etc. In such cases, a search will be performed

for ready images (as opposed to actual images) taken at other events in other contexts, that can
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be re-used. In this investigation, Conniss et al. 1V P R(Gdh@ss et al., 2000) will be tested for

a wide range of online journalistic content.
2.2.3.3 lllustration task process model

It has been commonly agreed that searching for visual information is not the end goal in itself but
serves a wider illustration task. Based on their observations of image users in a newspaper
editorial office, Markkula and Sormunen (2000, p.274) proposed an illustration process model.
This model encapsulates image searching, however, it suggests that the task ends at the moment
when images have been selected for publication: Select the photos to be published. The authors
report that image users in journalism make acceptable selections, they do not capture any post-
selection activities or work carried out on images before publication. The post-selection
information use is a heavily under-researched area. In their study with academic lawyers,
Makri et al. (2008) observed that the participants tended to edit information that they had found
by, e.g., cutting out only the parts of text they found interesting, in preparation for later use. The
DXWKRUV ZKR DS SO LHIG, 1989), pnffogedtB @ptbe the model with a collating and
editing stage. Makri and Warwick (2010) used this refined framework to analyse information
seeking behaviour of architects with a focus on how these professionals search for and use
images. Their findings show that post-selection editing is an important activity carried out by

image users on selected images.

It is important to acknowledge that image professionals in journalism are not employed in their
roles as information searchers but as creative professionals with an expertise in imagery and
skills in using image editing software. Online journalism is one of the contemporary creative
domains. For example, Goker et al. (2016) included news image editors in their study into image
seeking behaviour of creative professionals. However, so far, there is no existing research
investigating whether, how, and why images are treated editorially in journalism (or online

journalism) before publication.

,Q WKLV LQYHVWLIJDWLRQ ODUNNXOD DQG 6RUPXQHQTV PRGHO
point for the description of activities within the illustration task process. However, it is accepted
that the model in its current form is limited. To allow this investigation to describe the illustrative
process accurately, it is proposed that any observations of image users must be extended to

include the post-selection activities.

2.2.4 Searching strategies in image collections

Bates (2002) proposed a typology of information seeking modes and differentiated between two
active modes: searching and browsing. While the former is defined as an active and directed
activity, the latter is considered as undirected mode of information seeking'? in which information
seekers have no precisely defined information needs but decide to engage in information seeking
activity to acquire some new information. While brRZVLQJ WKH\ 3VDPSOH" SLHFHV

12 Bates (2002) defines the following modes of information seeking: searching (active directed), browsing (active
undirected), monitoring (passive directed), and being aware (passive undirected).
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LQIRUPDWLRQ LQ PXOWLSOH JOLPSVHV WR WKHQ 3VHOHFW ™ IURP
Ellis (1989 p.187) identified browsing as a feature in his model of information searching and

defined it as 3V H-Blitected or semi-structured searching” ZLWKLQ SURPILKé BalesDUHDYV
(2002), Chang and Rice (1993) claim that browsing enables an effective examination of objects

that potentially fall within the interest of the information seeker. Wang (2012, p35) states that
DGGLWLRQDOO\ LW LV SDUWLFXODUO\ VXLWDEOH LviSihlde@dLURQPH
PRUH RU OHVV. Hthtd hwihg May be used for inspiration, and expanding knowledge

about a certain topic or domain. This may involve scanning or moving through the information

space in selective berrypicking (Bates, 2002), following information scent (Pirolli and Card, 1995,

1999), and encountering valuable information serendipitously (Erdelez, 1999; Erdelez et al.,

2016). However, browsing is not equal to scanning, as the former is far a more complex process.

In quest for a deeper understanding of the nature of browsing, Bates (2007) reviewed and

analysed reports from previous studies on the subject of browsing. She suggests that browsing

is a phased process composed of the following activities: 1) glimpsing a scene, 2) homing in on

an element of a scene visually and/or physically, 3) examining item(s) of interest, 4) physically or
conceptually acquiring or abandoning of examined item(s). Bates (2007) further states that 3WKLV
VHTXHQFH LV UHSHDWHG LQGHILQLWHeréfow keguatng KrowsidigwkrHU JOLP

scanning is an oversimplification of the matter.

Conniss et al. (2000) included browsing as an activity that users may choose to engage in within
the Selecting phase of the image searching process and consider it to be a mode of information
seeking as opposed to direct searching for information. Similarly, Smeulders et al. (2000)
contrasts browsing with yWD U JHWH G Vdidxheriset i@ lddgkizgkor a specific image.

Some studies (e.g., McDonald and Tait, 2003; Sundt, 2002) have reported on a particularly strong
inclination to engage in browsing among users of image collections, especially, among artistic
and creative individuals. Clarke (2010, p.115) states that 3SFUHDWLYH DQG YLVXDOO\ RU
may not search for materials according to the same logic that verbally-oriented users would
H P S O Brd points to browsing as the preferred method for finding required images. In a study
with artists, art historians and architects, Beaudoin (2009) found that these image users typically
H Q J D J H ectikebréwsing for imagery” LQ RIIOLQH DQG RQOLQH UHVRXUFHV 2
and save images of interest to them. When online, some users tended to carry out preliminary
searches with a broad and simple query. Based on the returned results, they either broaden or
narrowed down the original search and then engaged in browsing through the results. A small
number of participants reported that they would typically browse through offline resources but on

the internet, they tended to carry out well-defined searches.

Markkula and Sormunen (2000) who conducted a study in an editorial office and found that
journalists relied on simple single-word or single-phrase search terms. Browsing was a preferred
strategy to locate required images and played an important role in shaping illustration ideas.
6LPLODUO\ :HVWPDQ DQG 2LWWLQHQ S roRsO@QWashE DW IR U
main search strategy after the initial query ©~ 7KH\ REVHUYHG WKDW EURZVLQJ ZD\
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satisfy thematic needs. Typically, searchers browsed images belonging to the same theme, and
focused on their unique features, in order to make a selection. The authors suggested that
content-based image retrieval systems could better support browsing by grouping images in

theme-based sets.

Hung (2012) conducted a study with image editors who were given three illustration tasks that

required searching for news images from the Associated Press Photo Archive Database. The

research indicated that image searchingwas 3*DQ LQWHQVLYHO\ YLVXDO DFWLYLW\
NH\ PRYH IRU LPDJHHuid] POUF K.23). Browse, enlarge/caption, enlarge, alter, and

caption were top five common tactics used across the three searches.

It has been observed, that in a typical session, searchers in professional settings browse through
approximately 100 images (Jorgensen and Jérgensen, 2005). Goker et al. (2016) claims that the
number of viewed images is much higher in the online newsroom, where ca. 7000 fresh images

are received daily.

More recently, Han and Wolfram (2016) conducted a long-term study that involved collecting
server transaction logs that contained complete clickstream data for a digital image library. These
logs were analysed for patterns to better understand the searching and browsing behaviour of the
library users who performed naturalistic tasks. The results reveal relatively short pattern
sequences of actions that in many cases duplicate previous actions. The data show little individual
item browsing within sessions, which indicates that image users tend to engage in purposeful and
directed searching. In their study with creative professionals, Goker et al. (2016, p.15) observed
2 news image editors performing naturalistic tasks. They found that these professionals had clear
mental models of the image resources available to them. They tended to begin their searches
with a visual representation of the required images, entered search keywords with confidence,
and engaged in targeted searching. In their paper, they explain, S\WKH VHDUFKHUVY TXLFNO
picture in their heads of the required image, and then the rest of the search process involves
finding an image thaW PDWFKHV WKH LQWHUQDO LPDJH ~

Image users may choose to engage in browsing because, as reported in literature (e.g., Goodrum,
2005; Machin and Polzer, 2015; and Markkula and Sormunen, 2000), they frequently struggle to
verbalise their needs for visual information, or because they do not want to exclude potentially
suitable images that would not be retrieved through direct searches (Conniss et al., 2000).
Matusiak (2006) also claims that less experienced users of image collections engage in browsing
to locate information that experienced users find through searches. André et al. (2009) compared
the logs of queries for image and general web searches performed on Windows Live. Their
analysis of the logs showed that image searchers viewed more pages of results than those
searching for general information on the web. Image searchers also spent more time looking at
search results pages and tended to click on more results than Web searchers. The authors
concluded that either query relevance was not as important for image searches as for Web

searches, or that query relevance was much worse for image searches than Web searches.
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It is important to note that query-based searching and browsing are distinct and equally important
information seeking modes. While neither is superior, each of these modes supports different
types of information needs and requires different tools (Bates, 2002). However, the literature (e.g.,
Clough and Sanderson, 2006; Jackson and Moulinier, 2007 p.60) shows that users tend to browse
to compensate for ineffective query-based searches. For example, Clough and Sanderson (2006)
conducted a user study to evaluate a Cross-Language Image Retrieval System. They found that
in cases of query failure users resorted to browsing categories and viewing numerous pages of

retrieved images, in order to locate the relevant assets (Clough and Sanderson, 2006 p.23).

Many earlier studies claim that browsing is a typical searching strategy applied by the users of
image collections. It is believed to help image users to shape their illustration ideas, to specify
their needs and selection criteria, as well as to discover valuable visuals serendipitously.
However, itis not exactly clear whether engaging in browsing is a matter of choice and preference,
orastrategytR FRPSHQVDWH IRU XVHUVY ODFN RI VHDUFKLQJ H[SHULH

Browsing is an effortful and time-consuming activity that requires 3 SORZLQJ WKURXJK KHDSV
WR ILQG RQH SDUWLFXO D (SuBdt,R2e03). miloliQel Ruiral3m tirReQs precious,
and extensive browsing may not be the most efficient way to retrieve required images. In a recent
study, Goker et al. (2016) found that image editors perform targeted searches to find news
images. This investigation aims to uncover the searching strategies that image professionals in
online journalism use to locate required imagery, as well as investigate the actual motivations for
browsing. Browsing and targeted search will be the terms used in the analysis and reporting of

findings.

2.2.5 Relevance judgement and selection criteria

Typically, the relevance assessment occurs after the user has interacted with the information
retrieval system through query (a text-based or image-based query, or otherwise), and is
performed on the retrieved results. For example, in the image searching process model by
Conniss et al. (2000), it is the selecting phase where the relevance assessment takes place (see
Section 2.2.3). However, the relevance criteria start formulating much earlier in the process, i.e.,
in the starting phase. The relevance assessment is a process of matching of the results to the
needs of users. Westman (2009, p.76) explains, 3> W@ KH UHOHYDQFH RI DQ LPDJH Ul
WR WKH LPDJH QHHG W RADWE thW KtdgexXneeidUs Foining, the user also begins
developing criteria for assessing the suitability of images returned in search results. As already
mentioned (Section 2.2.2), typically, selection criteria are emerging while a mental model of an
image is being created. Before they are applied to the relevance assessment, these initial
selection criteria are being modified and refined during the searching process, e.g., on encounters
with search results. These relations within a problem space have been modelled and presented
in Vakkari and Hakala (2000, p.545).

Before the relevance revolution (a term defined and used in Robertson and Hancock-Beaulieu,

1992), topicality was regarded as the key relevance criterion in information retrieval (e.g. Cranfield
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projects). It was used as a logical and objective relevance criterion for evaluation of IR systems
PHDVXUHG RQ SUHFLVLRQ DQG Undw Bfp@ach, @ rilekamce emnged.D

W VXIJIJHVWHG WKDW UHOHYDQFH MXGJHPHQWY LQYROMYEIG XVHUYV
needs at a particular time (e.g., Xu and Chen, 2006). Schamber et al. (1990) pointed to the
multidimensional, dynamic, situational, and subjective nature of relevance. From the user-centred

perspective, topicality, although important, is insufficient for making relevance judgement.

Froehlich (1994) compared relevance to an atom where topicality was in the centre, and other
UHOHYDQFH FULWHULD pJUDYLWDWHGYTY DURXQG LW RU PLJKW
relevance criteria presented in the literature (e.g. Wang and White, 1999; Wang, 2012) include:

quality, depth, scope, accuracy, validity, clarity, availability, accessibility, recency, currency,

authority, cognitive, effect, serendipity.

Barry (1994) conducted a study that aimed to identify criteria that information users applied when
assessing the relevance of documents and found that to make relevance judgements, a given
group of users with a specific type of task, and in a given situation, apply a finite set of dynamically

evoked criteria.

Studies focussing on visual information (Choi and Rasmussen, 2002; Conniss, 2000; Markkula
and Sormunen, 2000; Westman and Oittinen, 2006) also report on topicality as the core relevance
criterion applied by image professionals when selecting images. Topical relevance is not sufficient
for final image selection to be made. In professional settings, image relevance is directly related
to work tasks, context, and the indented use of the image. For example, research into image
seeking in journalism (e.g. Markkula and Sormunen, 2000) shows that the following contextual
factors affect relevance judgement: the article (genre, type), page layout, the tone of voice of the
particular news organisation, and the illustration style they adopt. However, this study does not
explain what concrete layouts or types of articles were researched and how they influenced

relevance judgments.

Hung et al. (2005) reports on a small-scale research with students of journalism, where
participants were asked to complete three news-related illustration tasks. Relevance criteria
applied in these searches were identified and compared in the three search tasks: typicality,
emotion, action, aesthetic, text, familiarity, context, impression, preference, posture, facial
feature, and appearance. Typicality, emotion and aesthetic were applied most frequently and
across all tasks. In the general and subjective image searches, the participants reported to rely
more on their personal feelings when judging the relevance and selecting images. In the specific
image searches, they related directly to the characteristics of the objects in photos. These findings
show that image retrieval tasks affect image searching, as reported in much earlier studies e.g.
Fidel (1997). Hamid and Thom (2017) conducted a study with 12 students who were asked to
search for specific, general, and subjective images. Different sets of criteria were used to make
relevance judgements in each of these searches. The three common criteria used were topicality,
appeal of information and composition. However, the order of importance for the criteria differed

between the type of tasks.
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The relevance of an image may refer to the image as a whole (e.g. the item itself, or on the content
level *the scene), or a part(s) of the image, e.g., objects in the image (Conniss et al., 2000). This
is evident when one or more images are selected to be used in a composite image (Section 2.4.3),
e.g., the objects that are considered relevant may be cut out and put together to form a single
image. Some studies found that image relevance judgements are made in stages: initially a set
of candidate images is selected, then the final selection is made from the images in the set.
Typically, all candidate images in the set are topically, technically, and contextually acceptable
(Markkula and Sormunen, 2000). At this stage users compare these images with one another and
focus on the differences between them (Westman and QOittinen, 2006). Often aesthetic criteria are

applied at this final stage and are decisive for the final selection (Markkula and Sormunen, 2000).

In the most basic way, the relevance of images is assessed based on visual inspection of their
content, however, the fact that an LPDJH 3ORRNV UHOHYDQW PD\ QRW EH HC
M X G J H PWAeQtinan, 2009). User research (Choi and Rasmussen, 2002; Hung, 2005; Markkula
and Sormunen, 2000) shows that textual information attached to images is used to judge topical
relevance of images. Westman and Oittinen (2006) found that in the image selection process,
users tended to alternate between viewing the image that was of interest to them and consulting
the textual information about it. In their study, Choi and Rasmussen (2002) found that users might

change their initial relevance judgement of an image after they had seen a textual description.

Buerger (2010) identified relevance criteria in image searches by building a conceptual model on
clusters of factors used to assess relevance of a media object. His findings showed that relevance
assessments were most affected by three factors +Abstract and Affective Features, Information

and Topicality, and Visual and Compositional Features.

As already mentioned, Barry (1994) found that users with a specific task apply a finite, shared set

of criteria corresponding to their needs. Westman and Oittinen (2006) tried to establish the set of

criteria used specifically by image editors in journalism. They conducted a survey with image
professionals working in newspaper editorial offices, and asked the participants to rate 47

relevance criteria (pre-defined based on literature), in relation to the importance the individual

gives to each when selecting images for news stories. The results showed that criteria classified

as Information and content were rated as the most important in the image selection process, and

followed by the criteria related to the class of abstract and affective, and features in the visual and
compositional class. $EVWUDFW DQG DIIHFWLYH FODVV RI UHOHYDQFH FUL
survey (Westman and Oittinen, 2006) included:

Movement and dynamicity
Eye-catching qualities
Shooting time

Mood of the photograph
Unexpected element

Expression of the person
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The visual and compositional class included:

visual features

lighting in the photograph
composition

shooting angle

colours

direction of the gaze
direction of the photograph

shooting distance

The weaknesses of such surveys are that they are based on pre-defined lists of criteria expressed
in the language of the researchers who are typically from the information science background. It
is difficult to assess whether the participants had the same understanding of the terms as the
authors of the survey. Additionally, it is not clear how the participants rated the criteria, in terms

of the type of content/ genre, tasks etc. they focused on when providing their answers.

To uncover how journalists select images, Rossler et al. (2011) used an image selection
framework based on news factors. They uncovered that emotions, celebrities, execution and
technique as well as unexpectedness were rated eminently important in the selection process,
while other factors, e.g., controversy and sexuality seemed to be less important. They concluded
that image selection was more orientated towards vivid pictures. Although, the discussed studies
unanimously confirm that image users in journalism require visually attractive, eye-catching, and
vivid imagery, these findings are not useful to image retrieval. Markkula and Sormunen (2000)
FRQFOXGHG WKDW WKHVH tedtelagstiptiGstividre BHu\sLetiVe td Hedubther
researched. However, Machin and Polzer (2015) pointed that image professionals tend to
describe the required visual effects in images, and to inform image retrieval, it is necessary to
uncover concrete image features responsible for these effects. This investigation focuses on the
precise process of image selection and it aims to uncover the concrete representations of the
relevance criteria such as the specific image features. For example, if colours are regarded as an
important criterion, what specific colours or type of colours (e.g., saturated, pastels, etc.) decide
about the selection. If tas suggested by Barry (1994) +the shared criteria applied by image
professionals illustrating online news content can be uncovered, they may be the first step to

automated predicting of relevance.

2.2.6 Constraints in image searching

One of the most consistently reported barriers to meeting the needs of image users in journalism
is time (e.g., Conniss et al., 2000; Goker et al., 2016; Markkula and Sormunen, 2000; Roéssler et
al. 2011; Westman and QOittinen, 2006). The evidence from user studies and interviews with online
journalists writing online news content shows that they experience a high time pressure at the
information gathering phase (Hermans et al., 2009), when they are overwhelmed with huge

amounts of information coming through various channels that needs to be prioritised and verified.
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Studies concerned with image searching in print journalism show that within the image searching
process, the time constraints affect mostly the selection phase. For example, Markkula and
Sormunen (2000) reported that time limitations frequently resulted in users making acceptable
selections rather than searching for the best selections. The impact of time pressures related to
instantaneous real-time reporting on image searching in online journalism has not been previously
researched or discussed, but it can be assumed that time is a limiting factor in meeting image
XVHUVYT QHHGYV

Like with texts, searching for images in online image collections requires 3 SORZLQJ WKURXJK Kl
R 1 VWsXxihdit, 2002) in search of one suitable photograph. Information overload, and especially
large numbers of irrelevant results is another challenge that image users face. In her study with
artists, art historians and architects, Beaudoin (2009) observed large numbers of irrelevant results

caused image users a high level of anxiety and frustration.

Other external challenges and constraints mentioned in the literature (e.g., Conniss et al., 2000;
McCay-Peet and Toms, 2009; Rdssler et al. 2011) include: image availability, copyrights, cost,

system functionality.

2.3 Trajectory two: Current approaches and trends in image

retrieval

One of the goals defined for this investigation (Goal 2. Section 1.2.) is to propose practical and
PHDVXUDEOH LPSURYHPHQWYV WR LPDJH UHWULHYDO IRXQGHG LQ
presented a review of the existing literature concerned with the needs and behaviour of image
users, this Section is concerned with current approaches and trends in image retrieval. Section
2.3.1 briefly discusses the concept-based image retrieval. Section 2.3.2 focuses on the content-
based image retrieval (CBIR) and the semantic gap problem, and finally, Section 2.3.3 provides

review of studies carried out on the hybrid image retrieval systems.

2.3.1 Concept -based image retrieval

This Section will briefly explain the principles of the concept-based image retrieval and discuss
the main reasons why this approach is unsuitable to large image collections.

Concept-based systems are built on the same principles as information retrieval systems for
textual information and rely on manually entered descriptive metadata (MEDM). Textual
descriptions such as keywords (or tags), and captions, are added to images manually by a human
indexer, and images are retrieved by querying for the added textual metadata'®. Metadata may
include non-visual information about the image, for example, the date of creation, author, focal
distance, semantic descriptions about the content, as well as high-level abstract features and
concepts capturing emotion, mood, and feelings. MEDM is still used widely and proves to be an
effective indexing method for small image collections, for example, a collection within a single

13 For example, Weinberger (2007) describes in detail the process of manual indexing at Corbis.
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organisation where users typically search for specific images about a particular person, object, or

event.

The factors that impact on the effectiveness of concept-based retrieval systems are: the fact that,
by nature, images are predisposed to subjective interpretations, and that these systems entirely
rely on human indexers and their ability to analyse the visual object, verbalise what they see, and
choose suitable terms.

To ensure consistency, professional indexers may be systematically using one of the frameworks
developed for indexing and describing images e.g. Jaimes and Chang (2000), Westman et al.
(2010). Yet, their individual personal characteristics, abilities and motivations, as well as their
actual location, may all affect the way they perceive and describe images. The descriptions may
be also affected by language skills, the breadth of vocabulary, e.g., using synonyms, and ability
to spell words correctly, as well as the knowledge of a subject domain and terminology specific
to a given domain. The indexing tools also impact on the quality of metadata. For example, if a
controlled vocabulary (CV) is available, the pre-defined CV terms need interpreting before they
can be used (Rafferty and Hidderley, 2005). Additionally, manual indexing is an extremely
intensive activity in terms of time and labour, which may lead to large backlogs of unindexed

images and/or incomplete image descriptions.

In some domains, this problem has been effectively addressed with social tagging, a method
where web users add their own searchable keywords *tags +to photos, videos, and other online
content (Weinbereger, 2007). For example, many social networks, e.g. Twitter’*, and image
hosting services such as Flickr'®, and Instagram?®, rely on the users to manually tag published
content. Image descriptions generated through this collaborative effort are rich in terms of
numbers of tags. However, a large quantity of tags does not guarantee a high quality of
descriptions. Kroski (2006) lists several problems related to social tagging. For example, there is
a lack of clarity whether users tag content for private use or for public retrieval. Tagging introduces
more ambiguity resulting from cultural differences, from the use of specialised tags or tags
meaningful only to a small group of users, as well as from tag spamming'’ (Urban Dictionary,
2010).

Considering these problems (Kroski, 2006), such uncontrolled self-organising systems without
any IRUP RI 3UHSUHYVHQ WRa¥ELy &hd IHKIté#eR L 200K)\ may not be suitable to
domains such as journalism, where the authenticity of published information is a matter of ethical
responsibility (Holderness et al., 2011; Section 2.4.4.2). While citizen journalism is an important
aspect of current affairs reporting, verifying the authenticity of user-generated content is a difficult
task, and may contribute to the spread of fake news {Dredge, 2014). Therefore, large collections

of journalistic imagery require a systematic, objective and controlled method of indexing.

14 Twitter:
15 Flickr:lwwwy.flickr.com
16 Instagram:{www.instagram.com|

17 Tag spamming: the use of irrelevant tags to images so that the images are retrieved in more searches (Urban
Dictionary, 2010).
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The Section below will present selected frameworks for image descriptions frequently applied in
manual image indexing, in order to present the richness of the description that they allow.

23.1.1 Frameworks for image description

While many of the issues occurring in the indexing of images are similar to those encountered in
the indexing of textual documents, there are also many additional difficulties that are unique to
the visual medium (Rafferty and Hidderley, 2005, p.1). Chen and Rasmussen (1999, p.292) state,
SLPDJHV EULQJ ZLWK WKHP SUREOHPV RI GHVFWKB® LWKRLIN® GR D WA
To date, several frameworks for image description and indexing have been proposed for use in
image retrieval. These include, e.g., Shatford/Panofsky matrix (Shatford, 1986), a detailed
framework proposed by Jorgensen (1998) and expanded by Laine-Hernandez and Westman
(2006), Hollink et al ffxamework for the classification of image descriptions (Hollink et al., 2004)
based on earlier classification models in the literature, and an image indexing model by Jaimes
and Chang (2000) (Figure 2-4.). The early frameworks such as Panofsky/Shatford matrix
(Shatford, 1986) tend to focus solely on the visual image content, i.e., the ofness and aboutness
of the image, and a subject access to images, while the more recent ones, e.g, Jaimes and Chang
(2000), allow to distinguish between the semantics and syntax of the image, as well as to capture
the non-visual image attributes associated with the image (in metadata, keywords, tags, captions
attached to an image) but not present in the image itself. Semantic information in an image is
carried out by conceptual content and may be analysed on the level of generic or/and specific
elements present in the image (the ofness of the image), and/ or on the level of the abstract
themes present in the image (the aboutness of the image). While describing the ofness involves
decoding and naming of the objects in the image, interpreting the aboutness from the image
requires previous personal or cultural knowledge, and experience from the viewers. The low-level
perceptual image features, also referred to as the image syntax, include: colour, texture,

sharpness, shapes, and composition, i.e. the spatial layout of elements within the image frame.

Figure 2- 4. An example of a framework used for indexing of images

The differences between the frameworks lay in the number and granularity of the attributes that

each framework allows to capture. For example, in their image indexing framework (Figure 2-4.),
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Jaimes and Chang (2000) identified the following layers and attributes in image semantics:
Generic Object, Generic Scene, Specific Object, Specific Scene, Abstract Object, and Abstract
Scene. Hollink et al. (2004) proposed to divide the semantic level into the General, Specific, and
Abstract conceptual levels where each includes the following attributes: object, scene, event,

place, time. Hollink et al. (2004) point out that the levels are not exclusive, and to ensure that

LPDJH GHVFULSWLRQV DUH FRPSOHWH LQIRUPDWLRQ DW HDFK

division (Jorgensen, 1998) shows the highest level of granularity, and capturing both whole
objects (people, objects) and the detail in images such as: body parts, clothing, and text. The
QRYHOW\ RI -J|UJHQV Gr§ersén) DIB) 2vRsUiie inclusion of attributes external to
WKH LPDJH LWVHOI VXFK DV H[WHUQDO UHODWLRQVKLSV

FRPSD

response (e.g.: personal reaction, conjecture, uncertainty). - |l UJHQVHQ YV |{J&@dersék UN

1998) was tested and further developed by Laine-Hernandez and Westman (2006), who added
three additional categories: Weather, Animals, and Visual quality. These image attributes
emerged in an analysis of the description and classification of journalistic (reportage)
photographs.

A unique aspect of the framework by Jaimes and Chang (2000) is that it gives attention and
importance to the description of relations between visual elements in the image. These relations
may be of two types: semantic and syntactic, and can be identified for attributes in semantic and
syntactic levels. The relations describe how visual elements shown in the same image (on the
syntactic level, e.g., two shapes, and on the semantic level, e.g., two people) relate to each other
temporally, spatially, and visually. Based on earlier work of Hernandez (1994), Jaimes and Chang
(2000) further divided each type of relations into subclasses. Spatial relationships include two
subclasses: topological, and orientation. Temporal relations include those that connect elements
with respect to time (e.g., in video these include before, after, between, etc.), and finally, visual
relations refer to visual features in images (e.g., bluer, darker, etc.). Semantic relations are
associated with meaning (e.g., owner of, friend of, etc.). Both syntactic and semantic relations
can be further described as specific, generic, or abstract. While they do not explicitly refer to the
visual social semiotics (VSS) framework (Kress and van Leeuwen, 1996, 2006), the levels of
LPDJH GHVFULSWLRQ LQ -DL PHam @@ Gh&nd,00D) R&Rréspodd to the
visual resources in VSS. Using aspects of semiotics to analyse multimedia objects for indexing
has been proposed by Rafferty and Hidderley (2005) who view concept-based information
retrieval process as a complex communicative process. They claim that a semiotics-based
interpretation offers a richer description of non-textual objects to traditional reductionist
approaches based on subject classification schemes and controlled vocabularies.
23.1.2 An example of a framework for multifaceted image
description for journalistic images (Westman, 2010)

Inspired by Shatford-/ D\ Q H §994) call for a multifaceted approach to image categorisation,
Westman et al. (2010) developed a multifaceted categorisation for journalistic images. They
based their proposition on the results of two consecutive user studies. In the initial study, 10 main

classes of magazine image categorisation criteria were defined in sorting tasks with 30 non-expert
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and expert users. These category names were analysed, and a framework was developed. In
Study 2. this framework was evaluated with a group of 24 experts who categorised images by
means of the proposed framework and found it useful for the task. Based on the categorisation
task, the researchers also identified and analysed how the classes were interconnected and
included the connections in the final model. The facets that emerged as a result of the studies
include: Function, Theme, Visual, Story, Photography, Affective, and Description. These facets
capture the syntax and semantics of images, the non-visual information, as well as the use of
images, e.g., illustration, advertisement. The findings showed that the following classes: Function,
People, Objects, Scene, and Theme were perceived as most useful in categorising of magazine
photographs. Other classes were considered slightly less useful but on the whole, there was a
clear need for a tool that would enable professionals in editorial settings to perform a multifaceted
image description. Figure 2-5. presents an exemplary Ul where the facets have been

implemented.

Figure 2- 5. Faceted Ul for image indexing from: Westman et al. (2010, p. 306)

Further, connections between the classes were identified, which implies that sets of logical rules
may also be developed, for example, if a People subclass has been chosen, a Story subclass
most likely could also be specified. According to the authors, this faceted model may be used for
categorisation of images in workplaces, such as magazine editorial offices. This framework
reflects the needs of users from a specific domain and therefore, is an example of user-centred
indexing (Fidel, 1994). Laine-Hernandez et al. (2010) tested this framework and found that the
model can be generalised and successfully applied to characterise other image genres such as

stock photography.

On one hand, human indexing proves to be more effective in providing image descriptions
adequate to the needs of image users from a specific domain, e.g., journalism, and human
LQGH[HUY DUH DEOH WR FDSWXUH FRQFHSWV UHOHYDQW WR XV
vision. On the other hand, it is dependent on the individual skills of human indexers and it is time-

consuming. This makes concept-based retrieval indexing impractical for large image collections.

54



CHAPTER 2. Literature review

2.3.2 Content -based image retrieval (CBIR) and hybrid

systems

The manual indexing of images allows for detailed and user-centred description of images on all
levels, yet, due to reliance on human input, it proves to be unsuitable to large online image
collections. The problems with manual indexing have led to the rise of interest in the content ae
based image retrieval (CBIR). Being an automated approach, CBIR is grounded in computer
vision and machine learning, and is dependent on the developments in these fields. CBIR systems
differ from the concept-based systems in terms of how images are queried, indexed, and

retrieved. The most popular types of queries used in CBIR systems are:

1) query by direct specification of low level features e.g. a specific colour

2) query by example (and multiple examples) which involves providing an exemplary image
to the system that is used as a visual query. The results need to share common elements
with the provided example'®

3) query by sketch that uses a drawn approximation of expected results, for example, blobs
or sketches (e.g. McDonald and Tait, 2003; Westman et al., 2008)

These querying techniques (in particular, query by example and query by sketch) remove the
necessity to verbally describe an image, hence, they allow to eliminate the subjective element
present in text-based queries formulated by humans. Some systems allow for quite a complex
query formulation. For example, Zhang et al. (2012) developed a CBIR system that offered users
a possibility to formulate a query not only related to objects in the image, but also to the
background and external conditions, e.g., a season, weather, time of a day. The Ul allowed the
user to enter the percentage, relative position, as well as the size of each object in the
background. However, relying on image-based queries is rather limiting as it depends on the
XV HUYV Dimdgihé Me\realR before the search has begun. In many cases the searcher may
not know what they want to find before they see the retrieved items, and in many cases, searchers
tend to modify their queries in the search process (Bates, 2002). Systems based solely on CBIR
struggle with enabling users to re-fine their queries. The solutions that are often implemented
involve users in providing relevance feedback on the displayed results, e.g., marking returned
images as relevant, not relevant, or neutral. Based on this user feedback, the system re-fines the

query and adapts it towards features shared by those images marked as relevant.

For automatic indexing, the computer analyses an image and extracts visually perceivable
features known as low-level features (syntactic) image features that include general features and
domain specific features. Currently, an automatic detection of the following general visual features

is possible:

- colours: red, green, yellow, blue etc.,
- colour attributes:

¥ 7LQ(\H VHUYLFH DW WLQH\H FRP RIIHUV D yUHYHUVH LPDJH VHDR&®KYT 7KLV VHUY
particular image on the web.
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0 brightness: dark, light,

0 saturation: saturated, pastel (soft),

0 hue: gradation of colour; a shade or tint,
- texture: roughness, smoothness,
- shapes of objects,

- spatial location of an object/objects in the image.

These features, as well as the relationships between them are automatically detected and
extracted by means of algorithms and the set of visual characteristics of the image is stored in a
database. The chance for an effective retrieval increases, with the number of features stored for

any given image.

In contrast, the application-dependent features include, e.g., detection of human faces, finger
prints, and are commonly applied in camera viewers, photo applications as a face recognition tool
to help users tag people in photographs. The detection and application of domain-specific features

are an area of interest to studies into pattern recognition (e.g., Chen, 2015).

The content-based approach to image retrieval allows to index and categorise images
automatically, yet, CBIR systems are still much less effective in fulfilling image user needs when
compared to concept-based systems. While computers effectively recognise and match text to
text, they struggle with identifying, analysing and matching image features (MacFarlane, 2016).
Current computer vision techniques can automatically extract low-level features from images,
however, humans tend to use high-level information in everyday life and their needs relate to high
level concepts. Matching low level content to high level concepts is one of the key problems that
concern those involved in the design and development of CBIR systems. In the literature (Enser,
2008; Enser and Sandom, 2003), this problem is referred to as the Semantic Gap problem. To
narrow down the semantic gap, some off-line and on-line processing is needed. One major
technical barrier lies in linking the low-level visual feature indexes used in most systems today to
more desired semantic-level meanings. 9DLOD\D HW DO  users tyMaly\Wdhet think
in terms of low-level features, i.e., user queries are typically semaQWLF H J 3VKRZ PH D V
LPDJH" 6HFWLRQ -OBYRBOQRWI ORYKRZ PH D SUHGRPLQDQWC
LPDJH’ $v D UHVXOW PRVW RI WKHVH LPDJH UHWULHYDO V\

(semantically) specific queries Tackling this problem is one of the major aims of CBIR research.

In attempts to link low-level features to high-level features, concepts and theories from sciences
related to human perception, cognition and psychophysics are used, for example, the application
of colour semantics (Corridoni et al., 1999), and colour emotions models to image retrieval (Solli
and Lenz, 2008; Solli, 2009). Other examples include theories of object recognition and
perception, perception of similarities, and interpretation of parts as one whole, object hierarchy
(Jaimes and Chang, 2000) and attempts to capture high-level concepts from low-level image
features by clustering them into subclasses, e.g., indoors and outdoors (Vailaya et al., 2001),
analysis of different types of spatial/topological relations between objects in the image frame
(Hernandez-Gracidas et al., 2011). Tahir et al. (2013) proposed a method for recognition of
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scenes types (mountains, snow, etc.), and detection of human actions such as phoning, playing
instruments. So far, face detection and recognition in images'® is one of the most successful
applications of object detection techniques in combination with CBIR (Zhao et al., 2003). The

Bag of Visual Words” IUDPHZRUN DOORZV WR WUHDW LPDJH IHDWXUHV L
text, and classify the visual words, the relationships between them, and their occurrence (e.g.

Kaliciak, 2013; Yuan et al., 2007).

There have been several attempts made in the field of CBIR to link low-level features to aesthetic

values in images that are typically associated with the following visual aspects: sharpness,
colourfulness, colour distribution, contrast, saliency, clarity, contrast and simplicity, in addition to

lighting, composition geometry, colour harmony, and image noise. Datta et al. (2006) explored

the relationship between the low-level content in pictures, and the emotions that the features
DURXVHG LQ YLHZHUV $V PHDVXUHV RI DHVWHdoyraghicrmed ofH W KH
W K X,Pé&dl, the rule of third (composition), depth-of-field, convexity, colourfulness, and

familiarity. As the result of the study, a classifier for distinguishing between the high and low

aesthetic values in images was developed, as well as a regression model for prediction of

aesthetics scores in images. A good accuracy in separating high and low rated photographs was

achieved for 15 visual features. For the purpose of his study, Obrador et al. (2009), defined the

image aesthetic appeal as *\WKH LQWHUHVW WKDW D SKRWRJUDSK JHQHUD!
OEVHUYHUV DQG LW LQFRUSRUDWHYV ERWTFKeREOpoEEddh adoriDi) G VXEM
for ranking of images according to their aesthetical appeal and applied it to images on Flickr?°.

This method recognises an image as aesthetically appealing if it has a large relevant region that

is sharp, colourful, well illuminated and well contrasted with the background. Referring to earlier

studies in human perception, Obrador (2008) claimed that people tended to look first at those

regions of photographs that were most aesthetically appealing to them. Further, he showed that

not all regions in an image needed to be aesthetically appealing in order for the whole image to

be regarded as appealing.

Currently, a hybrid approach is used by some popular systems e.g., Corbis?!, Gettylmages??,
eBay?3, Googlelmages?*, and EyeEm?. Such systems allow the user to enter a textual search
term, and are based on thesauri constructed from user queries, while images are also
automatically categorised (and retrieved) based on colour, shape, and other visual features
(Kaliciak, 2013). More recently, searching-by-image (reversed image searching) is also gaining

in popularity. The applications and image collections that offer this functionality include: TinEye?®,

19 For example, Facebook offer their users a tool for automatic tagging of personal images with names of people shown
in the images. It is based on DeepFace software that can compare photos irrespective of lighting or angle. It achieves an
accuracy of 97.25% that is extremely close to human accuracy of 97.53% for the same tasks (ExtremeTech, 2015,
|https://www.facebook.com/facialrecoqnitionapp]I

20 Flickr adwww.fﬂckr.coml

21 Corbis atlwww.gettvimages.co.uk/photos/corbis
22 Gettylmages atlwww.gettvimages.com

22 eBay aflwww.ebay.co.u
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GooglelnsideSearch?’, Flickr. They apply the latest developments in computer vision and

machine learning to retrieve visually similar images in terms of shape, composition, colour, or
FRQWHQW FDWHJRU\ )OLFNU DOVR XVHWe&udf\WW'RPPMWHE B HWDWHGD
talented users who are not highly engaged in online social interactions (Schiffanella et al., 2015).
&RQVHTXHQWO\ WKHLU LPDJHV GHVSLWH WKHL WrkingdkthBdiw LV WL F
of the popularity distribution = 7K H V\V W H setx¥faekthelic criteria purposefully pre-defined

by human professional photographers, to retrieve images of high artistic quality.

Research into the use of the CBIR systems with the reversed searching functionality is still scarce,

and the available studies focus on identifying use cases where such searches could be useful

and applicable beyond tracking images used without appropriate licence (e.g. Thompson and

Reilly, 2017). Despite their growing presence, it is fair to say, that neither CBIR, nor hybrid
systems are yet in widespread use as most of the commercially available image retrieval systems

(and those used in professional settings) rely predominantly on text. 20 years ago, Fidel (1994)

V W D VsutoBated indexing with its dynamic and flexible nature is most fit to tailor indexing to
requirements of individual users and requests, yet most of current research in the area focuses

on the development of global methods. Regardless of the method, user-centered indexing cannot

be developed before searching behavior is understood better = 7KLV UHPDLQV WUXH WR W
day, as most of the work in content-based retrieval tends to focus on the detection of the low-level
features or specific concepts or objects, while largely ignoring the image needs of end-users of

the system and the way they search for and select images. Jaimes et al. (2006) claim that one of

the biggest challenges of building automatic image retrieval systems is indexing of the images at

WKH OHYHO WKDW PDWFKHYV WarytstudigHGBIR Ligyolwel Wsery allyhnHhée HO 0
final stage to test the product (algorithm) but it is not a needs-based evaluation and in
consequence, the proposed retrieval method may not be appreciated by potential users. For
example, Rodden et al. (2001) describes a study where displaying of image search results based

on visual similarities was tested with users, and reports that participants could not see sufficient
OLQNLQJ EHWZHHQ WKH SURSRVHG ZD\ RI SUHVHQWLQdsd&d YLVXD(
the foundation of the effectiveness of systems (Beard, 1991), it is important to propose solutions

that are rooted in these needs.

Based on a user study Markkula and Sormunen (2000) evaluated the potential for usefulness and
applicability of CBIR system in a journalistic environment. They excluded a possibility of a pure
CBIR system to be effective because of the difficulties related to formulating and submitting a
YLV XDO IiTiX #ifficult ® envisage common uses for pure visual query without textual search
NH\V FRPELQHG 7KH ILUVW SUREOHP LV KRetefdf& tHdautRoXs@aReN H D Y L'
the view that the main chances of applying automatic visual methods are associated with the
browsing stage of photo searching. However, the results of a more recent study by Westman et
al. (2008) showed that there was a need to support multimodal image retrieval in the context of

journalism that would allow journalists to formulate queries based on one or a combination of the

27 GooglelnsideSearch atlwww.google.com/insidesearch|
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following modes: text, colour, sketch, quality, and category. Once offered such an option (in a

prototype), professional journalists were able to combine up to four query modes into a query,

and most queries combined at least two of the modes. In comparison to non-professional

participants, journalists used the colour mode more frequently and readily refined their queries.

However, they drew fewer sketches, and were less likely to switch between modes. Further,

Markkula and Sormunen (2000) claimed that a hybrid image retrieval system could effectively

support users in browsing, by providing them with results pre-clustered in theme-based sets, or

grouped in different photo categories contained in the retrieved set, e.g., a visual organizer could

group photos of a specificperson LQWR WKH 3SDVVSRUW™ SKRWRYV VLQJOH SRU\
RWKHU SHRSOH DQG SKRWRYV ZLWK VSHFLDO EDFNJURXQGV ~

The theme of feature sets is recurring in relation to image retrieval (e.g., Markkula and Sormunen,
2000; Westman and Oittinen, 2006; Westman, 2010). When describing their needs and how they
judge image relevance, users usually refer to several features, rather than a single feature, that
KHOSHG WKHP VHOHFW WKH LPDJH 7KLV HFKRHV %DUU\TV FODLP
type of tasks, apply shared and finite sets of criteria. According to Jaimes et al. (2006), the main
challenge to achieving meaningful retrievals, is to effectively extract and interpret perceptual
VIQWDFWLF LPDJH IHDWXUHV ITURP XV HBUNENtfGY \$éid) of SidgeR QV R
features that are meaningful to their users could be the first step to automatically predicting of
relevance, and this is the area where improvements to image retrieval (Goal 2) will be sought in

this investigation.

2.4Trajectory three: The use of images in journalism

Images have had an important role in news relay ever since it was possible to reproduce an image

in print. Initially, they were regarded as secondary in value in relation to text and used only for

illustrative purposes. However, once publishers recognised the impact of visuals on the increase

of news readership and sales, the way images were used was diversified. This led to significant
investments and fast progress in image reproduction and print technologies. In the mid-20"

century, images have come to be an integral part of the journalistic content and by the time the

internet entered the newsroom, images had already gained a status of 3DQ HTXDO SDUWQHU L
U H Q(Zelizer, 2005) and to the point that access to great photographs is extremely important as

it may influence whether or not a story gets published (Caple, 2013).

Imagery, and particularly photographs, found their place in journalism for several reasons. Firstly,
understanding what is depicted in a picture is easy (Rogers, 2003). Unlike the meaning of text,
the meaning of an image can be grasped at one stroke, without much analysis or deep
interpretation (Barthes, 1973). At a minimum, it involves recognition of objects depicted within the
image frame, for example, an image can be of a person, of a building, or another entity. This
R E M H FRV IQYHf Y image is accessible to many viewers even if the image is viewed in
isolation. For this reason, many journalistic images taken in one place of the world can be

transmitted worldwide without an additional explanation (Gursel, 2016).
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Secondly, the meaning in the image is not constant but context-sensitive (Sontag, 1975). Images
can be de-contextualised from their origins and re-used multiple times in new contexts. The
meaning of a re-used image will change with the context in which it is placed and viewed (Sontag,
1975; Wollen, 2003). The same image can be used to illustrate a variety of news stories. The
reusability is the quality of images that online collections such as Gettylmages, Googlelmages,
Corbis, Shutterstock, iStock, etc., thrive on. By providing ready images for re-use, they are more

than merely image archives or a photo morgue?® of the digital era.

Moreover, photographs used in journalism are often newsworthy themselves, sometimes also
being the very factor that causes events, shapes public opinion, and plays a critical and highly
controversial role in political and military actions (Gursel, 2016). There are examples of news
photographs that had a significant impact on how important decisions were made. Many regimes
effectively used imagery to propagate their political ideas and influence public opinion. Some
photographs are believed to have had the power to end wars?® (Kobré, 2008, p.88) and Goodman
(1978) referred to such images as formative worldmaking images. This has been possible
because photography is believed to be a device for stopping time and capturing reality (Wollen,
2003), and photographs are commonly thought as showing the status quo of the depicted
situation. Especially journalistic images, are believed to be the evidence of events. Sontag (1975,
p.64), explains, 3>S@KRWRJUDSKV JLYH XV LQIRUPDWLRQ « ,W LV DV L
they should have, so that one of the VWDWHPHQWY EHLQJ PDGH E\ DQ\ SKRWRJ
H[LV Whis[statement is true when actual images are used. Such images show the scene
including correct people, objects, and location of the reported event and are a visual account of
theevent. IQ FRQWUDVW pILOHGY Lu&diddi\of hértorigineSdoRtExOa0d do kbt
have the informative/documentary role. Sometimes they are used temporarily as filler images,
XQWLO DFWXDO SKRWRY EHFRPH DYDLODEOH )RippinesDePrp OH ZKI
FDUU\LQJ FDSVL]HV ™ DS SHDU HGD&EEMMIKOL A thdge@HEYure 2-6.)
showing Philippine coast guards was initially used. Apart from the headline and the caption, it had
a label: file photo to inform the viewers that this image had not been taken at the scene of the
reported incident. Later, the image was replaced with image B., an actual image from the incident

described in the news story.

2 Photo morgue (file morgue), a now outdated term used in print media for an archive of physical files that included
clippings and images related to specific news events stored for re-use.

PExamples of powerful journalistic photographs include, e.g., the photo taken by Ut in 1972 depicting a naked girl and
other children fleeing a napalm attack during the Vietnam war
(http://lwww.apimages.com/Collection/Landing/Photographer-Nick-Ut-The-Napalm-Girl-
/ebfc0a860aa946bade77eb786d46207e ), 3DXO :DWVRQTV SKRWRJUDSK RI WKH ERG\ RI DQ $PHULF
through streets of Mogadishu taken in 1994 (https://iconicphotos.org/2010/03/10/u-s-marine-dragged-through-
mogadishu/) prompted the withdrawal of US soldiers from these two wars. Photograph by Kevin Carter in 1993 of a
famished Sudanese child being followed by a vulture (http://100photos.time.com/photos/kevin-carter-starving-child-
vulture) exposed the extent of the suffering during Sudanese famine, which then became known internationally, or more
recently a photograph of a drowned Syrian refugee child published in newspapers (The Guardian, 2015) was believed to
have a huge impact on the public opinion in regard to the refugee crisis.
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A. B.

Figure 2- 6. Image A (left): the file photo published on bbc.co.uk/news as a filler image, replaced with
Image B. the actual photo (news content published on 21st December 2017, images changed since)

In numerous cases, however, actual images may not exist, for example, photographers were not

present when the event was unfolding, or some events have not yet taken place. Ready
photographs are selected to illustrate such stories. When re-used, photos must carry no ties with

the original context because they are not used to visually confirm or inform about the events in

WKH QHZV VWRU\ EXW WR DWWUDFW UHDGHUVY DWWHQWLRQ WR F
reason why images have such an important role in journalism. Images appeal directly to the innate

human preference for visual and being visually stimulated (Mulvey, 1975). The audiences expect

to see images with text-based news. Referring to journalistic content, John Loengard (2010)%°
FODLPV/WKDWAHBGHU VHHV EHIRUH KH HYHU UHDGY DQG PDQ\ PD\
interesting to see.” 9LVXDOO\ ULFK FRQWHQW LV D GLVWLQJXLVKLQJ FI
(Pavlik, 2001). While it is known that the instantaneous, real-time reporting *another quality of

online news *puts much pressure on journalists in news gathering process, little is known about

the work of image professionals in the online newsroom. Goker et al. (2016) provide some insights

from a study that included image editors working in the online newsroom. They found that to

source suitable visuals, image professionals view thousands of photographs daily and work to
HI[FHSWLRQDOO\ WLJKW GHDGOLQHV 9RELp DQG 7ULYXQGAD

online news published on template-based pages requires at least one image and news pages are

being continuously updated. They found that image users in online journalism work under a
FROQVWDQW SUHVVXUH WR SURYLGH VXLWDEOHtheliywaXnyOfMthed QG QD
empty frame” 9LVXDOV LQ RQOLQH QHZVURRPV DUH SUHGWRPLQDQW
collections such as e.g., Gettylmages, Googlelmages, Shutterstock, etc., however, as explained

in Girsel (2016), most of the visual assets providers are not part of the press. While they handle

many significant and widely published journalistic images, not all images that they provide are
representation of news. News imagery is for them one of many product lines, aside from other

creative image uses, e.g., marketing and advertisement, e-publishing and blogging, web design,

with the result that they provide generic access to images.

Considering the established position of online news services as the second to TV main source of

news (Ofcom, 2017), and the importance of images in journalism, it is important that image users

30 John Loengard was the Life's magazine picture editor between 1972 and 1987, the picture editor of Time Inc., planning
and launching People magazine in 1974, won the first award for "Excellence in Photography" from the American Society
Rl1 ODJD]LQH (GLWRUV DQG ZDV JLYHQ WKH +HQU\ 5 /XFH 3/LIHWLPH $FKLHYHPHQW
LQFOXGHG LQ WKH OLVW RI 32QH RI WKH PRVW LQIOXHQW L bRhobHRGOME. LQ SKRWF
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in online newsrooms can effectively and efficiently access required visuals. There is a need for
a domain-VSHFLILF DXWRPDWHG UHWULHYDO URRWHG LQ LPDJH XV

a thorough understanding of the context of use (Beard, 1991; Conniss et al., 2000).

2.4.1 Traditional cat egorisations of journalistic images

Journalistic images have been investigated from a variety of perspectives. In traditional
classifications, they are categorised based on the editorial section, or the genre of the journalistic
content that they are published with. For example, Lester (1991) analysed photojournalistic
assignments and categorised journalistic imagery into the following categories: news, sports,
features (published in a feature section), illustrations (composite images), picture stories (several
photos depicting events in a time sequence), and portraits. Similar categorisations are described
in Lewis (2005), Newton (2001), as well as Kobré (2008) who additionally distinguished between
spot news photos and general news photos. Although these categories are still commonly used,
for example, at journalistic photography competitions, their usefulness to image retrieval is limited.
These categorisations do not include images that although were not originally created as news
images, could potentially be used with journalistic content. For example, Gursel (2016) describes
instances of images that gained the status of news images only after they had been published in
QHZVSDSHUV )XUWKHU WihehedlatdRb&vikw wely& s\axd thd wakld inside the
S LFW X U HJéewi & Oyama, 2001, p.145). Joe Elbert®!, a photographer and AME at The
Washington Post, proposed an alternative categorisation based on the visual impact that
journalistic images have on viewers, and distinguished between four image categories (levels):
1) informational, 2) graphically appealing, 3) emotionally appealing, and 4) intimate, as shown in

Figure 2-7.

Figure 2- 7 (O E HU W 1 \as SléétiibRd iGKobré (2008)

In this classification, (1) informational photos are the most basic category of journalistic imagery.
Photos in this category convey information and document the facts in the news story. They prove
that the subject exists or that the event has happened, however, typically, they lack visual appeal.

(2) Graphically appealing images have attention-grabbing visual elements (e.g. colours, shapes,

31 This classification is widely referred to in publications for photographers, photojournalists, and image editors (e.g.,
Kobré, 2008; Fahmy, 2014).
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unigue composition, light or angle) but lack compelling emotional impact. (3) Emotionally

appealing photos go beyond the visual appeal and create an emotional connection with the

VXEMHFW LQ WKH LPDJH DQG ILQDOO\ K&k, 2008HarsV(R) SntiRate( O E H U W

photos that go beyond the obvious facts and have enough impact to engage the reader in the

news story.

According to Elbert (Kobré, 2008), images categorised on the higher levels: emotionally appealing
and intimate, will have most impact on viewers, therefore, are of the highest value to journalism,
yet, he further claimed that these images constituted only a minority of images used in journalism
dominated by informational imagery. To reflect these proportions, Elbert used a pyramid model
(Figure 2-7.). Kobré (2008) suggested that journalistic photographs should ideally represent a
combination of aspects characteristic to all levels. Yet, neither Elbert nor Kobré did provide an
H[SODQDWLRQ LQ UHJDUG WR WKHVH FKDUDFWHULVWLFV

for creating the desired visual impact.

Handbooks for image editors authored by image practitioners®? further emphasise the importance

LQ WHU

Rl VHOHFWLQJ LPDJHVY WKDW DUH pSRZHUIXOY DQG JHQHUDWH Y

believed that readers tended to engage in a story through the lead picture and advised editors to
look for images with an eye-stopping appeal created by interesting patterns, strong contrasts in
tonal value, or those that could be uniquely cropped. McDougall and Hampton (1991, p.34) say
WKD MRXUQDOLVP WKH NH\ WHVW RI D SKRYWRALY reaRyUdlska
reader. How effectively a photo conveys its message is influenced by its composition, the
arrangement of elements within its borders =~ 0F 'R X BbdOHampton (1991) add, too, that
readability of the image related to its size, is one of the key properties to be considered when
judging the value of an image for publication. Nowadays, when images are published across
different platforms and viewed on a variety of devices differing in screen sizes, this property is of
a high importance. Lewis (2005) claims that in the first instance, the value of a news photograph
should be judged by its message, while composition and design come next in importance and the
questions to ask are: does the image use its graphic elements well? Is it visually efficient?
Technical quality is also important, and the main concern is the sharpness of the image. Sterling
(2009, p. 1053) claims that an experienced editor applies a holistic approach to valuing the worth
of journalistic images and considers how the image will work in relation to accompanying text
(captions, headlines), and other images and topics on the same page. He further emphasises the
importance of the style and tone of voice of the publication. Referring to The Guardian and The
BBC Online Sport section, he claims that some publications may put emphasis on images with
high-impact colour and strong graphic elements and refers to, while others e.g., Times,

Newsweek, Vanity Fair, choose to emphasise portraiture on their front-page. There appears to

%2 tis important to mention that the reviewed handbooks in image editing were written by image practitioners
(photographers, photo editors) rather than scholars, and for image practitioners. While the image classifications and
selection guidelines presented in these sources are based on personal views of their authors, rather than solid
academic research findings, some themes important to this investigation have been identified and are summarised
below.
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be a common agreement among image practitioners that images must be selected based on the

visual impact that they have on viewers.

Further, a review of the published research into the image seeking, selection and use in journalism
shows that image users work along these guidelines. Some studies concerned with image use
present a simplified view of how images are used in journalism and choose to differentiate
between two functions: illustrative and/or informative (Fidel, 1997; Goker et al.,, 2016;
McCay-Peet and Toms, 2009). Conniss et al. (2000) who conducted a user research with
professional image users found that journalists participating in their study used images mainly for
illustrative and persuasive functions. This corresponds with findings from studies in media and
communication. For example, Rossler et al. (2011) show that images in newspapers are used to
generate visual engagement in readers, encourage further reading, and information seeking.
Roéssler HW DO S H/EE/ @dy thQusarelsiaievents are happening, and millions
of pictures are taken. By choosing photographs for newspapers and magazines, photographic
HGLWRULDO GHSDUWPHQWY ZDQW WR DWWUDFW WKH UHFLSLHQV
read their stories ~ 6 LPLODUO\ VWXGLHYV cohrgmihit@ia{e 3.G&ny letak, R014;
Garcia and Stark, 1991; Knobloch et al. 2003; Machin and Niblock, 2006) prove that images in
SULQW PHGLD VADWHKHWMWR\WKDW VWLPXODWH DWWHQWLRQ DQG
consequence, elicit an interest in the content of news stories. The literature reveals that images
GHSLFWLQJ pSHRSOHYT DV PDLQ REMHFWV LQ WKH IUDPH DUH XQLY
on viewers (e.g. Lewis, 2005, Bowen and Thompson, 2013). This appears to be compatible with
current editorial practices as uncovered through a content analysis of press images (e.g., Caple,
2013; Rossler et al., 2011). For example, Rossler et al. (2011) showed that shots including people
were clearly dominant in print media. Certain types of photographic shots depicting people are
also associated with creating a strong visual impact in viewers e.g. close-up images of human
faces are believed to generate a high visual engagement in viewers, which may have its basis in
D SHRSOHY(YV ferbendexolodlCat Buthiein faces over almost any other visual stimuli (Pascalis
and Kelly, 2009). Using attention grabbing imagery in journalism is encouraged in the professional
literature and practiced by image editors who express a need for visually appealing, vivid, and
attractive images (e.g. Markkula and Oittinen, 2000, Rdéssler et al, 2011). Some studies further
established that the following criteria were considered as important in image selection in
journalism: colour, composition, presence/absence of people (Westman and Oittinen, 2006). To
improve the effectiveness of CBIR systems that operate on the level of image syntax, it is
necessary to identify the concrete visual features that engender required visual effect. For
example, if attention-grabbing effect (typically associated with the use of colour) needs to be
achieved, it needs to be established which colours or colour attributes (e.g. saturated vs. non-
saturated colours) are those that are believed to be responsible for this effect. The traditional

aesthetic-based approaches to imagery do not provide this level of image description.
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2.4.2 The functional approach to images

HVWPDQ HW DO DQG :HVWPDQ G H | th@fthGtiowdeideddH U P 1 X (
purpose image was taken for© D Q @ us€) study that involved image categorisation, they found
that journalistic images were typically deployed to serve one or multiple functions in newspapers,
such as: being a proof of a news event, catching the readers' attention, filling up pages, conveying
information, bringing a new aesthetic or informational dimension to news stories. Based on the
user-categorisation, Westman (2011) distinguished the following functions of journalistic imagery:
product photos, illustrations, symbol photos, reportage, portraits, news photos, advertisement,
travel photos, and miscellaneous. Jaimes et al. (2006) argues that the intended use of the image
influences the choice of the search strategies, therefore, identifying the image functions and how
they serve these functions is central to the effectiveness of image retrieval. Westman (2011, p.48)
claims that the purpose of use is a possible criterion for image categorisation, and further,
H[S O D & @ntiohal approach to image description could aid retrieval through the analysis of
image features that correlate with specific image functions © : K LtlkHterature discussed so far
shows that images are used on news pages to serve specific functions and a specific type of
images will function similarly within the specific context, another question arises: how can the
common features in images deployed to serve any specific function be identified?

24.2.1 Using the Visual S ocial Semiotics (VSS) framework to
analyse images
While most available frameworks for image analysis (e.g. the visual content analysis, the aesthetic
framework as described in: Leeuwen and Jewitt, 2001) focus mainly on the semantic content of
images, the Visual Social Semiotics (VSS) framework (proposed by Kress and van Leeuwen

(1996, 2006) and further developed by Jewitt and Oyama (2001) S Xéfhphdsis on the syntax
of images as a source of representational meaning~ -HZLWW DQG 2\DPD In brief, S
the VSS surfaces the relationship between syntactic image features and visual engagement
created by these features and provides analytical tools for deconstruction (and construction) of
visual meaning in images, based on, e.g., gaze, positioning of objects in the image, framing,
colour (a description of the individual VSS resources and interpretations is provided in
Appendix G.). Unlike time-based language, images are regarded as a space-based semiotic
mode. The relations between objects and/or people within the image (or parts of the image) tell
the viewer whether they relate to each other in a meaningful way, e.g., who is the actor (doer),
and who is the passive recipient of the action. The framework offers an interpretation of visual
image features in terms of the quality of visual engagement that each of these features
engenders. The foundations of the visual social semiotics lay in the fact that in societies of

"HVWHUQ ZRUOG GHVSLWH SHRSOHYV GLIIHUHQFHY LQ DJH HW

features that evoke generally uniform reactions in viewers.

Providing tools for interpreting meaning from the image syntax, the VSS has a potential to
facilitate meaningful CBIR that operates on low-level features and relations between them
(Section 2.3.2). However, except for the work of Rafferty and Hidderley (2005) (see Section
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2.3.1.1), semiotics-based approaches to image analysis have not been used in the context of
CBIR. In contrast, studies in the field of the discourse and communication have been successfully
applying social semiotics to image analysis. For example, Caple (2013) analysed images
functioning as visually rich image-nuclear news stories in print, while Knox (2007a; 2007b; 2009)
focused on visually minimalist thumbnails on news homepages. These studies and their

importance for this investigation will be briefly discussed below.

Caple (2013) analysed a corpus of 1000 photographs used in image-nuclear news stories3
published in a popular Australian newspaper, The Sydney Morning Herald. The author found that
there was a clear visual trend present in photographs deployed in this particular function. The key
findings showed that 90% of the 1000-strong image corpus included a person/people as the main
object of the image, being involved in some type of an action. The analysis then focused on the

942 images that included people. In a summary, the visual analysis showed that:

94% of these photos showed the actors on a fully-conceived background, i.e., the settings

depicted within the frame were recognisable in most of the photographs.

91% of the images used in this function showed people looking outside the picture, or at

someone/ something within the image frame, not at the viewer (Gaze type: offer).

A clear preference for images showing the whole figure and more than one person was
identified.

Profile photographs constituted a large majority of the sample at 78%.

Equal power between the viewer and the represented human actor was present in the

majority of the analysed photographs.

56% of the images included an element that dominated in the frame, and the use of size

of the object was the main method for applying salience.
Strong connection framing was observed in many images.

Using the VSS framework tools allowed Caple (2013) to identify a trend in the arrangement of
image features used in this specific function, and the type of the visual impact that these images
are deployed to generate. She concluded that images in this function do not seem to engage
viewers through the represented participants but through specific compositional choices. She also
suggested that some of the impact is a result of the combination of the meaning resulting from
simultaneously occurring features and that some combinations tend to cluster, e.g., gaze at the
viewer (demand) and close-up (intimate distance), long shot (impersonal distance) and profile

(detachment).

While &DSOHTV DQDO\VL Yockssed anlthe visually rich image-nuclear news stories in

print, Knox (2007a; 2007b; 2009) investigated the use of visually minimalist thumbnail images on

33 Image-nuclear news stories are a distinct genre of news content that makes use of journalistic photographs, where
the photograph is its central part (nucleus) accompanied by a headline and a short caption as its satellites (Bednarek
and Caple, 2010; Caple and Bednarek, 2010; Caple, 2013).
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news homepages. He analysed 15 editions of the homepage of the Sydney Morning Herald (smh
online) and observed that there was a clear trend in the visual representation of images used as

thumbnails on news homepages. Knox (2009) found that:

93% of thumbnail images were small photographs depicting a single human actor. A

strong relationship between the actor and the headline, and/or the lead text was identified:

in 91% the actor was mentioned in the headline, and in 99% in the lead text.

thumbnail images were typically extreme close-up shots of the actor who in 83% of the

analysed images was positioned in the centre of the shot. Knox (2009) describes, the

actor 3 ISOPWKH YLHZHUYV ILHOG RI YLVLRQ DV FRQVWUXHG E\ Wil
Thumbnails were completely decontextualised, showed only faces and no scene or other

objects in the background.

When compared to other uses of images in news, for example, photographs used in online

galleries (e.g., Caple and Knox, 2015), or those used in image-nuclear news stories in print

(Caple, 2013), thumbnail images presented bare informative and visual minimalism. They do not

tell a story and add no evidence or context to the verbal text of the story they link to. They are a

YLVXDO UHSHWLWLRQ RI WKH YHUEDO QDPH RI WKH SHUVRQ LQ W
tKkH QDPH" .QR]J| D S

Visually, thumbnails carry the minimum amount of information necessary to identify the social
actor they depict (Knox, 2007a). The semiotic potential of photography is not fully exploited in
thumbnails (Knox, 2009, p.153), the meaning is consistently conveyed through the distance
(close-up), and the small size of the frame limits the use of other compositional choices, for
example, positioning within the frame, depth, type of background. These images are stripped of
any context or reference to events or locations and all context is provided by verbiage and can
be used and re-used for a variety of news stories provided the story relates to the actor in the
image. Yet, this minimalistic visual presentation is sufficient for the close-ups to effectively serve
as graphical summaries of the subject of the longer story to which they are hyperlinked, and to
engage viewers (Knox, 2009).

JXUWKHU .QR[YV DQ D @) sHows th& fygically, the hyperlink in the thumbnail does

not WDNH WKH UHDGHU WR D pPRUH FRPS GoddadH/grsioR bfthé rewsw WR D
story that may not include any image at all. Knox (2007a) reports that over 50% of the analysed

articles from the smh online homepage, had no images. 10% of stories had images with no

relation to the thumbnail on the homepage, and only about one-third of the long stories featured

an expanded version of the thumbnail from the homepage.

The use of thumbnail images as described in Knox (2007a; 2007b; 2009), resembles of how text-
enhanced thumbnails are used to aid searching for information on the web (Woodruff et al., 2001).
Currently, online search engines tend to display thumbnail images next to text snippets. For
example, Google uses thumbnails for searches relatedto IRRG 6FKZDUW] DQG WKl
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search Ilwww.bbc.co.uk/search} returns search results as a list of thumbnail-text items, in order to

enable web searchers to effectively identify relevant information online.

This use, however, differs from how thumbnails are used in image retrieval on the web. Image
retrieval systems (e.g., Bingimages, Gettylmages, Googlelmages) tend to display search results
as thumbnails. This enables image searchers to access and browse through large numbers of
images quickly. Typically, the displayed thumbnails are a shrunk and/or cropped version of the
original photograph reduced in quality (compressed files) and readability (Suh et al. 2003). To be
able to view the whole original image and attached image information (caption, metadata), the

user must interact with the system by e.g., hovering over or clicking the thumbnail.

Below, Table 2-2 compares the visual minimalism of the thumbnail faces as presented in Knox
(2007a; 2007b; 2009) with the visual richness of image-nuclear news stories described in Caple
(2013).

Visual | Visual minimalism Visual richness
Presentation ¢ S

Image | Thumbnail images online
function | (Knox, 2007a; 2007b;

Photographs in image-nuclear
news stories in print

2009) (Bednarek and Caple, 2010;
Caple and Bednarek, 2010;
Caple 2013)
Image size | Small size Typically, large images
Visual
features

Single identifiable human
actor

Close-up of a face
(intimate distance)

Minimum background
visible (settings
unrecognisable)
unspecified

unspecified

Maximal salience in the
frame

Object positioned centrally

unspecified
unspecified

unspecified

One and many human actors
(identifiable and unidentifiable)

Whole figure shots, scenes
Fully conceived background
(recognisable settings)
Offer gaze

Profile shots

unspecified but both object
and settings are important

not applicable (Caple, 2013)
Colour photographs
Quality important

Vertical angle: medium
(equality)

Table 2- 1. Visual features of thumbnail images (Knox, 2007a; 2007b; 2009) compared with those of
photos used in image-nuclear news stories (Caple, 2013) to demonstrate differences between the feature
sets in relation to the image functions

These studies show that images in journalism (print and online) are used to fulfil well-defined
functions. These functions require images that include distinct set of visual features. The main

strength of the discussed studies (in particular as described in Caple, 2013) is that they were
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conducted on a large sample of images which ensures statistical validity. However, in terms of
limitations, little is known of how the manual analysis was performed in terms of the rigour, e.g.,
how many experts were involved in the image analysis, and whether they worked independently,
whether there was always an agreement between them in terms of feature detection, and how
they resolved disagreements, etc. Additionally, it is important to note that in all presented studies,
the analysis was performed on images already published in the newspaper, and there is no
information on how these images had been selected, and whether and why they had been tailored
before publication.
24.2.2 How are images used in the dominant (headline) image
function online?

So far, two types of news content requiring images have been discussed: a) the image nuclear
news stories in print and b) thumbnails on news homepages. Each of the functions appears to be
fulfilled with a specific type of news images, and =+ what is particularly important to this
investigation *the uncovered differences relate to the image syntax, e.g., the number, size and
positioning of objects within the image frame, the type of background (blurry or realistic), and that
these choices are made consciously and intentionally by image users. Each image type carries
its own set of visual characteristics that makes this particular type fit to fulfil its specific function in
news, and that is how these images must be selected. Using a type of image unsuited to its
functonwilhDYH QHJDWLYH FRQVHTXHQFHV RME ethodZAtrhaii V[ FODILIKPQ F |
(Arnheim 1970, p.27) that depending on the cognitive task, an appropriate choice needs to be
made in regard to the visual range of the situation (the detail and the context) revealed to the
viewer, while incorrect choices will hamper the process of understanding. Referring to illustrations
used as visual aids, Arnheim (1970, p.27) explains it as follows: the visual aid > « @fered by an
illustration may be severely impaired simply because the size and range of the portrayed objects
are inappropriate for the function. An inadequate percept may upset the whole ensuing train of
WKRXJKW -~

This investigation aims to uncover how news images are selected and used in the function of the
dominant photograph online. The dominant photographs are a prominent feature of almost all
news homepages (Utt and Pasternack, 2003). Although many homepages work as aggregated
pages automatically pulling content from other sections of the website, still, the dominant
photograph is manually selected from online image collections by dedicated image professionals
curating homepages?®.Yet, to date, there has been no research conducted to examine images
selected to fulfil this specific function in terms of how these images are sought, i.e., image needs,
dimensions along which relevance judgements are made, or criteria applied in the selection
process. To quote Arnheim (1970), once again, *WR ILQG WKH DSSURSULDWH UDQJ
almost tantamount to finding iWV V R OMWH. R$gafch has been done on the dominant
photograph on the newspaper front page. In studies examining the traditional newspaper reading,

the main image and the headline are the principal cues that attract the most visual attention upon

34 Own observations and discussions with image professionals at the BBC Online, Mirror Online, and FT.
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a first-time viewing of a page (e.g. Kupper, 1990; Garcia and Stark, 1991; Holmquist et al., 2005;
Bucher and Schumacher, 2006; Quinn et al., 2007). Generally, it is believed that images get to
be published on the front page because they are a visual representation of a newsworthy
journalistic content (Reisner, 1992). However, Ang (2000, p.12), gives a different view on pictures
used on front pages and their relation to the headlines: 31U Pp&ay@/pictures do not necessarily
have anything to do with the leading news stories: indeed, a photograph of a flash-in-the-pan
beauty may be used to disguise the fact that there is no suitable picture for the lead story on a
VKDUHV IUDXG ZKLFK L\stheivides RdgsterleOaD RUIY drid Wdle (2013) claim
that in some cases, availability of visually attractive imagery may increase newsworthiness of a
story and be a reason why a piece of content gets published. The reviewed literature shows that
the dominant photo is a commonplace feature of print newspapers used to communicate the most
important news of the edition. The dominant photograph is reported to be the entry point to the

front page and achieves this through its salience of size Garcia and Stark (1991).

More recently, Machin and Polzer (2015) applied the social multimodal paradigm®® to the analysis
of visuals used in journalism. They shed some light on the actual visual presentation of the
dominant images. They look specifically at images used on the front page of Metro®%, a UK-based
free newspaper. Their analysis reveals that the dominant image is most frequently a close-up
photograph of a known person. The photograph is used in a non-literal, symbolic rather than a
documentary manner, e.g., a large public event will be represented by a one-person, close-up
shot showing their facial expression and thereby communicate their mood rather than showing a
wide angle shot and documenting the large scale of the event. The authors also interviewed image
editors about the images that they needed and how they made image selections. They found that
image editors typically described the required photographs by referring to the visual effects that
they wanted to achieve, e.g., attractive, attention grabbing. As mentioned in Goker et al. (2016),
these are not qualities that image retrieval would pick upon. To operate effectively, CBIR systems
require information about concrete visual LPDJH IHDWXUHYV GHULYHG IURP LPDJH X

Little research has been conducted into the selection and use of images on news websites. Online
news services have come to be part of the mass-media landscape in the end of 20th century. The
Guardian news website was launched in 1995, and the BBC news online service was established
in 1997. Online services with print parentage, such as the Guardian, the Independent, and the
Times in the UK, and New York Times, Time in the USA, were almost exact copies of their print
editions. Initially, their news pages were heavily reliant on text and used exactly the same images
across the platforms (e.g., Arant and Anderson, 2001). Services such as BBC Online and
SkyNews have no roots in print and their visually-dominant online format grew out of broadcast
media. Currently, all these news services are also available on small-screen mobile devices which

creates a separate set of requirements.

35 The social multimodal paradigm derivate from the semiotic approach
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Most image selection guidelines and handbooks (see: Section 2.4.1) were written in the pre-digital
HUD ZLWK SULQW PHGLD LQ PLQG DQG WKH H[LVWLQJ VWXGLHV
seeking behaviour also focus mainly on print journalism. In this work, a view is adopted that online
journalism is a stand-alone domain of journalism, rather than a variant of print/broadcast
journalism. Its distinguishing characteristics are the instantaneous real-life reporting (Pavlik,
2001), and WKH UHTXLUHPHQW WR SURYLGH LPDJHV WR DOO QHZV FF
7ULYXQGAD -pressute fhthe online newsroom is much more significant than in other

creative professions (Goker et al., 2016).

This PhD project will investigate how journalistic images are selected for the function of the

dominant image for use online. Like the front page in newspapers, the homepage is regarded as

a gateway to the service, alsoreferredtoas WKHR3P SDQ\YV IDFH WRBRQWGKWLPROOG O\ W
front page, it is thought to have the power to either encourage or discourage visitors to use the

site (Nielsen and Tahir, 2001). Organisationally, homepages function to orient the reader to the

service through navigational information and linksand actasa SFHQWUDO SRLQWhdtd QDYLJL
visitors may navigate to from other sections of the website (Brinck et al., 2002; Cooke, 2003;

Nielsen and Tahir, 2002; Thurstun, 2004). Interpersonally, they communicate *\WKH DXWKRULW\ R
voice of the newspaper, value the content presented visually and verbally, and establish
FRPPXQDOLW\ DPRQJ WKH DXWKRUV DQG UHDGHUV RIN&KH QHZV
websites are carefully designed and tested for usability in a series of iterations and beta versions.

For example, since this study began in 2013, the BBC homepage has undergone three rounds of

re-design work that involved radical changes in layout and colour scheme. Interestingly, the use

of images remained almost consistent across the designs. Knox (2009) reports on a similar

tendency about the homepage of the Morning Sydney Herald that was a subject of his research

for several years (Knox, 2007a; 2007b; Knox 2009).

The dominant photograph is typically the largest photo positioned at the top of the homepage.
Eye-tracking studies show that dominant images effectively alert readers to the most important
news stories (Outing and Ruel, 2004). While the dominant photograph in print news
communicates the most important news story of the day, on news homepages, it is the news of
the moment. Online media are reactive to emerging news stories and news homepages may have
several editions per day. Typically, a dominant image online is accompanied with a headline, and
optionally a short lead text. In addition to the main home page, online services often have
homepages for other editorial sections dedicated to specific news genre, e.g., the domestic news
section, sport section, etc. and many websites run a unique dominant photograph in each section

of their website.

Although the dominant image is a feature of almost all news homepages (Utt and Pasternak,
2003), this image variant has not yet been investigated for image retrieval. With a view to inform
the design of image retrieval, this investigation aims to gain a thorough understanding of how
dominant images function online and how they are selected, and to identify the visual features

that are considered important when photos are selected for this function.
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2.4.3 Image editing techniques available to image professionals

Unlike previous studies, this investigation will extend beyond the selection process to capture
whether and to what extent images are tailored before they are published, this section provides
an overview of the basic image editing techniques available to image editors using image editing

software such as e.g. Adobe PhotoShop, GIMP etc.

$Q1J S GHILQHV LPDaAa idroeeSsLivimhi@hl pBotogfaphs are selected and
assembled from various sources in order to produce an illustrated publication, web site or
exhibition, according to defined aims and requirements ~ Image editing software such as: Adobe
Photoshop allows the user to make sophisticated and undetectable changes to digital

photographs.

The main image editing techniques used on photographs include 1) cropping, 2) scaling, 3)

technical retouching, and 4) creative retouching, and are described below:

1) Cropping is one of the most commonly used image editing techniques. It is believed that
3D SKRWRJUDSK EHFRPHV PRUH HIIHFWLYH @#WlyQandWyV IDW
McDougall, 1971, p. 12), so cropping is regarded as a corrective editing device. Cropping
3D SbUW RI WKH ZKROH”™ WR VKRZ RQO\ WKH HVVHQWLDO GHW
of an image helps to ensure that the meaning of a picture is graspe G a8 one stroke ”
(Barthes, 1973), and the image is visually more powerful, for example, a close up on a
detail may bring out a more dramatic effect in the image. However, cropping is also a
3V K Eedged tool that cuts both ways. It can help a picturH VSHDN HPSKDWLFDOO\’
and McDougall, 1971, p. 12) or if used for a wrong reason, for example, to make the
image fit a fixed-shape space in the page template, it can destroy the photograph, affect
its meaning and mood, upset its composition and visual impact, and other visual and non-
visual aspects of the image (Ang, 2000)

2) Scaling involves resizing of the original image to a smaller or a larger size to fit the fixed
and limited space designated for this image one page. The readability of the image is at
stake: when the scaling to a larger size the image may become pixelated and out of focus;
and when the size is reduced, details become indiscernible in small images. A size of
pictures on a page affects the interpretation of the importance of the news story that the
image is published with (Wanta, 1988).

3) Technical retouching a photo involves changing a small area of an image in order to
improve its appearance by removing or concealing defects (Ang, 2000). Tools used for
retouching include cloning tool, burn tool, dodge tool, air brush. However, in news
journalism only minimal technical retouching is acceptable and any changes that could

lead to breaching of the integrity of a photo are not allowed (Lewis, 2005, p. 221). The
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border line EHW ZHHQ ag & tedRdal quality of a photo and falsifying it must be
FOHDUO\ GUDZQ DQQL&$Y2H03, FARNVVHG”

4) Creative retouching includes creating composite images (composographs) made of
multiple photographs, adding graphics, enhancing and/or changing colours of selected

items in an image, removing or adding objects, and cloning in new backgrounds. Image

A.inFigure2- LV D FROODJH DQG LPDJH % LV DQ H[DPSOH RI D F

internal guidelines for image editors (BBC, 2018) state that images must be created in

such a way that it is obvious to the viewer that it has been composed of multiple images.

A B

Figure 2- 8. Dominant images published on www.bbc.co.uk Image A. is a collage (7th June 2017), and
Image B is a composite (10th June 2017).

2.4.4 Image integrity and verification of images used in

journalism

This Section discusses the importance of verification of the authenticity of images and reliability
of image sources in the selection process. As previously mentioned, news images are widely
believed to be true accounts of events, yet, in the era of digitalisation, news influx, social media

DQG FLWL]HQ MRXUQDOLVP QHZV UHDGHUV DUH H[SRVHG WR ul

circulation of manipulated imagery. Hence, the verification of images is a particularly important
topic in journalism. The Sections below will provide real-life examples of deliberate image
manipulation and selective framing practices performed to mislead news readers. The most
obvious and deliberate image manipulation is usually performed on the image content level and
involves, e.g., removing objects/people from the picture. However, in many cases it is also
performed on perceptual image features, e.g., colours, tones, changing positioning of objects.
This is particularly important to this investigation, as it emphasises the role of the syntactic image
features in the meaning-making. Many studies (e.g., Markkula and Sormunen, 2000; Machin and
Polzer, 2015) report that image editorV VHDUFK IRU -JYIDHEEKIRQJIJJHARDJIJHYV
struggle with naming concrete visual image features responsible for the visual impact in images.
Yet, as the examples (Section 2.4.4) of malpractice show, image editors were able to intentionally
change specific syntactic image features, in order to elicit a specific effect, e.g., enhanced colour
saturation and excessive colourisation for a more dramatic effect.
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This Section will end with a brief summary of the key editorial guidelines for image professionals
in journalism. One of the guidelines refers to maintaining of the integrity of the image, which, in
turn, limits the possibilities for image tailoring, and points to the need for a more effective image

retrieval.

24.4.1 Image manipulation: real -life examples and consequences

a) Manipulation of image semantic features

The most obvious and frequent type of image manipulation is performed on the image content,
and involves, e.g. removing objects, which consequently, impacts on the ofness and aboutness
of the image.

Figure 2-9. presents one of the earliest examples of image manipulation performed on a
GRFXPHQWDU\ LPDJH 7KH RULJLQDO SKRWRJUDSK ZDV WDNHQ

in the centre of the frame and Nikolai Yezhov to the right. Having fallen into disgrace, Yezhov was
MHUHPRYHGY IURP WKH RULJLQDO LPDJH LQ WKH SURFHVV RI UHWR

A. B.

Figure 2- 9. An early example of image manipulation: removing a person from a photograph for political
reasons (image source: OpenCulture at www.openculture.com)

While the content of the photograph A. in Figure 2-9. was altered for political reasons,
Figure 2-10. below shows a more recent example of an image altered for aesthetic reasons. A
video camera that belonged to the journalist crew and visible in the original photograph (A) had

been removed before the image was circulated by the Associated Press agency to its clients.

Figure 2- 10. Sunday, Sept. 29, 2013, a Syrian opposition fighter takes cover during an exchange of fire
with government forces in Telata village. On the left - the unedited original, on the right - the altered photo
sent to AP (Image source: Associated Press, 2014)
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Adding (pasting) objects to photographs is another manipulation technique that breaches the
integrity of photographs. The original photograph of David Cameron (A) in Figure 2-11. was
published on 11" November 2015 on the Downing Street official website. After an hour of the
publication, the original photo was replaced with the one of prime minister wearing a poppy (right).

Yet, the original photo had already been circulated on social media (The Guardian, 2015).

A. B.

Figure 2- 11. Image A is the original photograph of David Cameron published on 11th November 2015,
that was replaced with the altered image B. (Image source: The Guardian, 2015)

Both examples showed how content of images can be altered by removing or adding elements
in the frame. The reasons vary from political motives to purely aesthetic impression, however, in
all cases the integrity of images was compromised.

b) Image re -use leading to malpractice

One of the qualities of images is that their meaning is context-sensitive. Images can be re-used
in a variety of contexts and therefore, are a valuable commaodity for image collections. It is often
the accompanying verbiage, e.g., headline, caption that provides the contextual information to
news readers. Yet, deliberate re-use of images to mislead viewers into believing a false account
of events is regarded malpractice. Figure 2-12. is a photograph that was used by the BBC to
illustrate news about a massacre in a Syrian school that took place on 25th May 2012, with a
caption that states that the photograph was provided by an activist and could not be independently
verified.
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Figure 2- 12. This photograph was used by the BBC on 25th May 2012 to illustrate news about a
massacre in a Syrian school, but it was actually taken by Marco di Lauro in Iraq in 2003. (Image
source: The Telegraph, 2012)

However, it was recognised by Marco di Lauro, its author, who had taken the photograph in Iraq
LQ DQG zZzDV LPPHGLDWHO\ UHPRYHG IURP WKH %%&TV ZHEVLYV

Figure 2-13 is another example of image re-use malpractice. The image that was originally taken

during anti-austerity riots in Greece in 2012, was used in the US presidential campaign
VQRSHV FRP 7KLV LPDJH ZDV FLUFXODWHG E\ 7TUXPSTV FDP

spread fake news about violent actions carried out by supporters of the rival party.

Figure 2- 13. An example of image re-use malpractice (image source: snopes.com, 2016)

These examples show that metadata information associated with the image needs to be verifiable

in terms of authorship, location, time of creation, and actively verified by image professionals in

WKH SURFHVV RI LPDJH VHOHFWLRQ $XWKHQWLFLW\ RI inPDJHV Q
no circumstances will a posed or fake photograph be tolerated” WKH FUHGR RI WKH OLVVR
Workshop established by C.C. Edom in 1949).

c) 36HOHFWLYH IUDPLQJ"

$V SDUW RI 'RQDOG 7UXPSYV S Uddlpdive Hi@wilgDwas FRRBE Sised.J Q

In Figure 2-14., Hilary Clinton was shown being helpeG WR WKH GRRU DV D YLVXDO pu
health, while in fact she had tripped on the steps (wired.com, 2016). In selective framing images

DUH GHOLEHUDWHO\ VHOHFWHG WR VKRZ RQO\ SDUW RI WKH VLV
team aimed to discredit his political opponent.
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Figure 2- 14. An example of selective framing malpractice (image source: wired.com, 2016)

Figures 2-12 to 2-14. show examples of editorial misconduct and deliberate image manipulation,
or malpractice resulting from insufficient verification of the authenticity of images. In all these
cases, however, the reader was misled to believe the images showed the reality as it was.
This in turn, leads to a breach of journalistic ethics and a question arises about the role of imagery
in journalism and to what degree photography in news can be relied on for facts (Becker, 2003).
In the world of photography and journalism there has also been an ongoing debate over exactly

how much editing should be allowed in news photography.
d) Manipulating of image syntactic features

Previous examples showed alterations made to the content of images (adding and removing
elements), and instances of misleading use of images. This Section will discuss alterations
performed onthe VIQWD[ Rl SKRWRJUDSKY DQG WKHLU FRQVHiageHQFHV F
A. in Figure 2-15. ahows an original photograph depicting Soviet soldiers raising a flag over the
Reichstag as a symbol of victory (New Yorker, 2014). Photo A. was later manipulated (contrast,

smoke) for a more dramatic visual experience.

A. B.

Figure 2- 15. Yet another example of early malpractice. Yevgeny Khaldei, the author of the image added
smoke and contrast to the original photo A. (Image source: The New Yorker, 2014)

Similarly, Figure 2-16. shows two images, of which image A is the original unedited photograph
taken on 5™ August 2006 and showing smoke billowing from burning buildings destroyed during
an overnight Israeli air raid on Beirut's suburbs, and image B is the altered image where the

smoke was made to look more intense and darker.
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A B

Figure 2- 16. Smoke billows from burning buildings destroyed during an overnight Israeli air raid on Beirut's
suburbs, Aug. 5, 2006. On the left - the unedited original, on the right - the altered photo sent to Reuters
(Image source: Montagne, 2006)

The original picture was taken by a freelance photographer for Reuters and the news agency sent

it to its clients for publication. As soon as the edits had been detected, Reuters detracted the
photograph from circulation and issued a statement which said that manipulating photos was in
FRQIOLFW ZLWK WKH DJHQF\YVY VWULFW HWKLFDO VvVWk@eYpYwUGYV D
mislead the public. Garry Hershorn, a photo editor for Reuters, said that changing of the content

of photographs was not allowed at the agency: "Reuters has zero tolerance to doctoring photos

this way. You can't add information; you can't take away W K L @Mantdgne, 2006).

On one of its covers in 1994, TIME featured a close-up photograph of O.J. Simpson (Figure 2-

17). The face of the man was significantly darkened in the editorial process, which led to

complaints from readers about racial bias (abcNews, 2012). In response, image editors tried to
H[SODLQ WKDW WKH\ XVHG WKH H[DJHUUDW H Grdffat2 BieD W QRWKIHY) R
image (Mallonee, 2015).

Figure 2- 17. Unaltered photograph published by Newsweek and the altered darkened image in TIME
(Image source: abcNews, 2012)

As shown in the examples above alterations made to colours and tones result in changes of
meaning in the image. Similarly, moving objects within the frame of an image as in the 1982 case
of National Geographic (digitally positioning the Pyramids of Giza closer to each other so the
whole scene would fit on the cover), or changing the type of shot to isolate objects will impact on
the integrity of photos. Image A. in Figure 2.18 shows a photograph of Barak Obama
accompanied by two other officials visiting a Louisiana beach, a site of the oil spill. The 19" June
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issue of The Economist (Peters, 2010) made use of this photograph on its cover. Yet, Barak
Obama is shown standing alone, head down. The change of shot and additionally eliminating the
two people changes the meaning of the image, and shows the US president isolated, looking

forlornly at the ground (Peters, 2010).

A B

Figure 2- 18. Image A. was cropped to show Barak Obama isolated (Image source: Peters, 2010)

These and other3” examples show that alterations to the syntax of photographs are not rare cases
(these are only the cases that have been identified). These alterations are made to colours, tones,
saturation, positioning of objects within the frame, changes to types of a photographic shot. When
asked, image professionals typically struggle with relating specific syntactic features to
a particular visual effect, yet, in all cases presented above, the concrete changes were made
deliberately during the editorial process with an intention to enhance or change a meaning
conveyed in the original photographs. Changes to image syntax have impact on vieweing
experience, and therefore, lead to breaching of image integrity. Hence, it is important to
understand how syntactic features can be meaningfully interpreted into visual impact they
engender.

2.4.4.2 Ethical standards for the use of news imagery

Each major photo press agency and news provider has a set of ethical standards and guidelines
on the use of images in news publications (e.g., BBC, 2018; Reuters, 2018). Most of these

guidelines are universal and can be summarised to the following points:
1) Pictures must always tell the truth

Most guidelines for image professionals working in the journalistic context, (Reuters, AP, BBC,
The Guardian) allow cropping, scaling, and minor corrections to colour balance, however, adding
or removing any objects from news photographs is regarded unacceptable. Associated Press
ethic code states:

37KH FRQWHQW RI D SKRWRJUDSK PXVW QRW EH DOWHUHG LQ 3

element should be digitally added to or subtracted from any photograph. The faces or identities

" 2WKHU URSHUDWLRQOVY RQ WKH VI\QWD[ LQFOXGH DLUEUXVKLQJ IRU LPSURYHG VI
etc. http://www.alteredimaqesbdc.orq/l
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of individuals must not be obscured by Photoshop orany RW KHU H G L(AskE@giated/ Réss) -
2015)

The meaning of images is context-sensitive, so image editors must use appropriate editing

devises, for example, captions to help readers to correctly interpret images.
To ensure that the truth is depicted, images and their sources must be verified for authenticity.

2) The integrity of the image must be retained. Only minimal technical retouching and minor
DGMXVWPHQWY DUH DOORZHG 37KHVH LQFOXGH FURSSLQJ
grayscale, and normal toning and colour adjustments that should be limited to those
PLQLPDOO\ QHFHVVDU\ IRU FOHDU DQG DFFXUDWH UHSURGXF

3) lllustrative images, and composite images must not look like a photograph or try to imitate
reality.

4) Photos containing violence or offensive content must be flagged, and the least offensive
image should be used to tell the story.

5) Photos that could allow to identify victims of crime, or those accused of crimes or who are
withesses to them, except in unusual circumstances, or photos of children must not be

used.

These multiple examples of malpractice presented in Section 2.4.4 build a strong case for
verification of images in online journalism where digital cameras and editing software are widely
available, and information spreads now faster than ever due to social media platforms. Previous
studies into image searching (e.g., Choi, 2010) reported thatimage users preferred to use images
IURP FUHGLEOH VRXUFHV WUXVWLQJ WKDW WKHVH LRBIHHY ZHUH
Research in news editorial offices (e.g. Markkula and Sormunen, 2000; Westman and Oittinen,
2006) showed that verification was part of journalistic practice in print media. Metadata (any non-
visual information, e.g., date, location, caption) associated with the image was important for

verification of images.

Additionally, the presented editorial guidelines show that only a limited range of image tailoring
techniques is allowed to be performed on news images. The integrity of the image needs to be
preserved. Hence, it is yet another reason why improvements to the effectiveness of image
retrieval are necessary. Image retrieval systems must enable users to select suitable and
verifiable images that can be used and re-used on news websites with no or minimum of editorial

manipulation.

2.5 Al techniques forimage use

The use of artificial intelligence (Al) technologies is currently transforming many domains that rely
on computer-based systems. As mentioned in the Introduction (Chapter 1), Al has been
successfully applied in journalism, where robot reporters cover fact-based news stories including
results of matches, elections, financial reports, and are used to update content and produce news

tweets (Fanta, 2017). The use of bots speeds up research and relieves human journalists from
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the routine fact-based reporting, therefore, the popularity of automated journalism is increasingly
growing and gaining interest and investment. Considering that images are an integral part of
online news reporting (9RELpPp DQG 7 ULYX§eEEDintelligent solutions for automating

the selection and use of images seems to be a natural way forward for Al-driven journalism.

An important aspect of Al is the ability of computers to learn directly from data (Warwick, 2012).

This Al technique is known as machine learning (ML) and requires high amounts of data to be fed

to computers in one of the following learning methods: a supervised learning, a semi-supervised

learning, or using an unsupervised approach (Russell and Norvig, 2016). The most advanced of

the currently available Al systems use Deep Learning approach (Pouyanfar et al., 2018  This

solution allows computers to learn from experience and understand the world in terms of a

hierarchy of concepts, with each cRQFHSW GH¢{;QHG WKURXJK LuvdnwepisHODWLR ¢
(Goodfellow et al., 2016, p.1).

If the training process involves visual data, then ML is combined with computer vision (CV)
techniques. Current CV techniques can automatically extract low-level features from images
(shape, colour, and texture), and successfully identify many objects in images including human
faces. Most advanced image systems are able to detect relations between objects within the

frame and generate meaningful image descriptions (Karpathy and Li 2015).

Intelligent algorithms have been successfully implemented on Flickr and EyeEm, popular social
image hosting platforms. They allow for detecting visually attractive images based on
conventional aesthetic values that include the use of rule of thirds, and contrasting colours
(Schiffanella et al., 2016). More recently, Google also added an Al-based feature that enables
Google Photos app users to identify the most boring images in personal image collections, such

as: photos of receipts and screengrabs (Sulleyman, 2017).

Adobe offers intelligent photo editing software (Photoshop 19.1) powered by Adobe Sensei, the
company's proprietary artificial intelligence (Adobe, 2018). The tool that includes face recognition,
automatically identifies the most prominent subject in the image, and allows the user to select it

(and manipulate it) with just one click (Chin, 2018).

Recently researchers at MIT (Aksoy et al., 2018) proposed a method for generating soft segments
in images by automatically fusing the high-level information from a neural network with low-level
image features. These segments correspond to semantically meaningful regions. The resulting
image representations aid targeted image editing tasks that otherwise, require much skill and

labour.

The available Al-based tools for object recognition appear to be very advanced, however, for
several reasons, they are also still very fragile. Firstly, computer vision reads information from
pixels and regions, and is inferior to human vision that can easily interpret true complexity from
entropy, and identify a signal from noise. CV can be easily fooled with a change of a single pixel
(Su et al., 2018). The researchers found that changing one pixel in about 74% of the test images

that they used in an experiment made the neural nets wrongly label what they saw.
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Further, even the most sophisticated Al-based systems are not capable of extracting high-level
semantics from pixels. Humans typically do not think in terms of low-level features (Vailaya et al.,
2001), but formulate their thoughts as high-level concepts. Therefore, just as CBIR systems that
use computer vision (Section 2.3.2), other Al-based tools too face the semantic gap problem
(Enser, 2008). Being capable of listing objects in images, even if the list of objects is exhausted,
semantics of the image still may not be captured, semantics is about the relationships between
the objects and a broader understanding of the context. Whilst with the current techniques
a person can be easily identified, concepts such as elections, credit crunch, are impossible for

computers to extract. Hence, the semantic gap problem continues to persist.

Matching low level content to high level concepts is one of the key problems that concern those
involved in the design and development of intelligent systems. Al is long way off and may never
replace human image professionals (MacFarlane, 2016), but it is already here to support them in

the most routine image-based tasks.

Therefore, the aim of research, such as this investigation, is to uncover the authentic needs of
human image users and identify those aspects of the needs that can be used to facilitate

automation of image-based tasks.

2.6 Conclusions

This literature review was undertaken to establish the contours of the current research landscape
and identify gaps in the existing knowledge about the needs and information seeking behaviour
of image users in professional settings. It was carried out along the following three trajectories:
1) Image searching and selection (the user), 2) Current approaches to image retrieval
(the system), and 3) The use of images in online journalism (the information). The chapter ends
with Section 2.5 that provides a brief presentation of the current state of Al techniques for image
processing, and an explanation to why Al-based solutions are not yet mature enough to fully

support image retrieval.

The review revealed that while there is a rich body of literature concerned with users of text-based
information, research into the needs and behaviour of image users is scarcer. While there have
been some studies carried out in print journalism (e.g., Conniss et al. (2000); Hung (2005; 2012);
Markkula and Sormunen (2000); Westman and Oittinen (2006)), the use of images in online
journalism has been heavily under-researched and there is little understanding of the needs and
image searching behaviour of professionals working in the online newsroom. This PhD
investigation focuses solely on online journalism to establish who, in terms of their roles and

skillsets, are the image professionals working in the online newsroom.

Gaining a good knowledge about illustration tasks is important as tasks generate needs in
professional settings. Therefore, many studies in print focussed on classifying illustration tasks
andusede.g. )LGHO TV W\SRQRdel, ®97)Vdd EdwhiNss et al. | seven classes of image

use (Conniss et al., 2000). These uses of images are also recommended in the professional
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literature for image editors working in print journalism. A question arises whether the existing

classifications are suitable to describe illustration tasks in the online newsroom.

8QGHUVWDQGLQJ RI XVHUVY QHHGV LV IXQGDPHQWDO WR WKH HI
from previous studies show that image users frequently describe their conceptual needs, and
VHDUFK TXHULHVY UHODWH WR FRQFHSWY ZKLOH LQIRKEWRDWLRQ DE
limited to descriptions of visual effects required in images. As suggested in Machin and Polzer
(2015), it is necessary to reach beyond these descriptions, to the concrete visual features that
engender these effects. Therefore, the question posed is, what are the needs of image users in

online journalism? What are the needs that relate to the perceptual level of image description?

Further nDSSLQJ XVHUVY DFWLYLWLHV WR H[LVWLQJ WKHRUHWLFDO |
understanding of their behaviour. So far, there have been only few image-seeking models

presented in the literature of which Connisseta O {V L92&kihg process model (Conniss et al.,

2000) appears to be the most comprehensive framework to date. However, evidence from existing

studies with journalists (Géker et al., 2016, Markkula and Sormunen, 2000; Westman and

Oittinen, 2006) points to potential limitations of Conniss etal. 1V 1U D P KComigsNet al., 2000)

and it is expected that in result of this investigation, this framework will be validated and updated

should inconsistencies occur. The questions to answer are: LV LPDJH X\akAduviy oldireK
MRXUQDOLVP FRQVLVWHQW ZLW Kinddersestrdtibgproceds@olidR @@phissV HW D C
et al., 2000)? If not, which areas need to be updated?

Research investigating image selection criteria in print journalism appears to agree that topicality
is the main relevance criterion, yet, insufficient to enable users to make the final selection.
Previous studies with journalists identified the need for visually attractive images. However, these
studies fail to recognise that the descriptions relate to visual effects required in images rather than
to subjective aesthetic values of an individual image user (Machin and Polzer, 2015). Identifying
shared criteria applied by image professionals with a similar type of task (Barry, 1994) may be
the first step to automated predicting of relevance. Hence, the questions to answer are as follows:
what selection criteria do image users apply in online journalism? Is there a trend in how these

criteria are used?

Earlier studies in journalism report that image editors work in highly time pressured environments,
and that due to ineffective searching, image users compromise their needs, and all too often,
UDWKHU WKDQ FKRRVLQJ WKH pEHVWY LPDJH WKH\ PDNH RQO\
newsroom due to instantaneous real-time reporting, time is expected to be one of the key
challenges to image retrieval. Since image collections are updated with millions of new images
daily, numerous irrelevant results may be another barrier to effective image searching. It is
important to establish what the challenges are, and how they shape LPDJH XVHUVY QHHGV L

context of online journalism.

It has been commonly agreed that searching for visual information is not the end goal in itself but
serves a wider illustration task, however, with few exceptions (Makri et al., 2008; Makri and

Warwick, 2010), information use post-selection remains a heavily under-researched area. In this
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LQYHVWLIJDWLRQ ODUNNXOD DQG 6RUPXQHQYV PRGHO for
the description of activities within the illustration task process in online journalism. It is proposed
that any observations of image users must be extended to include the post-selection activities, to
allow this investigation to describe the illustrative process accurately and answer the following

question: how and why are images tailored in online journalism?

The findings from this investigation aim to provide recommendations to guide the development
and design of content-based image retrieval (CBIR) that operates on low-level (perceptual) image
features. This investigation intends to apply the visual social semiotic (VSS) framework (Appendix
G.) and reach beyond the visual effects to identify a set of specific features responsible for these
effects. If uncovered, could this set assist predicting of image relevance, and therefore, be a step

to automating of the image retrieval?

To sum up, this literature review allowed to identify gaps in the existing knowledge of the who,
the what, and the why of image selection and tailoring in online journalism, to be addressed in
this investigation (Goal 1). This knowledge will be used to propose a practical needs-based
solution for meaningful image retrieval that will be applied and evaluated with users (Goal 2). The
evidence from the evaluation will result in a set of recommendations and guidelines for the design

of future image retrieval systems.
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CHAPTER 3. Research methodology

3.1Introduction

Research methRGRORJ\ LV XQ G H thedly PRiGetHods that guides the description,
H[SODQDWLRQ DQG MXVWLILFDWLRQWahdg?199 R3)ViHe(tétdi®e ULFD O \
Model of Research Design proposed by Maxwell (2005, 2013) has been used as the theoretical

framework for the design of this investigation. This model constitutes of five design elements:

1) Goals; 2) Conceptual framework; 3) Research questions; 4) Research methods;

and 5) Validity. These components dynamically interact with one another, while research

questions are at the centre of the model. Their central position emphasises the fact that research

design must be question-led, and when defined, the questions will dictate the choice of approach

and methods used for investigation and data analysis. Table 3-1. re-introduces the goals,

research questions and objectives defined for this investigation.

Goals Research questions Objectives
Goal 1. To investigate the RQ 1. How are images 1. to identify and describe the
image s eeking and selection selected in online roles of image professionals
process in online journalism. journalism? in online journalism,

2.to uncover their image needs
in relation to work tasks, and
the context of image use,

3. to clarify the process of
image searching and
selection,

4.to uncover image selection
criteria used in online
journalism,

5.to determine what challenges
users face when completing
search-based illustration

tasks
RQ 2. How and why are 6. to uncover how and why
images tail ored in online images are tailored and to
journalism? what effect.
Goal 2. To propose RQ3. If applied, will the 7. To implement the uncovered
improvements to the way identified criteria improve the criteria in a prototype and to
image professionals search effectiveness and efficiency test their effect on the
large collections of images, of image retrieval? effectiveness and efficiency
in order to enable them to of image retrieval.
effectively select images that
they nee d.

Table 3- 1. Goals, research questions and objectives defined for this investigation, originally
presented in Chapter 1.

While more traditional models of research design tend to present the process in a linear and
systematic manner (cf. Gorman et al., 2005, p. 35; and Grix, 2010), Maxwell sees research as a
dynamic, iterative process that cannot be completely pre-defined before studies have taken place.
It is the interactive nature of this model that makes it particularly suitable to this investigation that
includes an extensive qualitative exploratory research followed by evaluative and experimental
studies. The primary aim of the exploration is to provide a broad and rich contextual narrative and

understanding of the needs, behaviours and experiences of image users in online journalism. The

85



CHAPTER 3. Methodology

scope for the exploration has been defined based on the Contextual Framework proposed by
Conniss et al. (2000, p. 49), and focuses on the following six key areas: 1) the image user and
the workplace, 2) illustration tasks and image needs 3) the illustration task process, 4), selection
criteria 5) challenges, and 6) the tailoring of images. The information behaviour of this group of
image professionals has not been previously studied, therefore, it is hoped that the knowledge
acquired through this investigation will extend the contours of the current research landscape.
Further, this investigation aims to reach beyond the theoretical contributions and sets to propose
practical solutions for improvement of image retrieval. Within the broad qualitative narrative,
opportunities for improvement of image retrieval are actively sought. This involves looking out for
indicators of unmet needs arsing from the discrepancies between what the users need and what
the current systems do for users (Robson, 2000). Seeking to eliminate or reduce these
discrepancies provides the focus for improvement. To achieve this, a more focused line of inquiry
has been integrated within the exploratory endeavours. It involves a needs analysis and aims to
identify indicators of unmet needs, in order to ensure that the proposed solution delivers what is
actually needed. Furthermore, the pragmatic approach adopted in this investigation asks to put
the acquired knowledge to test and measure how well it works when applied in practice
(Descombe, 2010). Therefore, in the final stages of this investigation, the proposed solution has
been implemented as a search feature, and evaluated with users for its effect on image retrieval.
In this multi-level sequential design, the components are linked dynamically, they interplay and
allow the componential parts to organically feedone DFK RWKHUfV ILQGLQJY DQG OHDI

this investigation to the final conclusions. This is visually presented in Figure 3-1 below.

1. The opening
study explore s
these key
areas (Goal 1.
RQ1 & 2)

Figure 3- 1. A visual presentation of the aims of this investigation.

This investigation aims to address diverse goals and questions and it requires a conceptual
framework that would be suitable to handle this level of complexity and diversity in aims and

motives for research. This calls for a mixed-methods approach that crosses the boundaries of the
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traditional paradigm dualism (Denscombe, 2010). This approach integrates methods from the
qualitative and quantitative paradigm, using strengths of one to complement for the weaknesses
of the other, in order to achieve a richer and fuller understanding of the whole (Denscombe, 2010).
This chosen approach allows to acquire rich qualitative knowledge about image users, and
facilitate seeking of pragmatic outcomes that can be applied and empirically evaluated.

3.2Mixed -methods approach

3.2.1 Viewpoints 0 n gualitative and quantitative approaches, and

mixed -methods design

In a traditional dichotomous view on research approaches, qualitative and quantitative research

stand in opposition to each other. Researchers in each of these streams select sampling

strategies, and inquiry and analysis methods within the single chosen approach, and expect that

the selected methods will produce and use data of one type, i.e., qualitative research will produce

and deal only with qualitative data. Coming from interpretive tradition, qualitative research is

interested in interpreting deeper meaning, and understanding of multiple realities represented in

the collection of personal narratives or observed behaviours and activities (Bryman, 2001). One

of frequently cited descriptions of qualitative research is by Corbin and Strauss (2008, p.13) who

state that 34 XDOLWDWLYH UHVHDUFK DOORZV UHVHDUFKHUVY WR JHW I
to determine how meanings are formed through and in culture, and to discover rather than test

Y D U L D Bfieh2013) continues in their tradition and claims that S TXDOLWDWLYH UHVHDU
LQVLIKWY LQWR SHRSOHTV LQGLYLGXDO H[SHULHQFHV HQDEOHV
DWWLWXGHYV DB@r@an¥eba X2805, p.3) highlights the contextual nature of qualitative
UHVHDUFK DQG @ proteQd-bierigwyEnst draws data from the context in which events

occur, in an attempt to describe these occurrences, as a means of determining the process in

which events are embedded and the perspective of those participating in the events, using

induction to derive possible explanations based on observed phenomena “The data inquiry

methods in qualitative research tend to be of the inductive and relatively flexible qualitative nature.

Data analysis in this tradition is also less structured, unconcerned with measurement or
quantification. The analytic focus is on the personal and social meaning located within the

discourse. The analysis process permits much input from the researchers involved in the study

DQG YDOXHYV SDUWLFLSDQWVY SHUVSHFWLYH 4XDOLWDWLYH VW)
being highly subjective, unstructured, prone to research bias and researcher effect. Not supported

with numeric data and being case-specific, results of qualitative research are not to be
generalised.

In contrast, the quantitative approach is typically adopted in studies attempting to test pre-defined
hypotheses. It is associated with a positivist approach rooted in strictly scientific methods. Data
collection is systematic, rigorous, and transparent. Quantitative studies attempt to establish a
solid knowledge about objective reality. The use of statistical analysis and probabilistic sampling

permit the generalisability of quantitatively achieved results. Purely quantitative research is
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criticised for being highly reductionist and context- YRLG LQ DWWHPSWV WR XQFRYHU
(Denscombe, 2010). It misses the point of qualitative research relying on pre-defined fixed
responses and not permitting participants to use their own words, which limits the richness of the

produced data.

This clear-cut dichotomous distinction between qualitative and quantitative research presents the
two approaches as incompatible and mutually exclusive. As the premise is that research should
strive for consistency between the various components of the research process: the questions,
WKH GHVLJQ WKH GDWD FROOHFWLRQ DQG DQDO\VLV IURP ZLWKL
of research tools are limited to those compatible with the selected approach. Guest et al. (2012)
claim that such viewpoint is not practical, and often, not supported by evidence from practice.
There are numerous examples of qualitative studies that tested hypothesis and many hypotheses
have been generated from quantitative studies. Guest et al. (ibid.) argue that it is not the collection
methods that decide what type of research e.g., interpretive or positivist, the researcher is
engaged in but the type of data it produces and how these data are analysed. They promote a
broader view of qualitative research that accepts that qualitative studies can also produce
quantitative data which can be analysed either quantitatively or qualitatively, and vice versa,
quantitative research may be a source of qualitative data. In quantitatively-oriented analysis, the
researcher may be interested in evaluating the frequency and co-occurrence of particular
recurring ideas, while qualitative approach is most useful in capturing the complexities of meaning
within a data set. The stance that qualitative and quantitative approaches are not mutually
exclusive but complementary to each other has been taken further in the mixed-methods

approach.

Mixed-methods is associated with pragmatism. Bazeley (2018) describes it as a philosophical
assumption based on pragmatic grounds®®, while Denscombe (2010, p.116-117) refers to
pragmatism as a philosophical partner of the mixed-methods approach. He abstracts the

underpinnings of pragmatism to the following core ideas about knowledge:

- ¥Knowledge is based on practical outcomes” LWV YDOXH LV UHIOHFWHG LQ L
applicability to real-life problems,

- The aim of research should be to empirically test what works

- No single or best scientific method exists that can achieve indisputable knowledge

- .QRZOHGJH LV QHYHU D ElViRiaeXtably aptddsHobthel kstérical era and

the cultural context within which it is produced ~

38 Bazeley (2018) explains the relation of mixed-methods to pragmatism in the US school of thought and to the critical
realism popular amongst the British scholars.
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- Dualism (e.g. qualitative versus gquantitative) and dichotomies (facts versus values,
subjectivity vs. objectivity) in philosophy and science do not help in practice. It is proposed
that the qualitative and quantitative approach each has its strengths and the two are

complementary to each other, rather than being incompatible opposites.

Bergman (2008, p.1) explains, that the mixed methods approachis 3\ WKH FRPELQDWLRQ RI I
RQH TXDOLWDWLYH DQG DW OHDVW RQH TXDQ WThi/d@mbingtion FRP S R Q
may include a collection of diverse data types, a use of diverse methods for data collection and
analysis. There are many ways that these components can be brought together. Morse and
Niehaus (2009) suggest that in a mixed-methods investigation, one of the methods is subservient
to the other and will not produce contribution of its own. In contrast, Creswell and Tashakkori
(2007) claim that aside of the mixed outcome, the methods also generate their own independent
results. Yin (2006) claims that to be considered as mixed-methods, research design must involve
mixing, comparability, and integration of research components from questions, instruments,
sampling, to analysis. Having reviewed a number of mixed-methods investigations, Bazeley
(2018, p.7) defines the mixed-PHW KR GV D S S U R D FikcluDlé/ amRrés@arcE that involves
multiple sources and types of data, and /or multiple approaches to analysis of those data, in which
integration of data and analysis occurs prior to drawing final conclusions about the topic of the
investigation”~ ,Q W K LiutegtatidrZis the most important characteristics of mixed-methods
approach that distinguishes it from multi-methods research. In the latter approach, multiple
methods from different paradigms are used within a single investigation but each has its own
remit and questions to answer. Most importantly, the integration of findings from these separate
componential studies occurs at the point when final conclusions are drawn. In contrast, integration
in mixed-methods can take place at any or all stages in the research process: at the research
design level, during the data collection, and/or at the analysis and interpretation stage. Bazeley
(2018) emphasises that integration is the pillar of the mixed-methods approach. Referring to
Bryman (2007), she defines integration as mutual illumination occurring between the different
research components. At the design level, the qualitative and the quantitative approach each
comes with its strengths and weaknesses in terms of how effectively it allows researchers to
answer specific research problems, or aspects of problems. The premise of the mixed-methods
approach is that the use of various approaches produces a better understanding of the
researched problem than either approach could alone because the limitations of one method or
component are counter-balanced with the strengths of another one (Guest et al., 2012).
Therefore, mixing of research components encourages the use of various paradigms, generates
stronger and more convincing evidence and provides a more comprehensive and richer
understanding and knowledge, and leads to interdisciplinary collaboration (Denscombe, 2010).
Timing, weighting and purpose are the dimensions that the integration of qualitative and

quantitative components can be described along (Plano Clark and Creswell, 2008).

From the analytic perspective, mixed-methods is leaning towards interpretative orientation.
Referring to work by Howe and Eisenhardt (1990), Fielding and Fielding (1986) and others,

Bazeley (2018) claims that all scientific observation and analysis involves assumptions, choices
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and interpretation made by researchers. This also includes methods that are associated with
purely quantitative approach such as e.g., surveys. These methods are typically informed by
literature reviews or/and qualitative exploratory studies hence, they are driven by inductive
qualitative understanding and interpretations made by researchers (Morse, 2015). Moreover,
3 >h@/agt of analysis is an interpretation, and therefore of necessity a selective rendering of the
MVHQVRHI WKH DYDLODRDHOIK LGOWDQG )LHOGLQJ S DQG TXDQ
exception to this. Statistically obtained data, too, need to be interpreted to provide knowledge

about the world.

This leads on to the issues of validity in mixed-methods research. Some early definitions of validity
(e.g., Black and Champion, 1976; Johnston and Pennypacker, 1980; Kerlinger, 1964; Miles and
Huberman, 1984; Searle, 1999) tend to refer to measurements and tests which are activities
typically associated with quantitative paradigm, while the more recent ones attempt to be more
universal and include references to phenomena. For example, Jupp (2006, p.311) states that
Y D O L G L W& extevit toewhith@onclusions drawn from the research provide accurate description
RI ZKDW KDSSHQHG RU D FRUUHFW H[SOD QD Whgre3tioRdblyZ, KIDW KD S §
research including qualitative studies must be assessed for its quality (Steinke, 1985). While there
is a consensus that the judgement of the soundness of quantitative studies is made based on a
framework of internal and external validity, the criteria for validity of qualitative studies are still
subject of discussion. Qualitative approach acknowledges that understanding is constructed and
that multiple realities exist therefore, generalisation of findings is not achievable. Instead,
gualitative research aims for transferability, i.e., the application of findings to similar cases. To be
possible, transferability requires that a detailed description of the investigation should be provided
to the readers to enable them to make a judgement whether there is sufficient similarity between
the studied settings and their settings for the uncovered knowledge to be applicable. Other criteria
for qualitative studies include: credibility, dependability, confirmability (Denzin and Lincoln, 2005;
Lincoln, 1995). Qualitative components in mixed-methods studies, as already mentioned, mean
that much interpretation is involved, and generalisability of findings is not the aim of such
research. It is also important to remember that what is inferred from a study must be adequate
to the sample (Bazeley, 2018). Qualitative explorations usually involve qualitative purposeful
sampling, which will not facilitate statistical generalisability of results. A legitimisation has been
proposed as the criterion (Onwuegbuzie et al., 2011) but has not been used widely. Denscombe
(2010) and Bazeley (2018) suggest several strategies for enhancement of validity in mixed-
methods research and ensuring transferability of findings. One of them is reflexivity. Researchers
PXVW EH UHIOH[LYH RQ WKHLU DFWLRQV DQG DFNQRZOHGJH WKL
behaviour and, subsequently, the quality and honesty of data. Reflexive researcher will be aware
of the interpretive nature of the analytic process, and will ensure that the original connection
between the raw data and the interpreted findings is maintained and a track record of the process

of interpretation. is kept. Section 3.6.1 explains how reflexivity was applied in this investigation.

Another strategy for improved validity is maintaining transparency. Guest et al. (2012) promotes

transparency as one of the key qualities of mixed-methods research. This quality needs to be
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ensured at the level of the investigation as a whole, as well as for each individual study within the
investigation. Transparency involves providing explicit and clear descriptions and explanations in
regard to research design, the integrated components, how they relate to each other, and what
the benefits and limitations of the integration are (Guest et al. 2012). Transparency must be
ensured at the level of each individual study included in the investigation. This can be achieved
by creating and providing detailed study and session protocols (Kelly, 2009). Bazeley (2018)
recommends visualising of design elements and links between them, e.g., links between research
questions, data sources and the acquired knowledge. This will aid an understanding of how the
different elements of the investigation fit together in a single whole. Strategies applied to ensure

the validity and soundness of findings from this investigation are discussed in Section 3.6.

To sum up, mixed-methods approach has been adopted in this investigation because it is
particularly well-suited research driven by diverse research questions. It allows for mixing of
various research components, e.g., methods, sampling, data analysis, and allows to achieve
richer and more complete understanding of the researched problem than any single-method

research would.

3.2.2 Approaches used in the studies of information retrieval and

use

Kelly (2009) presents a typology of information retrieval research where studies are placed on a
continuum depending on whether their focusisonthe ,5 VI\VWHP ,,5 LQWHUDFWLRQ RU

behaviour and experiences.
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Figure 3- 2. A typology of information retrieval research adapted from Kelly (2009, p.10).

Positioned at one extreme of the continuum, the system-focused studies are concerned with the
development and testing of IR systems. Examples, of such studies are Cranford tests and TREC
studies (Voorhees and Harman, 2009). Some system-centred studies may involve users, but the
DLP RI WKHVH VWXGLHY LV WR HYDOXDWH WKH pJRRGQHVVT RI W

about the user. Instead, in such studies, assumptions about an ideal user are made and measures

91



CHAPTER 3. Methodology

of precision and recall are applied. These studies use quantitative research methods for data

collection and analysis.

Studies positioned on the opposite end of the continuum focus on users, their information (also
image) needs, behaviour and experiences, and more recently, also include the recipient (Wilson,
2016). Research approach adopted in these studies is predominantly qualitative. Typically, data
is collected through interviews and naturalistic observations in-situ. Examples of such studies in
the domain of image retrieval include: Beaudoin, 2009; Conniss et al., (2000), Sedghi et al.,2011.
Some key studies referenced in this work combine several methods in their research studies
without an explicit reference to a mixed-methods design. For example, Markkula and Sormunen
(2000) and Westman and Oittinen (2006) use interviews and observations in-situ as their main
inquiry methods and complement them with the analysis of search logs. Westman and Oittinen
additionally used surveys. Surveys and search logs analysis are usually associated with system-
focused studies, e.g., quantitative system-evaluation, whereas, in these studies, these methods
were applied to gain a better understanding of user behaviour. Hung (2005, 2012) conducted
experimental task-based studies in-situ to uncover user searching tactics and moves on a fully-

operational commercial system.

Although they are placed on a continuum, there is a wide divide between the system-oriented IR
studies and the person-centred studies. The former types usually aim to propose novel algorithm-
based solutions to enhance the system. Numerous IR-focused papers (e.g., Datta et al., 2006;
Obrador et al. 2009) report results of evaluative studies with users. In many of these studies, the
summative evaluation stage is the first and the only time that users were involved in the
development cycle of the proposed system. Proxy users® (e.g. students) rather than real or
intended users were typically recruited to participate in those experiments. This subsequently
EHDUV LPSOLFDWLRQV RQ \WHtldn¥dddihnf@rhation Releds .\ eiskds\u§edPiRsuch
studies were constructed to suit their purpose of testing the goodness of proposed functionality.
7KH\ KDYH QR RU OLWWOH IRXQGDWLRQ LQ XVHUVY DFWXDO LQIRL
identified through studies with users. It is fair to say that such studies are typically driven by
technological possibilities, knowledge and skills of those who write algorithms, and are, at the
same time, limited by those factors. On the other hand, the pre-dominantly qualitative user-
FHQWUHG VWXGLHVY HJ WKRVH UHIHUHQFHG DERYH DLP WR JD
experiences and behavioural patterns, and provide in-depth qualitative knowledge of the
researched problem. This knowledge is typically interpreted into system design guidelines (e.g.,
Conniss et al. 2000), however, these are rarely, if at all, evaluated with users, let alone being
implemented into real IR systems. It may be argued that the development of actual systems is
not the aim of the human-oriented studies, however, the persisting dichotomous distinction

between these two approaches does not facilitate user-centred development of systems.

3% Proxy users ae people who play the role of a user when eliciting requirements or for the purpose of evaluation (Sharp
et al. (2007)
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In IR tradition, that this investigation is situated in, the goodness® of a IR system should be
measured by how effectively and efficiently it enables its users meet their needs. These needs
must be identified to inform the development of any IR solutions, and prior to the evaluation of
proposed improvements. The human-centred interaction (HCI) domain provides a model of the
user-centred design (UCD) process, where any design cycle that focuses on users rather than
VA\VWHPV EHJLQV ZLWK WKH LGHQWLILFDWLRQ RI XVHUVY QHHG\

moves on to the stages of design and prototyping, followed with a summative research with users

UCD starting point

\

Final product Identify needs

‘\\

Prototype

Figure 3- 3. User-centred design cycle adapted from Sharp et al. (2007)

to evaluate the proposed solution. In some rare cases a single cycle may lead to a final product.
However, complex interactive systems, e.g., IR systems often require several iterations of the

UCD process, before a fully-functional product can be delivered.

This mixed-PHWKRGV LQYHVWLIJDWLRQ FRXOG EH PDSSHG RQ2.HOO\fV
between the mid-point and the human-centred research end. The initial stage that included
exploratory observations of users in situ, places this investigation closer to the qualitative studies
LOQWR XVHUVY LQIRUPDWLRQ VHHNLQJ EHKDYLRXU $W WKLV LQI
XQFRYHULQJ XVHUVYT LQIRUPDWLRQ EHK D anlifeYournBlienG hueveiGV LQ W
without regard to any specific IR system. This qualitative exploration allowed to gain an in-depth
understanding of the natural behaviour and needs of this particular group of image users, and
facilitated identifying opportunities for improvement of image retrieval. Indicators of unmet needs
ZHUH LGHQWLILHG 7KHVH SRLQW WR GLVFUHSDQFLHY EHWZHHQ X
offered to users. Proposing a practical and user-centred solution that would eliminate or reduce
these discrepancies was the focus of improvement. A solution was defined and implemented in a
prototype system for evaluation with users. At the stage when the evaluation experiment was
carried out, this investigation moved closer to the centre of the IR research continuum. The

experiment was carried out on an isolated slice of the search process, and manipulation was

40 A term used in Kelly (2009, p10) in reference to the quality of the system.
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LOQYROYHG 7KH H[SHULPHQWDO VWXG\ DLPHG WR LQYHVWLJDWH X
proposed solution and gauge whether it allowed them to meet their needs in an effective and
efficient manner, rather than only evaluate the performance of the proposed system in terms of

precision and recall as it is done in traditional IR studies.

3.2.3 The rationale for the use of a mixed -methods a pproach in

this investigation

The use of mixed-methods approach is motivated by the diverse nature of the research problem
defined for this PhD research project. While this investigation aims to fill in the gaps in the
qualitative literature concerned with image needs and behaviour of a specific group of image
users (Goal 1), it is also concerned with proposing a practical and measurable solution for
improvements of the effectiveness and efficiency of image retrieval (Goal 2). Addressing this
complexanddiYHUVH SUREOHP UHT XL trésseddh&/Batiddangd-bl tha/dahzeitiohal
paradigms by deliberately combining methods drawn from different traditons~ 'HQVFRPEH
p. 108). This is exactly what a mixed-methods approach provides. The research questions (RQs)
defined for this investigation (presented in Section 1.2. and re-introduced in Table 3-1.) had been
derived from a scrupulous review process of the relevant scholarly and professional literature
concerned with image use in general and specifically in online journalism (see: Section 2.3.1).
This process revealed how little is known about the characteristics of this particular group of image
users in terms of their skills, performed tasks, image needs and image seeking behaviour. RQ 1
(how are images selected in online journalism?) and RQ 2 (how and why are images tailored in
online journalism?) asked for an in-GHSWK H[SORUDWRU\ LQYHVWLJDWLRQ LQ
professionals with an aim to uncover, understand and interpret their needs and behaviour in the
SURFHVV RI LPDJH VHHN b DBy fMH) BKWYW uDQG FRYHUHG PRUH
guestions such as, e.g., the who? (in terms of roles, skills, and context), the what? (in terms of
tasks, image resources), and the why? (causal reasoning for actions in image seeking). These
key areas have been identified based on the Contextual Framework proposed by Conniss et al.
(2000, p. 49) which allows to map the multiple interactions between the factors that influence the
way a user searches for, selects and uses images in the professional context. Similarly, these
areas were investigated in a study conducted in print journalism by Markkula and Sormunen
(2000), which is one of the key research work referred to in this investigation. It is believed that

covering these six topics will provide a holistic description of the researched domain.

RQs 1 and 2 sought insights into the world and reality constructed by this specific type of image
users whose needs and behaviour had not been previously investigated. Therefore,
a predominantly interpretive research with a purposeful sample was required (as defined in, e.g.,
Bryman, 2001). It was important for the researcher to be able to grasp the subjective meaning of
the world of the participants and their actions performed in their original context of an online
newsroom and editorial office. Hence, it was important that this initial exploratory study (Study 1)
was conducted in situ, which places this study at the human-centred end of the IR studies

continuum (Kelly, 2009). Due to scarcity of literature about the needs and behaviour of image
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users in online journalism, the qualitative exploration was not based on any firm hypotheses or
preconceptions. An understanding of the explored issues was sought mainly within the data. This
geared the choices towards a free-flowing type of research in which participants would be able to
develop their own thoughts within a pre-defined framework of topics and fill in the gaps in
knowledge, in regard to the how and why of image seeking in this domain. Therefore, the research
design in the initial part of this investigation focused on the collection and analysis of qualitative
data. The strong qualitative component of the initial stage of this investigation (sampling strategy,
GDWD FROOHFWLRQ DQG DQDO\VLV ZDV SDUWLFXODUO\ FUXFLDO
image seeking behaviour. Nevertheless, on its own, it would be insufficient to fully answer RQ 1
and 2, and certainly, it would not permit this investigation to progress and address RQ 3
(If applied, will the identified criteria improve the effectiveness and efficiency of image retrieval?).
The quantitative components integrated in this research project included validation surveys
conducted on visual data. The aim of these surveys was to establish the presence, frequency and
recurrence of a pre-defined set of image features that originated from the exploratory study. These
features were then proposed as the practical solution for the improvement of image retrieval, and
implemented for a needs-based evaluation with users. RQ3. was addressed through a small-
scale experimental design study that due to qualitative sampling and producing mixed data, was
a mixed-methods component in its own merits. Section 3.3 explains how the individual

components were integrated in this investigation.

3.3The integration of research components in this investigation

While various typologies of mixed-methods research exist (e.g., Denscombe, 2010; Guest et al.
2012), there is much freedom in how mixed-methods studies are designed (Bazeley, 2018).
The research questions identified for this investigation imposed a chronological sequence on the
componential studies. RQ 1 and 2 had to be answered before the criteria applied to address RQ
3 could be specified. This resulted in a multilevel sequential research design that opened with
a pre-dominantly qualitative exploratory component with an integrated needs analysis. This was
followed by supporting quantitative studies that aimed to corroborate the findings from the
exploration and produce a well-defined hypothesis for the needs-based empirical evaluation at
final stage of this investigation. Figure 3-4 below illustrates how the components were put together

within the sequential multi-level structure of this investigation.
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Integration
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Needs
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Validation 1 (small- i
scale) quan :
Validation 2 (large-
scale) quan
Goal 2. Needs-based
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Final validation 3
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implemented &
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XVHUVY QHHG

The validated effect
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Main impact

Contribution
to LIS
knowledge

Practical
implications

Figure 3- 4. A visual presentation of how the research components have been integrated within this

investigation

In this a chronological sequence each step provided information for the succeeding phase.
Decisions about the design of the studies and methodological choices were interdependent and

influenced each other. Inquiry instruments and sampling were incrementally refined, and

hypotheses and measures were developed based on information from a preceding step. For

example, by the stage when RQ3 was to be addressed, the exploratory phase and the supporting

validating studies had to be complete. Findings from these studies provided the criteria (RQ 3.)

for the improvement of the effectiveness and efficiency of image retrieval. These criteria were

used in the evaluative research with users.
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A predominantly qualitative approach was taken to the main thrust of the exploration in Study I.
but this study also produced enumerated data used to establish patterns LQ XVHUVY EHKDYLI
JROORZLQJ *XHweWhtiHgNedeSerfiation (Guest et al. 2012, p.198), this study has a
QUAL(quan) weighting. All validation surveys (Survey 1 in Study I, Survey 2. In Study Il, and
Survey 3. in Study lll) used quantitative inquiry method to produce quantitative data for
quantitative analysis, hence, these surveys are marked as quan. Finally, the evaluation study pre-
dominantly quantitative in nature was complemented with a subsidiary qualitative element, which
in relation to Guest et al.  Weighting (Guest et al., 2012 p.198) is represented as QUAN(qual).
Table 3-2. below shows and explains weighting, i.e., the dominance of one approach over the

other or equality of approaches, in each of the studies in this investigation.

Research types in Type _
this investigation (Weighting) Explanation
Exploration QUAL(quan) | Predominantly qualitative approach:

qualitative methods used for exploratory
inquiry, qualitative sampling, data generated
in the study are predominantly qualitative,
enumerated data (counts) produced from
the main inquiry to establish presence,
frequency, patterns

Validation quan Quantitative inquiry method to produce
guantitative data for quantitative analysis
(count incidence of codes:
presence/absence, frequency, prevalence),
and percent agreement for the validation of
the results

Evaluation QUAN (qual) | Quantitative and qualitative approach,
testing of a proposed solution measured
against pre-defined parameters
(effectiveness & efficiency), structured
observation as a method, qualitative
sampling, data generated in the study are
guantitative and qualitative and analysed
accordingly, Quantitative data (counts) will
be collected about the effects of the
proposed solution, while qualitative data will
inform about the reasoning and context
Table 3- 2. Types of studies in this investigation described in regard to qual /quan weighting, based on
definitions from Guest et al. (2012, p.197)

Figure 3-5. below presents a procedural diagram that shows the structure of this investigation,
and how the studies, and their key components, related to the research questions and to one
another. The studies were integrated in a chronological sequence and fed findings into
succeeding studies, hence, each was a necessary element of the whole. The choices in regard
to inquiry methods are explained in Section 3.4.
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Figure 3- 5. A detailed diagram that shows how the research components have been integrated within this investigation
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3.4Integration at the inquiry level

Studies rooted in a single tradition (i.e., either exclusively qualitative or quantitative) apply inquiry
methods and tools, and sampling techniques compatible with the single approach. A mixed-
methods research, such as this investigation, must adopt a diverse approach to data collection.
The choices of inquiry methods, sampling techniques, research instruments etc., depend on the
nature of the research questions and objectives that each study or a study component aims to
address. Thorough planning is required to ensure that the data are collected effectively (Guest et
al. 2012) and will enable addressing the research questions and objectives set for the
investigation. The planning phase for this investigation covered the following issues: identification
of target population and access to potential participants, the selection of methods suitable to
research questions and objectives, the design of effective research instruments, and ethical
considerations, as well as practicalities such as schedules, equipment, location, data storage etc.
While reading the relevant professional literature, the researcher paid much attention to acquiring
the basics of the professional jargon and terminology used in journalism, e.g., genre, synopsis,

retouching, airbrushing, composite, filed image.

This investigation comprised of three key studies and two supporting studies (Figure 3-4). The
exploratory Study I. included: interviews and observation sessions (Chapter 4, Section 4.2), and
a validation survey (Survey 1) with image experts (Chapter 4, Section 4.9). Study Il. was a
validation study (Survey 2) carried out on a large set of images (Chapter 5). Finally, Study Ill. was
executed as a needs-based evaluation with users (Chapter 6, Section 6.2) and was supported

with Survey 3, the final survey (Chapter 6, Section 6.7).

The exploratory part of this investigation asked for qualitative inquiry methods and sampling.
Semi-structured interviews were chosen as the most suitable method to gain insights into the
research problem. Interviews were triangulated with observations in-situ and the interviews and
observations were scheduled to run concurrently. Triangulation was used to compensate for the
limitations of interviews. Observing participants at work allowed the researcher to directly withess
LPDJH XVHUVY DFWXDO EHKDYLRXU L @uitiasHhéy WerR petfapnngl &ho FW LR Q \
engaging in while completing image-based (illustration) tasks. Some observational categories
concerning the needs and behaviour of users had been pre-defined based on the relevant
literature and applied, in order toaidthH UHVHDUFKHU WR DWWHQG WR LPSRUWDC

Three validation surveys (Study |, Survey 1; Study II, Survey 2; and Study Ill, Survey 3) modelled
on TREC studies (e.g., Voorhees and Harman, 2009) were used to corroborate the findings
independently. These surveys involved external image experts. Surveys 1. and 3 were conducted
on small sets of images that were created in the study sessions with users. These surveys were
carried out as a co-coding research activity. Survey 2 (Study Il) was carried out on a larger set of
visuals sourced from the BBC homepage. Quantitative fixed-choice questionnaires were used in

all expert validation studies.
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In the chronological sequence, the evaluation of the proposed solution for improvement of image
retrieval was conducted towards the end of this investigation. It was designed as an experiment
in situ that involved structured observations of users performing a set of pre-defined tasks. The
inquiry method, instrumentation and measurements used in the evaluation study were informed

by the findings gained in the exploration, and the findings were validated in Survey 3.

Table 3-3. below signposts to the methods sections in each of the individual studies that describes

the methods, instruments and session protocols in details.

Study Inquiry Section
Study . Interviews & observations Section 4.2
Survey 1. Section 4.9.4
Study II. Survey 2. Section 5.2.3
Study 1. Experiment Section 6.2
Survey 3. Section 6.7.4

Table 3- 3 The method section in the individual study chapters.

3.4.1 Sampling strategy and techniques

The important thing to remember is that what is inferred from a study must be adequate to the
sample (Guest et al., 2012), and the interpretation must be consistent with the sampling design
(Denscombe, 2010). The way a sample is selected will have an effect on the type of and validity

of the conclusions that can be reached and the wider population to which they apply.

In this investigation, non-probabilistic purposive sampling was used to source candidates for both
user studies: Study | that included observations and interviews (Section 4.2.1), and Study lll, the
experiment, (Section 6.2.5); as well as to locate experts for the quantitative surveys: 1, 2, and 3
as described in the following sections: Section 4.9.2, Section 5.2.1, and Section 6.7.2,
respectively. Purposive sampling is recognised as a sampling method appropriate for qualitative
studies that focus on the transferability of findings rather than the statistical generalisability of
results (Firestone, 1993; Morse, 2000).

A snowball sampling technique was applied to locate eligible candidates for all studies in this
investigation. This technique begins with a small number of eligible participants who then
nominate other potential informants with the same characteristic. The sample then grows similarly
to a snowball rolling downhill, hence the name of the technique (Patton, 1990). The snowball
technique is typically used in situations when access is needed to niche populations that may be
hidden or small in number, or groups of professionals with an expertise or skills in a specialist
field (Morgan, 2008, p. 816). In Study | and Study IIl, image professionals working in online
journalism were identified as the target population. The target population for the surveys were

image experts (i.e., photographers, image editors, etc.).

A minimum size of the sample was established for each study. It was decided that Study | and
Study Il required a minimum of 8 participants. The final sample in Study | included 12 participants

(with the pilot participant), and 11 participants (including the pilot participant) were recruited to
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take part in Study Illl. Small numbers of participants are a common practice in qualitative
exploratory studies and experimental descriptive studies with at least 6 participants (Firestone,
1993; Morse, 2000). Previous studies that used purposeful sampling and small samples of
participants include some of the key texts referred to in this research, e.g., Beaudoin (2009),
Goker et al. (2016), Markkula and Sormunen (2000), Sedghi et al., 2011, and Westman and
Oittinen (2006).

3 image experts were required for each of the quantitative surveys in Surveys 1 - 3. These studies
were modelled on TREC studies that typically use three experts (e.g., Voorhees and Harman,
2009). Although these surveys with experts were quantitative in nature, the same purposive

sampling strategy as in user studies was used to sample participants.

Table 3-4. presents the sampling strategies, techniques and sample sizes intended for the

individual studies in this investigation.

Study | Study Il Study Il

Data Interviews & Expert Expert Experiment Final expert
collection Observations | validation validation validation Survey
method Survey 1 Survey 2 3.
Target Image users Image experts | Image experts | Image users in Image experts
group in online online

journalism journalism
Required 1 3 exactly 3 exactly 1 Q 3 exactly
minimum + 1 (pilot + 1 (pilot + 1 (pilot + 1 (pilot study) + 1 (pilot study)
number of study) study) study) An even number
participants of participants

required for
experimental

design
Sampling Non- Non- Non- Non- Non-
strategy probabilistic: | probabilistic: probabilistic: probabilistic: probabilistic:
purposive purposive purposive purposive purposive
Section in Chapter 4 Chapter 4 Chapter 5 Chapter 6 Chapter 6
this report Section Section 4.9.2 Section 5.2.1 Section 6.2.5 Section 6.7 .2

421
Table 3- 4. Sampling strategies, techniques and sample sizes in the individual studies in this investigation

The relevant sections, as shown in Table 3-4, describe in detail how the sampling methods
worked for each individual study, and how issues related to the decisions made in the recruitment

process were addressed to ensure validity of findings.

3.4.2 Ethics

In all research that involves human participants, potential ethical implications must be considered

before any study takeV SODFH OD[ZHOOfV ORGHO RI 5HVHDUFK '"HVLJQ IRC

(Maxwell, 2005) proposes that ethics is an essential value integral to every aspect of research
design and it is a moral responsibility of the researcher to protect participants from harm and
ensure their well-being (Tindall, 1994). Throughout this investigation, the guidelines described in
WKH 8QLYHUVLW\YV HWKLFV IRUPY DQG JXLGDQFH GRFXPHQWV
followed strictly, in order to ensure the individual studies were conducted ethically and their
integrity was not compromised at any stage. These guidelines enabled the researcher to identify
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SWKH DUHDV RI RSHUDRWRERQHWKD WR Q VigHURY WHL5B) QT hese were:
informed consent, conILGHQWLDOLW\ SDUWLFLSDQWVY VDIHW\ DQG ZHC(
suggested in Burman (1994). The ethical approval from the University Research Ethics
Committee was obtained prior to each individual study in this investigation (see Appendix F.). The
approval process ensured that the research was designed ethically i.e., participants were able to
make informed consent about participation prior to the study, confidentiality was ensured, and

identifiable personal data were stored securely.

Informed consent is the fundamental criterion of ethically conducted research. Only a person who
has a full and correct understanding of the aims of the study, what it involves, and who it serves
(Burman, 1994), can make an informed decision about participation. To ensure that an informed
consent was obtained from all candidates invited to participate in this investigation, an information
pack was created for each of the componential studies. These packs are attached in Appendices
section for each study (Appendices A - E). In general, the information packs covered the following
aspects of the relevant study: the aim of the study, the role of participants, the research schedule
and the research methods. It also explained confidentiality and data protection, and how the
collected data will be stored, used and reported. Information about any potential risks and benefits

was included, and the withdrawal and complaint procedures were clarified.

Some sources (e.g., Bannister et al., 1996; Harding, 2013) suggest that to ensure maximum
transparency, it is important to honestly and truthfully explain to participants the role of the
researcher in the research and her personal gains from the research. The role of the researcher
as a student at City, University of London was clearly stated in the information packs provided to
candidates. The prospects of obtaining academic qualifications after completion and the
requirements for publishing reports from the studies, which could potentially enhance career
prospects for the researcher were also explained. Along the feminist research tradition (Burman,
1996), itis also a good practice to explicitly state the benefits that participation in the investigation
will bring to the participants. The benefits identified for participants in this investigation were

clearly stated in the information packs for the individual studies.

The researcher is responsible for protecting participants from harm and eliminating or reducing
any potential risks for participants (Harding, 2013). To ensure fully informed consent, participants
must be informed about any (even potential) risks related to the research. Harding (2013) claims
that the issue of harm needs to be considered particularly for studies that involve participants in
their professional capacity. This is because such studies typically ask participants to explain or
perform job-related tasks and share their real experiences. In such studies, participants may feel
that they are being judged on their competence and skills or compared with other professionals
in the study. This may have negative effect RQ SDUWL F L-&EREMV THis gdde® was
considered as particularly relevant for the studies in this investigation. All participants were
recruited to be observed and share their experiences as professional image users (Study | and
Study IIl) or apply their professional knowledge to make expert judgement about images

(validation surveys with image experts: Surveys 1 £3). It was important to ensure that candidates
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correctly understood the motivations for this investigation, its goals, and that no judgement or
comparison of their skills would be made or needed to inform this investigation. The no harm
principle was included in the information provided to participants for each study, and it was clearly
explained how the data would be collated and that any personal data would be de-identified. In
the recruitment, each participant was allocated a code number, for example, Participant 1
(referred to as: P1). The number was assigned by the order in which participants responded to
the Call for Participation and noted on their consent forms. This helped to de-identify the data, as
no real names were used in any of the documentation or reports. Further, participants were
informed that they could withdraw from the study at any time without being penalised and the
complaint procedure was explained in the information packs together with the contact information
for the researcher and the main Supervisor. To show their consent to participate in the studies,
participants had to read, sign and date two identical copies of a consent form for the relevant
study (Appendix A4 +E4). One of the copies was for the participant and the other stayed with the
researcher and was stored safely with the data from the research, accordngtR WKH 8QLYHUVLW
guidelines (City, University of London, 2015).

Studies that involved face-to-face sessions (Study | and Study III) with participants required more
considerations in regard to ethical implications (e.g., harm and risks) than the email-based
surveys (Surveys 1 +3). For example, special consent from participants to being audio/video
recorded was sought from participants in user studies (Study | and Study Ill), which was
unnecessary for the survey studies. The ethical considerations unigue to each study will be

discussed in relevant sections as shown in Table 3-5.

Study Inquiry Section
Study |. Interviews & observations Section 4.2.2
Survey 1. Section 4.9.2
Study II. Survey 2. Section 5.2.1
Study 1. Experiment Section 6.2.6
Survey 3. Section 6.7.2

Table 3- 5. The ethics section in the individual study chapters.

3.5Integration at the level of analysis and interpretation

A mixed-methods investigation produces qualitative and quantitative data, and allows for the data
to be analysed according to the needs of the investigation. Types of data collected in the studies

within this investigation are presented in Table 3-6. below.

Studies Study | Study Il Study I
Inquiry Interviews & Survey (1) Survey (2) E . Survey (3)
. . ! . / xperiment . /
methods observations | questionnaire | questionnaire questionnaire
Data types gual & quan quan quan quan & qual quan
Data Transcribed Transcribed
formats .text & Text Text .text & Text
images images

Table 3- 6. Data types and formats collected in each individual study in this investigation
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Qualitative data can be treated qualitatively or quantitatively (counts), and quantitative data can
be treated as numeric values or qualitatively (Guest et al., 2012). In the analysis, qualitative and
quantitative data are given a similar analytical treatment: preparing data, reviewing and exploring
data, coding, analysing and interpreting, and finally, reporting (Bazeley, 2018). Table 3-7.
provides an overview of the procedures undertaken in the analytical process carried out in this

investigation.
Procedures Key steps
Preparing data for Transcription of audio data, quality checks, segmentation of the data,
analysis linking of the data by case (participant, session, task),
visual data: labelling, linking to case,
enumeration of data for quan analysis (counts)
Exploring the data Reading and re-reading of textual data, reflecting,
applying initial codes, comparing, contrasting & linking between ideas in
different data sets, memoing,
descriptive statistics
Coding, analysing Further, reading and re-reading of the data, data coding, grouping into
& interpreting thematic categories & subcategories, & themes,
going beyond factual categories to conceptual themes across different
segments of data, seeking relationships between data from the diverse
sources for completeness,
re-contextualising enumerated data in the qualitative
Reporting Presenting integrated findings in discussion, visuals and tables included

where appropriate

Table 3- 7. An overview of the procedures undertaken in the analytical process carried out on the data
collected in this investigation.

3.5.1 Thematic Analysis

This investigation, particularly the interviews in Study |, produced qualitative data. These data
were analysed for relationships, patterns and themes with Thematic Analysis (TA). The goal of
most qualitative data analyses conducted in IIR is to reduce the qualitative responses into a set
of categories or themes that can be used to characterize and summarize responses (Kelly, 2009,
p. 127). Grounded Theory (GT) is often associated with theme generation yet, it is a complete
methodology rather than an approach to analysis. The key assumptions of GT are: the researcher,
at the start of the investigation, has no underlying knowledge of the research problem area that
could influence the interpretation of data, the analytic process is fully inductive and findings are
derived from the data, GT-based research is not concerned with any numerical data, and its
efforts concentrate on theory-building (Corbin and Strauss, 2008). This investigation was driven
by a set of well-defined research questions with the intention to locate its findings within the
existing knowledge about image use and users. It did not meet any of the basic requirements of
the pure GT. Therefore, Thematic Analysis (TA) was chosen for the analysis of data in this
research project. While detailed explanations of TA methods and procedures are provided in:
Boyatzis (1998), Braun and Clarke (2006), Guest et al. (2012), here is an overview of the key
principles applicable to this investigation. While it may generate a theory *or more commonly a
microtheory, as defined in Grbich (2007) +theory-building is not the primary aim of TA. It is mainly
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concerned with describing and understanding of how people feel, think, and behave within a
particular context relative to a specific research question. TA is practical and this characteristic
goes well with the pragmatism of mixed-methods approach adopted in this investigation. Guest
et al. (2012, p.) states, Ihe greatest strength of TA is its pragmatic focus on using whatever tool
PLIJIKW EH DSSURSULDWH WR JHW WKH DQDO\WLF MRE GRQH LQ D
This approach uses quantitative techniques in combination with interpretive and other techniques
to address a research problem, which suits mixed-methods studies. It handles well factual
(illustrative) themes, conceptual themes and categories, and numeric data. TA analysis follows
the three initial steps proposed in GT, i.e., reading verbatim transcripts, identifying possible
themes, comparing and contrasting. It shares with GT the systematic qualities, the continuous
comparison of data in an iterative manner: moving forward, backwards and across the data sets.
It requires a comparative and reflective approach to analysis resulting in adjusting and modifying

codes and categories when new themes emerge.

Guest et al. (2012) recommend co-coding as an activity that enhances the soundness of findings
produced from a TA analytic process. In this investigation, co-coding was conducted on the
visuals collected from the sessions with image users. Survey 1 (Section 4.9) and Survey 3
(Section 6.7) were both co-coding (validation) studies that involved independent image experts
who assessed the images for the presence/ absence of a pre-defined set of image features.
These studies required that the visual qualitative data were converted to counts, as described in
Section 3.5.2.

3.5.2 Use of counts and descriptive statistics

Applying quantitative analysis to qualitative data requires the data to be converted to numerical
values. Counts are a strategy integral to analysis of mixed data (Bazeley, 2018). In this
investigation, counts were applied to both textual data and images. Figure 3-6. below presents
how the code counting and descriptive statistics were used and re-contextualised with the original

qualitative data.

Coded text / images

S

Counts incidence
of codes to establish
- presence/absence
- frequency of codes

v

Re-contextualise in Descriptive
gualitative data statistical summaries
Include in the

descriptive thematic

Figure 3- 6. The process of code counting and descriptive statistics in
this investigation
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Frequency counts were applied to textual data from observations to establish the number of cases
with a particular code, e.g. counting the recurrence of specific visual feature across an image set,
and to identify contexts with the same code, e.g., understanding the relation between task and
specific behaviour. For the visual data, counting presence/ absence was applied with an aim to
establish the presence of pre-defined visual image features in three validation surveys with image
experts. Further, frequency counts were used across the whole sample of images to establish the
number of cases (images) with a particular code (a visual feature). These were calculated in
SHUFHQWDJHV )XUWKHU D SHUFHQW DJUHHPHQW ZDV FDOFXODW

3.5.3 The visual analysis of images

This investigation produced image-based data which included: images created by participants in
observations in Study I. (Chapter 4, Section 4.2.6) and in Study Ill. (Chapter 6, Section 6.4.2).
Once the images were collected, they were labelled and linked to the individual case: study,
participant, task, and resource. In Study Il. published images were sourced from the BBC
homepage specifically for the validation (Chapter 5). The textual data associated with each image,
e.g., news headline, date, synopsis, were kept in a spreadsheet.

There are several existing frameworks for image analysis, as described in van Leeuwen and
Jewitt (2001). Each has its distinguishing aim and focuses on different aspects of image and
provides descriptions at different levels of visual meaning. In this investigation, the visual social-
semiotics (VSS) framework was applied to image analysis. The visual features (visual resources)
and interpretations used in the VSS are included in Appendix G. There are several reasons why
VSS is the most suitable framework for this investigation. It allows to interpret images based on
their syntactic features and relationships between them. VSS has been effectively applied for the
analysis of journalistic images by researchers from the field of visual communication and visual
semiotics. These studies identified distinct sets of visual features recurring in news images in the
following functions, e.g., photos used in image-nuclear news stories (Caple, 2013), in online
galleries (Caple and Knox, 2012; 2015), and as thumbnail images (Knox, 2009). These findings
were an inspiration for this investigation, as CBIR systems operate on low-level syntactic features.
It was expected that identifying recurring features for an image function that is universally
understood by image professionals, and providing a meaningful interpretation of these features

is a key to addressing the existing semantic gap problem.

In the studies mentioned above, two researchers performed the visual analysis independently
and then the results of the co-coding activity were compared. In this investigation (validation
studies), images were visually inspected for the features defined in the VSS framework. In the
analysis process, the VSS visual resources were applied as a priori codes and converted to
counts for establishing of the presence/ absence of features, their frequency and identifying

patterns and trends in image tailoring.
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3.5.4 Integrated interpretation and reporting

In this multi-stage mixed-method investigation, a staged approach to integration was adopted
between the individual studies. Since the findings were sequentially fed from Study | to Study II,
and finally to Study Ill, the results of each study were also reported in stages. However, within
each individual study, the data came from several sources, e.g., qualitative data from interviews
and qualitative comments, mixed data from observations, and quantified counts from visual
artefacts. Therefore, a complementary analysis of these varied sources was carried out. Bazeley
(2018, p.92), explains that in this approach to analy V L \date® from different sources, of different
types and each with different strengths, beneficially come together in a complementary way, and
provide a more refined and rounded understanding and a better sense of the whole =~ 7KH
complementary strategies that were applied to integrate data analysis and its results in this
investigation include descriptive, comparative and iterative analysis: weaving and merging of data
in the analysis. The key benefits of a complementary approach are that it leads to better supported
outcomes. For example, if findings from one source confirm the results of the other, similar
conclusion can be drawn, or the same categories can be applied across methods, the results
have a greater credibility. In contrast, discordance or inconsistent outcomes indicate problems
that need to be addressed by the researcher. It was hoped that the thorough planning and effort
invested in the design of this investigation would ensure high coherence of results. However, data
about isolated cases, outliers and negative cases were to be included in the analysis and the final
report. This was done in line with the principle of transparency (Section 3.2.1), and to ensure that

the most complete and rich picture of the explored reality would be presented to the readers.

It is particularly useful in mixed-methods investigations when a single source is insufficient to
answer research questions (see: Section 3.6.2). The findings from each individual study were
integrated and reported in a single discussion section. Similarly, complementary integration was
adopted to the whole investigation and the outcomes of this PhD research project are compiled
in Chapter 7. Below, Figure 3-7 shows how the complementary analyses and integration were

carried out.
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Individual
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Whole
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DATA
from various sources

NS

Link the data
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=

Figure 3- 7. The complementary analysis of the diverse data sources carried out in this

investigation, based on the process presented in Bazeley (2018).

Table 3-8. provides signposts to the analysis sections for each individual study.

Study Inquiry Section

Study |. Interviews & observations Section 4.3
Survey 1. Section 4.9.5

Study II. Survey 2. Section 5.3

Study 1. Experiment Section 6.3
Survey 3. Section 6.7.5

Table 3- 8. The analysis section in each individual study in this investigation.
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3.6 Ensuring soundness of findings

Validity is one of the core elements of research design (Maxwell, 2005). It is claimed (Vogt et al.,
2014) that interpretive research and studies that use open-ended inquiry instruments create
SRWHQWLDO IRUHEVDN[POKWVYHG E\ SDUWLFLSDQWY PDhtkeH XQLQV
analytic process (Harding, 2013, p.173). Although Guest et al. (2012) and Bazeley (2018) argue
that the bias in qualitative studies is not greater than in other types of studies because all research
FRQGLWLRQV DIIHFW SDUWLFLSDQWVY UHVSRQVHY DQG EHKDYLR
qualitative component (Study I) where the interpretation of the data by the researcher was
required and unavoidable, in order to draw conclusions. Then, the findings from Study | fed into
Studies Il and Ill, and informed the design of research instruments and the criteria for
measurements. Therefore, all subsequent components in this investigation were highly
dependent on the interpreted meanings and the available data sets that had been originally
produced from the qualitative exploration. Furthermore, instead of generalisation, this
investigation is aiming to allow for and facilitate transferability of its findings to other similar
settings. In consequence, the criteria of validity that are normally used in quantitative studies, do
not apply to the findings of this investigation. There are strategies to enhance the soundness of
findings of interpretive research. Guest et al. (2012), Bazeley (2018), and Long and Johnson
(2000) point to: rigour and triangulation, transparency, and reflexivity. These criteria will be put

into practice at every stage of this investigation.
a) Rigour and triangulation

Rigour is a demonstration of integrity and competence, legitimacy of the research process. Tobin
DQG %HJOH\ S Fi@dotrigowk EnEr&\s &xl@nger that research may become
fictional journalism, worthless as contributing to knowledge = Several steps were undertaken to

ensure that rigour was maintained throughout all research phases in this investigation.

To ensure rigorous data collection, a variety of inquiry methods had been considered in relation
to the research questions and objectives defined for each individual study. As suggested in the
literature (Denscombe, 2010), methods were triangulated (e.g., interviews and observations), to
ensure that the findings can be checked against the results of another method. All methods and
research instruments, before they were used in the actual sessions with participants, had been

tested in pilot studies.

Sufficient samples of participants from the target audience were recruited in both studies with
users. The sample in Study | (Section 4.2.1) included 12 participants, and 11 participants
(including the pilot participant) took part in Study Il (Section 6.2.5). These numbers meet the
requirement of at least 6 respondents for qualitative exploratory studies and experimental
descriptive studies, as suggested in Morse (2000).

Thematic Analysis (TA) was chosen for the analysis of data in this research project (Section
3.5.1). TA offers a strict and rigorous process and techniques for handling data and examining

them for relationships, patterns and themes (Guest et al., 2012). The rigour was achieved through
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continuous reading and re-reading of data, the iterative comparison of data across data sets. This
ensured that codes and categories were being adjusted and re-adjusted whenever new

information emerged.

Several well-established frameworks and theoretical models from the literature about information
seeking (e.g., Conniss et al., 2000; Ellis et al., 1993), were applied to the interpretation of data
collected in this investigation. This allowed to create reliable codes and categories for analysis

and to locate the findings within the already existing knowledge (Section 4.3; Section 6.3).

To further enhance rigour in this investigation, data analysis was aided with a computer-based
gualitative analysis software, Atlas.ti, as recommended in the literature (e.g., Rambaree, 2007).
The tools available in Atlas.ti helped to identify relationships in the data, group elements of data
in categories, and establish hierarchical connections between them. The software also offered an
instant view of the rich and complex relationships in the data. It was easy to navigate between
the related elements when the lists of codes and categories had to be updated, which helped the

researcher to handle the large volumes of collected data.

To further ensure that the data from user studies were interpreted with rigour, 3 validation surveys
were carried out on visual data sets (Survey 1. +Section 4.9; Survey 2 +Chapter 5; Survey 3 +
Section 6.7). Each of these surveys involved 3 independent image experts (9 experts in total) who
visually inspected provided images and co-coded them for the presence of visual features defined
using terminology and concepts of the visual social semiotics framework (Kress and van
Leeuwen, 2006). The recruitment and methods used in the surveys were modelled on TREC
research that has a long history of investigating information retrieval (Voorhees and Harman,
2009). The data collected through the surveys were analysed quantitatively, using percent
agreement. Where appropriate, the results were compared with qualitative findings from user

studies (in Study | and in Study 111), in order to quantitatively corroborate the findings.
b) Transparency

To achieve transparency, this thesis provides detailed text-based descriptions and visual
presentations of the processes and activities undertaken in all studies in this investigation. The
choice of methods, and the design, purpose and application of research tools and materials are
clearly explained in the individual study chapters. The coding procedures are described, codes
and coding schemes are provided in Appendices. All perspectives, those that are coherent and
confirmatory of the results, as well as those demonstrating isolated views of image professionals
are included in the reported finings. This is done to ensure the provided description of the reality
is rich and most complete. Whenever it is possible, unique verbatim quotes from studies with
users (Study | and Study Ill) are included in the findings sections and in the discussion chapters
in this report. This is done to enhance credibility and transparency of the interpreted findings
(Guest et al., 2012), and to enable the readers to distinguish between the raw data and the
interpretations made by the researcher. It is known (e.g. Harding, 2013), that interpretation of
data even if conducted rigorously carries an element of subjectivity. Including quotes in support

of these interpretations, gives readers an opportunity to read for themselves what participants
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KDG DFWXDOO\ VDLG LQ WKH VHVVLRQVY DQG WR PDNH WKHLU RZ(

interpretations.
c) Reflexivity

Researchers involved in mixed-methods studies are encouraged to be reflexive on how their

actions and presence may have affected the data collection and analysis, and the quality of

collected data (Guest et al., 2012). In this investigation, the researcher took on a variety of roles:

the interviewer, observer, facilitator in an experiment, analyser, coder. In the planning session for

each study, the researcher reflected on the potential effect that her presence might have on
SDUWLFLSDQWVY UHVSRQVHV DQG EHKDYLRXU DQG VXEVHTXHQW/!
the researcher to plan for measures to be taken in order to minimise the bias and researcher

effect. For example, it is known that data collected in interviews can be affected by the
LOQWHUYLHZHUYfY SHUVRQDO LGHQWLW\ DJH JHQW®WHI& thddaVK QL FL\
qualities cannot be changed, their effect may be counterbalanced to certain extent by rapport-

building strategies, polite, and cordial attitude, showing genuine interest in the subject, being
UHFHSWLYH WR SDUWLFLSDQW VfputdaH Ve ReQedrehdr Eegt\W reedd/ofanyH D Q G
LVVXHV WKDW DURVH GXULQJ VHVVLRQV LQ KHU ILHOGQRWHYVY $G
own thoughts, questions and reflections about sessions, individual responses, etc. These notes

were kept separately from the data obtained from participants but were used as meaningful
UHPLQGHUV RI SDUWLFLSDQWVY UHDFWLRQVY DQG FDUULHG ULFK
reflected on each study after it had been completed. The researcher applied a simple reflective

cycle consisting of the following three questions: what? so what? now what? loosely based on
'"ULVFROOTY UHIOHFWLYH F\FOH 'ULVFROO 7TKHVH TXHVWLRQ
and what the observed situation meant in the context of the session and for the future of this
investigation. The theoretical limitations of selected methods were an important subject of this

reflective practice and had a significant impact on the methodological choices made in this
investigation but, what is more important, the reflective activity also focused on how the studies

were actually conducted in terms of procedures, tools, the completeness and accuracy of data

sets, etc. Reflexive analysis included the quality checks carried out on the data sets, memoing

(noting) any adjustments made to codes and coding schemes, following the rigorous process of

TA. The reflective process conducted in this research contributed to identifying the strengths and

limitations of each of the componential studies presented in the study chapters. Chapter 8 is a

personal reflection of the researcher on the research process, the different roles the investigation

required from her to take up, and the ups and downs that she experienced.

3.7 Summary

Chapter 3 discussed the methodological choices made in this investigation. Mixed-methods was
adopted as the most suitable approach to produce the in-GHSWK NQRZOHGJH DERXW LP
needs and behaviour (Goal 1), and to propose and evaluate a practical device for improvement

of image retrieval (Goal 2). Table 3-9. below presents the final research schedule with the key
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details about each of the three studies integrated within this investigation, and pointers to the

appropriate sections in this document.

Goals Goal 1 Goal 2
Research
questions RQs1&2 RQ 2 RQ 3 RQ 3
Objectives 1-6 6 7 7
Research Exploration Validation Validation Evaluation Validation
purpose
Timing Sequential >>> >>> >>>
Weighting QUAL quan QUAN QUAN QUAN qual QUAN
Studies Study | Study I Study I
Inquiry Interviews & Survey: Survey: E . Survey:
. : . ; . xperiment X .
methods observations = questionnaire = questionnaire questionnaire
Jan +July Aug +Dec
Dates 2013/2014 2014 2015 2016 2016
Data types qual & quan guan guan quan & qual quan
Sampling qual qual qual qual qual
Data Thematic Percentage Percentage Thematic Percentage
analysis analysis agreement agreement analysis agreement
Section in 42 4.9 5 6.2 6.7
this report

Table 3- 9. The final research schedule with key details about each of the three studies integrated within
this investigation, and pointers to the appropriate sections in this document.
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CHAPTER 4. Study I. £The qualitative study with image users

in online journal ism and validation survey 1.

4.1 Introduction

This investigation opens with Study I. that is an extensive exploration into the world of the image

users in online journalism. This study is driven by two aims: 1. to uncover how images are selected

to illustrate online news content (RQ1), and how and why images are tailored before publication

(RQ2), and 2) to identify within the broad narrative from the exploration concrete opportunities for
improvement to image retrieval to be evaluated in the experimental study that ends this
investigation (Chapter6 7R JDLQ D EURDG XQGHUVWDQGLQJ RI WKH XVHU
and needs in online journalism, Study I. has been designed to focus on the following six areas: 1)

The image user and the workplace, 2) lllustrati RQ WDVNV ,PDJH XVHUVY QHHGYV
task process, 5) The relevance assessment and selection criteria, and 6) Challenges in the
illustration process specific to the online environment. The extent of this investigation and the
corresponding aims are presented in Figure 4-1.

Aim 1. Provide a
broad understanding
of the world and
experiences of the
image users in online
journalism in relation
to image selection
and tailoring, gained
through an extensive
exploration of these
six key areas

Q°. @ O o
\((\960\\0(\ ’ﬂ\(\\)‘.’\(‘a (00 S
53\ N \\\ Q
o<\\e‘\ @

Figure 4- 1. A visual presentation of the aims and the six key areas researched in Study |. The areas
have been defined based on the Contextual Framework proposed by Conniss et al. (2000)
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The research questions 1 and 2 are further broken down into a set of focussed questions (Table

4-1).
Research sub - . Results
questions Themes and literature Data source presented in

L:KRY DUH WKH Profession: job roles, Interviews Section 4.72
professionals involved in responsibilities, skills, work
the image seeking and environment (typologies of IR users,
selection process? see Section 2.2.1)
What types of illustration Tasks sources, goals, components Interviews, Section 4.7.3
tasks are typical for online | and structure Observation
journalism? (e.g., Borlund, 2003; Bystrom and

Hansen, 2005; Conniss et al., 2000;

Fidel, 1997; Marchionini 1995;

Toms, 2011)
What are the work-related ,PDJH XVHUVY DXWKHQ| Interviews, Section 4.7.4
image needs of these (Conniss et al, 2000; Markkula and Observation
specific image users? Sormunen, 2000, Westman, 2009;

Westman and QOittinen, 2006)
What are the stages inthe | Stages and activities in the process Observation Section 4.7.5
image searching process? | in reference to models: Conniss et

al, 2000; Ellis et al. 1993; Markkula

and Sormunen, 2000,
What are the criteria used | Relevance and selection criteria in Interviews, Section 4.7.6
for image selection? reference to Conniss et al, Markkula | Observation,

and Sormunen, 2000, Westman and

Oittinen, 2006
What are the challenges Conniss et al. 2000 Interviews, Section 4.7.9
to task completion specific | Westman and Oittinen, 2006 Observation
to online journalism?
How and why are images | Tailoring techniques applied, visual Image analysis | Section 4.7.7
tailored in online image features present in the and Survey 1. and 4.7.8
journalism? tailored images, The VSS framework

(Kress and van Leeuwen, 2006)

Table 4- 1. Research sub-questions, pre-defined topics, data collection methods,

Since the focus of this study is on individual experiences, motivations and intentions driving the
image selection and illustration processes, a predominantly qualitative approach has been
adopted in Study I. Semi-structured interviews and observations have been chosen as the most
suitable inquiry methods for this investigation. The interviews facilitated an exploration of the main
research areas and resulted in gaining systematised factual knowledge about this particular group
of image users, their profession, work environment, tasks, selection criteria, and challenges they
face. Observations in situ complemented and enriched these data by providing real-life instances

of authentic activities undertaken by image users in order to complete illustration tasks.

The interviews and observation sessions took place between November 2