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Abstract—Accurately predicting the behaviour of electric
vehicles is going to be imperative for network operators. In order
for vehicles to participate in either smart charging schemes or
providing grid services, their availability and charge requirements
must be forecasted. Their relative novelty means that data
concerning electric vehicles is scarce and biased, however we
have been collecting data on conventional vehicles for many years.
This paper uses cluster analysis of travel survey data from the
UK to identify typical conventional vehicle usage profiles. To this
end, we determine the feature vector, introduce an appropriate
distance metric, and choose a number of clusters. Five clusters
are identified, and their suitability for electrification is discussed.
A smaller data set of electric vehicles is then used to compare
the current electric fleet behaviour with the conventional one.

Keywords—Clustering algorithms, Demand forecasting, Electric
vehicles, Pattern analysis

I. INTRODUCTION

This paper uses cluster analysis to identify typical vehicle
usage profiles. Such an analysis is important to reduce the
complexity of vehicle use prediction and to compare the
behaviours of the current conventional and electric fleets.

Charging of electric vehicles (EVs) has the potential to
significantly alter household electricity demand. If left un-
controlled, this would have serious consequences for the
network infrastructure [1]. Therefore, research into methods
of charging EVs with minimal impact on the grid, referred to
as smart charging schemes, are gaining popularity. In order to
practically implement smart charging the distribution network
operator (DNO) needs to accurately predict the behaviour of
the vehicles on its network. Both the energy consumed by the
vehicle and when it is likely to plug in are critical pieces of
information for planning. In the future it may also be possible
for EVs to supply power back to the grid [2], and successfully
incorporating this would also require accurate prediction of
vehicles’ availability.

In the UK EVs currently account for just over 2% of new
vehicles sales [3], and it has been shown in existing literature
that these consumers display some certain demographic traits
with respect to the nation’s vehicle owners. [4] report that EV
users are typically male, highly educated, have high incomes,
and often more than one vehicle in the household. This
demographic is likely to result in a different set of usage
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profiles, and for short-term planning these need to be identified.
However, as the penetration of electric vehicles increases it is
likely that the behaviour of the electric fleet will converge
towards the conventional one. There is therefore value in
assessing both how conventional vehicles are used, and how
the current EV usage differs from it.

Cluster analysis of data allows patterns to be identified, and
the dimensionality of the data to be reduced. In the case of
vehicle use, identifying patterns allows the fleet utilisation to
be better understood and visualised. If a set of representative
profiles is found it also simplifies the computation of the pre-
diction problem; instead of predicting individual requirements
we need to predict the number of vehicles belonging to each
cluster.

Previous smart charging research has adopted more sim-
plistic methods for modelling EV behaviour. A common
approach is to assume discrete probability distributions for
energy consumption and arrival time of vehicles (e.g. [5]–[7]).
However, these two quantities are unlikely to be independent -
the further a vehicle has travelled the later it is likely to arrive
home. Furthermore, [8] note that summary travel statistics
models like this miss details required for impact analyses at
the distribution network level.

Some previous work has incorporated clustering into EV
smart charging, although not for the prediction of vehicle
behaviour. For example, [9] proposes a charge optimisation
scheme which clusters vehicles by location, allowing the
charging station used to become a decision variable. Clustering
of EV data has also been used in other areas of research. In [10]
it is used to improve the efficiency of vehicle-to-infrastructure
communication, and [11] uses clustering of vehicles to find
the optimal locations for fast charging stations. Clustering of
usage profiles has been used more extensively in the area of
household electricity prediction (e.g. [12]). In this paper we
cluster vehicle usage using techniques which have previously
been used to categorise household demand.

Here we are focusing solely on the UK vehicle fleet,
although with appropriate data the methods presented could
be replicated for other areas. We are also only considering
weekday driving, as vehicles behave significantly differently
on weekdays and weekends. The former was chosen as vehicle
usage is on average higher and more diverse, making the
prediction both more important and more challenging.

In this paper we will first explain the data used, then outline



Fig. 1. Example vehicle usage profiles extracted from the NTS.

the clustering algorithm employed. The resulting clusters from
the conventional vehicle data are explored, and the differences
between the conventional and electric fleet are quantified.

II. DATA SOURCES

For this research a large data set of conventional vehicle
usage was used and compared with a smaller set of EV profiles.

A. National Travel Survey

To investigate vehicle use in the UK, the National Travel
Survey (NTS) was used [13] . This is an annual project which
records all of the trips undertaken by a household for a week,
where the households are randomly selected from across the
country. Journeys are recorded by hand; participants submit
a completed travel diary at the end of the week. The full
data set contains the time, distance, purpose and mode of
transport (among other things) of nearly 2 million journeys. By
searching through the data set for trips with the same vehicle
ID, over 100,000 individual usage profiles can be extracted.
Three example week long vehicle usage profiles are shown in
Figure 1, where time of day is on the horizontal axis, week
day on the vertical, and blue areas represent times when the
vehicle is in use. This allows vehicle specific characteristics to
be identified, for instance the second vehicle is shown to have
a very regular commute which it carried out on 4/5 weekdays.
As the travel diaries are only recorded for a week, this is the
longest profile which can be extracted.

Similar surveys are conducted in other countries, such as
the National Household Travel Survey in the US. The methods
produced in this paper could be applied to any such survey,
where car journeys are recorded provided the vehicle ID,
distance and timings of trips were recorded.

B. Electric vehicle usage

My Electric Avenue (MEA) was a project completed in
2016 which aimed to investigate the impact of EVs on distri-
bution systems [14]. Nissan Leafs were loaned to households
for a period of at least 18 months, during which all vehicle use
was recorded. The households were in concentrated geographic
groups, meaning those within the same group were charging
from the same low-voltage network. The project was opt-in
so participants behaviour is likely to be representative of EV
early adopters.

III. CLUSTERING ANALYSIS

Clustering is the accumulation of data into groups of
similar points. In this paper we focus on one of the simplest
methods: K-Means clustering. This aims to partition data into
K clusters, each of which is defined by a centroid which is the
mean position of the points in the cluster. Each point belongs
to the cluster whose centroid is closest to it, and the centroid
positions are chosen so as to minimize the average distance
of a point from its cluster’s centroid. The positions can be
computed using Lloyd’s algorithm, a full formulation of which
is presented in [15].

In order to implement this type of clustering one needs to
decide on: a feature vector, a distance metric and the number
of clusters present in the data.

A. Feature Vector

A feature vector is a set of numbers which describe each
point in the data set to be clustered. The cluster positions found
by the algorithm are highly sensitive to the choice of feature
vector, so choosing the variables carefully is critical.

In this study we are interested in identifying typical vehicle
usage patterns. One approach would be to choose parameters
which we think describe the vehicle use, e.g. distance travelled
or number of trips. However, as we are carrying out this
research with a view to planning charging it is important to
know when, as well as how much, a vehicle is being used.
Therefore, it was decided to use the average usage profile for
the feature vector, so that each element of the feature vector
represents the usage at a certain time of day. As the NTS
data does not record energy consumption, here the usage is
defined by the distance the vehicle has moved in the time
period, or the average speed. There is not enough information
to recover the actual velocity profile - we are effectively
assuming that each journey is completed at a constant speed.
This approximation is justified as it is the distance rather than
speed which most strongly dictates energy consumption, so it
is the distance we are more interested in. The total distance
that a vehicle has travelled can be recovered from the usage
profile by integration.

For each vehicle we have 5 weekdays of data, which
were combined to create an average profile. The average was
used because it describes not only the vehicle usage but how
repetitive it is, as the highest values will indicate a fast journey
carried out on the same time each day. By averaging the usage
profiles we get the expected distance travelled on any given
day at that time, so if a vehicle did a long journey one day
but not on the others the expectation would have a low value.



Fig. 2. The probability distribution of minutes past the hour of a recorded
journey start time.

A decision has to be made on the time resolution of the
profiles used. In the NTS journey times are recorded in minutes
past midnight, so theoretically we could cluster on profiles at
1 minute resolution. However, that would result in 1440-point
long feature vectors which will be computationally expensive,
and will limit the number of points we can cluster on. Using
this time resolution would also be pointless because the data is
unlikely to be accurate to this level, given they are recorded by
hand. In fact, closer examination of the survey data found that
rounder times were much more likely to be recorded. Figure 2
shows the probability distribution of minutes past the hour of a
recorded journey start time. There appears to be a 40% chance
of a journey either starting exactly on the hour or half hour
which seems statistically improbable, more likely people are
rounding their trips to the nearest half hour. It was therefore
decided to use a resolution of half an hour, resulting in 48
points per feature vector.

It is common practice in clustering to normalise profiles,
so that the relative shape of the feature vector variables
are compared rather than their magnitude. However, when
considering the use of EVs the distance it has travelled is
one of the most important features for planning charging.
Therefore, we have not normalised the profiles but uniformly
scaled them to have a maximum value of 1 - this limits the
size of the distances calculated during the composition. Nine
example feature vectors extracted from the NTS data are shown
in Figure 3.

B. Distance Metric

Standard K-Means clustering uses the Euclidean distance
as the distance metric between two data points. This describes
the distance between two vectors p and q as:

d(p,q) =

sX

i

(qi � pi)2. (1)

However, this is not ideal for clustering profiles as Euclidean
distances treat every point in the vector independently. To see
why this is problematic for time signals consider Figure 4,
which shows three synthetic profiles, (a-c), all of which contain
exactly two non-zero elements. (a) and (b) represent the same
signal shifted by one time instant while (c) is completely
different. Clearly we would recognise (a) and (b) as more
similar than (c). Unfortunately, using Euclidean distances, all
of these signals are equidistant from another.

Fig. 3. Example feature vectors as extracted from the travel survey.

Fig. 4. Three synthetic signals illustrating why Euclidean distance is
inappropriate in this case.

One common approach for the similarity of time-series is
to use their auto-correlation, which finds the maximum dot
product of the signals over all possible relative time-shifts.
However, shift invariance is not desirable for planning charging
a vehicle which carries out one journey at 2AM is not the same
as one that carries one out at 6PM. Instead, it was decided to
apply a Gaussian filter to the profiles. This smooths the profiles
with time, thereby encoding information about the surrounding
times in the features. Figure 5 shows the same three synthetic
profiles with filters of 0.5, 1 and 2 point standard deviations
applied. When the Euclidean distance is now applied it will
identify that (a) is much closer to (b) than (c). Carefully
choosing the filter width is important; too narrow a filter won’t
be effective, while too wide sacrifices valuable information.
Here we chose the 1 point standard deviation filter.

C. Selecting number of clusters

One of the biggest challenges of K-Means clustering is
determing the value of K, or the number of clusters. This can



Fig. 5. Three synthetic signals illustrating why Euclidean distance is
inappropriate in this case.

be a difficult job, particularly when the goal of the clustering
exercise is dimensionality reduction. As K is increased the
clusters necessarily describe the data more accurately, however
the more clusters there are the less the dimensionality of the
problem is reduced.

There are several heuristic methods which can be used to
select a number of clusters, and their suitability is context
dependant. In this case we attempted the elbow method (e.g.
[16]). This involves plotting the variation of total within-
clusters sum of squares (the sum of the squared distance of
every point from its cluster’s centroid) with number of clusters.
The relationship is necessarily monotonically decreasing as
adding more clusters will always reduce the average distance of
a point from a cluster, however typically there is a sharp initial
decrease which levels off. The point at which the decrease
transitions from sharp to gradual (the elbow) is chosen as
the number of clusters. The logic is that if introducing an
additional cluster significantly reduces cluster variance then
it is valuable, but if only a moderate reduction in variance is
achieved then it is not. The variation of within cluster sum of
squares with number of clusters for the NTS data is shown in
Figure 6. In this case there is not an obvious elbow, however
a transition from steep to gradual seems to occur around 4 or
5 clusters.

As we are interested in determining distinct vehicle usage
patterns it is also useful to visualise how different each
additional cluster is compared to the pre-existing ones. This
can be accomplished by looking at the variation of distance
between the two closest centroids with number of clusters,
which is shown in Figure 7. It should be noted that, unlike the
within cluster sum of squares, this tells us nothing about how
well the clusters describe the data, but should highlight when
there are two similar clusters. In this case we can see that
after 4/5 clusters the distance between the closest two clusters
becomes relatively small. This implies that, after this point
there are two centroids which are very similar. Therefore it was
decided to use K=5 clusters for the remains of the analysis.

Fig. 6. The variation in within cluster sum of squares with number of clusters
for the NTS data.

Fig. 7. The variation in distance between the two closest cluster centroids
with number of clusters.

IV. RESULTS

The clustering algorithm described in Section III was
carried out on 30,000 vehicle usage profiles from the NTS.
The resulting clusters are displayed in Figure 8. Each centroid
is displayed on a separate subplot using a solid line, the
shaded region covers a 90% confidence interval for the points
belonging to the cluster. In brackets below the cluster number
is the percentage of the data set which occupies that cluster.
The legend shows the distance covered by the centroid profile.

Three of the the five clusters seem to represent commuting
vehicles (clusters 1, 3, and 4) which together comprise only
18.6% of the vehicles in the data set. Of these number 4
is the most common, and also the shortest. Number 5 has
a similar but both leaves and arrives home earlier, it the pre-
processing blur is increased to several hours then these clusters
merge. Number 1 is the least populated cluster and appears to



Fig. 8. The centroids, 90% confidence intervals, average distances, and size of the 5 clusters resulting from the NTS vehicle use profiles.

represent vehicles which both commute and drive throughout
the day, this is the new cluster that emerges when you move
from K = 4 to 5. Numbers 2 and 3 show very flat usage profiles,
suggesting the vehicles are used uniformly throughout the day
- the divisor is the difference in distance they cover.

Perhaps the most striking result is that the vast majority
(nearly 75%) of the vehicles are in cluster 2. This is the lowest
usage group, covering an average of just 10 miles a day, and
suggests that the national fleet is under-utilised. If the eventual
electric fleet has this composition then only a small percentage
of vehicles will need charging on a daily basis.

As well as the average usage profiles it is interesting to
look at the distribution of distance travelled within the clusters.
Figure 9 shows the probability distribution functions of the
daily distance travelled within each of the identified clusters.
85 miles is the typical range of an EV, so the probability that a
vehicle in the cluster will travel less than that in a day is also
displayed. This shows that the vast majority of vehicles from
clusters 2, 4, and 5 would routinely manage on one charge a
day. In cluster 3 12% of vehicles would either require a larger
battery or additional charging, and in cluster 1 49% of vehicles
would. This tells us that of the vehicles regularly driving more
than 85 miles a day, 56% are them will be commuters and
44% are more uniformly used.

A. Comparison with existing EV fleet

The early adopters of EVs are likely to have usage profiles
which are distinct from the current conventional vehicles.
Cluster analysis of the MEA fleet, with only 200 vehicles, is
not likely to yield any notable results. However, by assigning
the vehicles to the clusters identified from the NTS the
composition of the two fleets can be compared. Figure 10
shows the cluster distribution for both data sets.

The dominating low use cluster is significantly smaller in
the MEA data (although still the most populated). It makes
sense that participants in an EV trial would drive more than
average. Also notable is that there were no vehicles in the MEA

Fig. 9. The distribution of average daily distance within clusters, in brackets
is shown the chance of travelling less than 85 miles a day on average.

Fig. 10. The probability distribution of cluster composition for both the NTS
and the MEA vehicles.



dataset belonging to cluster 3, the highest use class. This is
also unsurprising as the EVs in question have an insufficient
range to complete the centroid usage on one charge. MEA
used 24kWh Nissan Leafs which have an 84 mile range, while
cluster 3 travels an average of 92 miles.

Compared with the national average, the EV data contained
a significantly higher proportion of commuting vehicles (25%
rather than 13%). This aligns with the findings of [4] that early
EV adopters have high incomes.

V. CONCLUSION

In this paper K-Means clustering was performed on vehicle
usage profiles extracted from the National Travel Survey. The
resulting clusters were examined and a smaller EV data set
was used to compare the behaviours of the electric and national
fleets.

Five typical conventional vehicle usage profiles were iden-
tified, three of which represented commuting vehicles. Nearly
70% of vehicles were in the lowest use group, meaning
that in the UK 65% of the fleet mileage is completed by
30% of vehicles. If the EV fleet behaviour converges to the
current conventional one then smart charging will rely on
accurately identifying this 30% of vehicles. There would also
be significant potential for vehicles to provide services to the
grid, as so many of them could be relied on to be available.

In the short term however, EVs appear to have a higher than
average level of use. Almost double the number of commuting
vehicles were identified in the electric fleet data than in the
conventional one. This means that the first vehicles on the grid
will have significant charging demands and less availability to
provide services to the grid.
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