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Abstract

An experimental study was carried out to understand the way the turbulence

interacts with the boundary layer along the attachment-line of a swept wing,

since it may have an important role in the receptivity process of cross-flow

instability to freestream turbulence.

The work focused on the freestream turbulence amplification process approach-

ing a leading edge, previously seen on two-dimensional bodies, but yet not

investigated for swept models.

Two experimental investigations were carried out in two different wind tunnels

using two different models. The first was carried out in the Gaster wind tun-

nel, characterised by very low turbulence intensity. The model consisted of a

swept aluminium vertical flat plate inserted in a wooden fairing, similar to the

unswept model used by Bearman (1972). The flow field was measured using

a single hot-wire anemometer. In the low turbulent environment, no increase

in the velocity fluctuations was observed as the wall was approached. There-

fore, the freestream turbulence level was increased using, as a first attempt,

a metallic string, crossing the entire wind tunnel section, placed at different

orientations ahead of the model. It was found that the vertical string gener-

ated a localised freestream disturbance which was convected in the spanwise

direction, following the streamlines, without influencing the level of fluctu-

ations in the boundary layer. The horizontal string created a disturbance,

distributed in the spanwise direction, that made the boundary layer turbulent

at the attachment-line. A second attempt was carried out using a turbulent

grid made of parallel rods, mounted either in a horizontal or vertical config-

uration. In both configurations, the grid had an effect similar to that of the

xxv



Abstract

horizontal string creating a turbulent boundary layer on the attachment-line.

This effect may have been due to a contamination of turbulence from the root

of the wing. In all the cases, the turbulent boundary layer presented an in-

crease of fluctuations approaching the wall.

A second experiment was carried out in the T2 wind tunnel, characterised by

a level of turbulence higher than that of the Gaster wind tunnel, on a circular

cylinder model. In this case, a multi-component Laser Doppler anemometer

was used, enabling simultaneous measurements of the three velocity compo-

nents. The experiment focused on the flow approaching the stagnation point

of a cylinder mounted in the unswept configuration and then at four different

sweep angles (5◦, 10◦, 20◦, 30◦). The results achieved on the unswept configura-

tion showed an amplification of the spanwise velocity fluctuations approaching

the stagnation point with a maximum around the boundary layer edge, fol-

lowed by decay as the wall was approached. The spanwise velocity fluctuation

profiles were similar to those, based on hot-wire measurements, reported in the

literature. In the swept configurations the increment of the spanwise velocity

fluctuations was found to be still present and similar to the unswept case. At

30◦ sweep angle, the spanwise velocity fluctuations were observed to increasing

right up to the measured point closest to wall. One of the effects of increasing

sweep angle was to increase the frequency at which the turbulence was most

amplified.

A number of new trends have been identified, confirming that, in general, the

phenomena at the swept leading edge boundary layer cannot be explained

using two-dimensional arguments.
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Chapter 1

Background and motivation

1.1 Introduction

On the 17th December 1903, Orville and Wilbur Wright transformed the hu-

man dream of flying into reality. Just 30 metres of flying distance, only 12

seconds that have shaped the future of the world in an unbelievable way (An-

derson Jr, 1999). Nowadays, after 115 years, the aviation industry counts 4.1

billion1 civil passengers travelling on commercial aircraft in a year.

Beside the incredible technological improvements, the aviation industry is fac-

ing a new challenge in the 21st Century. The concern for the global warm-

ing and the climate change is requiring a combined effort by all the indus-

trial sectors in reducing the environmental impact. The aviation industry

is particularly involved since its emissions account for 3% of the total Eu-

ropean greenhouse gases and 2% of the global emissions2. The vision in a

long-term scenario, in which the air traffic is expected to grow enormously,

is even worse. According to the air traffic forecast by ICAO (2016), the

number of revenue passengers per kilometre (RPK) is expected to grow at

4.4% annually reaching 20 trillion RPK in the 2040. The growth of passen-

gers and fleets would be accompanied by a growth of fuel consumption and

air pollution. The emissions are expected to rise more than 300% by 20503.

1The number is referred to the year 2017 according to the ICAO statistic. Source:
https://www.icao.int/annual-report-2017/Documents.

2Source: https://ec.europa.eu/clima/policies/transport/aviation en.
3See note 2

1

https://www.icao.int/annual-report-2017/Documents
https://ec.europa.eu/clima/policies/transport/aviation_en


Chapter 1. Background and motivation

A review of the different techniques that can be employed to reduce the fuel

consumption is given in Green (2008). One possibility is to reduce the aero-

dynamic force that opposes to the body motion in a fluid, which is the drag,

by preventing or delaying the transition from laminar to turbulent flow. By

definition, a laminar flow is a well organised flow where the streamlines move

smoothly parallel each other; while, in a turbulent flow the streamlines move

in chaotic paths (see figure 1.1a). The laminar state of the flow is always a

natural condition, but the presence of disturbances in the environment or on

the wall over which the fluid is flowing, induces a change in the flow state from

laminar to turbulent through a transition process. In other words, a flow could

be laminar, but in reality it is unstable and would transition to a turbulent

state.

Laminar

Turbulent

(a)

0

y/δ

1

0 1

U/U∞

laminar

turbulent

(b)

Figure 1.1: a) A sketch of a laminar and turbulent flow b) a comparison of the
boundary layer velocity (U) profile as function of the wall normal direction (y) for the
laminar and the turbulent conditions in the dimensionless coordinate (δ is the boundary
layer thickness and U∞ the velocity of the freestream).

One important difference between laminar and turbulent flows along the sur-

face of a wing, or a generic solid body, is within the boundary layer, defined as

the layer of fluid close to the wall where the viscous forces are not negligible

(Prandtl, 1904). The boundary layer and the associated skin friction arises as

the air flows over the surface. It is often quantified through the friction co-

efficient (cf ), a dimensionless quantity defined as the ratio between the shear

2



1.1. Introduction

stress at the wall (τw ) and the dynamic pressure:

cf =
τw

1/2ρU2
∞

where ρ is the density, U∞ the freestream speed. On its turn, the wall shear

stress is given by:

τw = µ
dU

dy

∣∣∣∣
y=0

(1.1)

where µ is the viscosity, y is the wall-normal direction and U is the velocity

that changes going towards the wall. A comparison of a typical laminar and

turbulent boundary layer is shown in figure 1.1b. The velocity profile of a

turbulent boundary layer is much fuller compared to the laminar flow and the

derivative dU
dy

, close to the wall, is clearly higher in the turbulent case, creating

a larger shear stress τw.

Among all the contributions to the total drag on a commercial aircraft wings

at cruise speed, the skin friction drag is approximately 50% (Goldhammer and

Plendl, 2014). In particular, the laminar flow is limited to a narrow region

close to the leading edge. It emerges that one possibility to reduce drag, which

means less fuel consumption, and therefore less pollutants emitted, is to delay

laminar to turbulent transition. A more detailed quantitative analysis of the

benefit of laminar flow is reported in Green (2008).

Historically, the idea of Laminar Flow Control (LFC) was developed driven

by a completely different aim. During the World War II, the British govern-

ment appointed the North American Aviation to design and construct a new

fighter aircraft for the Royal Air Force, the P-51 Mustang shown in figure 1.2

(Green, 2008). The aircraft is still remembered as one of the most successful

project of that period thanks to the natural laminar flow wings. In the follow-

ing decades, the interest for the laminar flow has been always oscillating with

the price of oil. Many works have demonstrated the feasibility of the differ-

ent solutions, such as laminar flow control through suction, but the aviation

companies have never been persuaded to manufacture laminar flow aircraft.

3



Chapter 1. Background and motivation

Figure 1.2: North American Aviation P-51 Mustang. Source: https://
nationalinterest.org/blog/buzz/why-nothing-could-stop-p-51-mustang-30287.

Nowadays, due to the mentioned concern for CO2 emissions and air pollution,

the interest in the laminar flow technologies has raised again. The researchers

are focused on two different ways to deal with transition. On one side, the

optimisation of the wing design in order to obtain the laminar flow as much

as possible. On the other side, the companies are looking for simple technical

solutions to delay transition with either passive systems, such as roughness, or

active systems, such as suction or blowing. Some of them have resulted promis-

ing, but the key point to be able to develop a system to prevent transition is

the understanding of the physical processes involved. The topic is particularly

challenging for research since the mechanisms that trigger transition are sev-

eral, depending on the flow conditions and the environmental conditions which

are often difficult to control.

1.2 Brief history of transition

Reynolds (1883) studied the flow into a long straight pipe with constant cross-

section and smooth walls at different velocities using colour filaments. He

observed that at low velocities every particle moves with constant velocity

and the injected colour appear as straight lines (figure 1.3a). As soon as the

velocity increases, the colour mix up with the surrounding water. By using a

light of an electric spark, Reynolds observed distinct curls, indicating that the

4
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1.2. Brief history of transition

flow was organised in eddies.

(a)

(b)

Figure 1.3: Reynolds (1883) experiment, evolution in a pipe flow: a) laminar b)
turbulent.

Reynolds was able to demonstrate the existence of a critical velocity caus-

ing the laminar to turbulent transition. In addition, he was able to de-

scribe the phenomenon through few dimensional parameters combined in a

non-dimensional group:

Re =
ρU∞D

µ
(1.2)

where ρ and µ are respectively the density and the viscosity of the fluid, U∞

its speed and D a characteristic length, i.e. the diameter in the case of the

pipe. The Reynolds number (Re) represents the ratio between the inertial and

the viscous forces.

Later, it was demonstrated that the Reynolds number gives a reliable criterion

to determine whether the flow is laminar or turbulent in many cases, such as

flows in a pipe or on a flat plate, but often it is not sufficient. In the years

after Reynolds’ experiment the transition mechanism has been widely studied.

In 1914 Prandtl was able to show experimentally that the boundary layer itself

can be either laminar or turbulent. He assumed that the viscous boundary

layer can be unstable. But only years later, with the works by Tollmien (1923)

and Schlichting (1933), a theoretical model of flow instability was proposed.

Furthermore, only after the experiments by Dryden (1946) and Schubauer and

Skramstad (1947) the theoretical model was actually confirmed and accepted

(Schlichting, 1960).
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Chapter 1. Background and motivation

After the second world war up to the nowadays, enormous progress has been

made in the field, but the complicated nature of the topic has led to more

advanced mathematical models accompanied by more elaborate experimental

setups. It has been found that several mechanisms can establish the condition

for transition. Furthermore, the processes are trigged by different disturbance

sources (roughness, sound, turbulence, etc.) interacting with the boundary

layer differently, and often not easy to control. A reliable model able to predict

the transition from laminar to turbulent in all the situations has not been found

yet.

1.3 Transition mechanisms

As mentioned, the transition mechanisms are usually trigged by disturbances

interacting with the boundary layer making the flow unstable, as it was ob-

served by Schubauer and Skramstad (1947). The authors classified the distur-

bances in two groups, the internals, such as vibrations, geometry and rough-

ness, and the externals, disturbances coming from outside, such as turbulence

or sound. In addition, the disturbances can naturally occur (i.e. freestream

turbulence, sound) or be artificially generated (i.e. vibrating ribbon, localised

suction/blowing).

The process by which the disturbances are fed into the boundary layer is called

receptivity. It is considered the first stage of the transition process.

A schematic view of the transition process stages was proposed by Morkovin

(1994) as shown in figure 1.4.

When the level of disturbances is particularly high, turbulent flow seems to

occur immediately, almost naturally. This mechanism, called bypass (path C

in figure 1.4), is still not fully understood. The name indicates that the flow

bypasses the linear process, since, experimentally, the flow becomes turbulent

in a very short time making the process very difficult to be observed.

With reference to figure 1.4, following paths B the second possible stage is the

transient growth. This process is related to the eigenfunctions, which are part

of the solutions of the stability equations, not being orthogonal. This means
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1.3. Transition mechanisms

that two eigenmodes, having different time rates, may still interact and gen-

erate an algebraic growth over a short time (Schmid and Henningson, 2012).

Experimentally, the transient growth has been observed in environments with

high levels of freestream turbulence and it manifests as streamwise vortical

structures (Fransson et al., 2004). It is hypothesised that transient growth

and by-pass transition are somehow related, but again this is an open field of

research.

Enviromental disturbances

low high

Receptivity

Transiet growth

Primary modes

Secondary mechanisms

Bypass

Breakdown

Turbulence

B

A
C

Figure 1.4: Transition path, modified from Morkovin (1994).

For small amplitude of the environmental disturbances, the transition mecha-

nism follows the most common and validated path, A in figure. The receptivity

is followed by the linear growth stage, where small disturbances are amplified

exponentially (primary modes). Once the disturbances are grown to a finite

amplitude, with the boundary layer being saturated, the process goes to the

non-linear stage, where secondary instability mechanisms are present. The last

stage is the breakdown, in which structures of different scales and frequencies

are excited by the non-linear mechanisms and the flow becomes completely

turbulent.
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Chapter 1. Background and motivation

1.4 Hydrodynamic stability theory

A dynamic system is considered stable if, when perturbed by a disturbance,

returns in its original state, whereas it is considered unstable if the disturbance

grows. In a flow field, the latter case would correspond to the laminar to

turbulent transition. Generally it is described by the hydrodynamic stability

theory.

The basic assumption was conjectured by Reynolds (1894): the laminar flow is

always a possible solution of the equations of motion (Schlichting, 1960). The

hydrodynamics stability theory, in fact, analyses the response of the laminar

boundary layer to disturbances of small or moderate amplitude (Schmid and

Henningson, 2012).

A wide review of the hydrodynamic stability theory may be found in many

well-known books, as those by Drazin and Reid (1981), Schlichting (1960),

Schmid and Henningson (2012).

Linear stability theory

The motion of a viscous fluid flow is described by the Navier-Stokes equations,

which include the conservation of mass and the conservation of the momentum.

For an incompressible flow in dimensionless units it is:

∇ · −→U = 0 (1.3)

∂
−→
U

∂t
+ (
−→
U · ∇)

−→
U = −∇P +

1

Re
∇2−→U (1.4)

where
−→
U is the velocity field, P the pressure and Re the Reynolds number.

With appropriate boundary conditions, this set of equations describes the fluid

motion in any circumstance4. However, since a general solution of the equa-

tions has not been found yet various assumptions need often to be adopted to

simplify the problem.

Let define the base state flow in motion over a body (where x is the chord-

wise coordinate, y is the wall normal and z the spanwise), with the velocity

4In the presence of external forces an extra term needs to be added.
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1.4. Hydrodynamic stability theory

−→
U (x, y, z) and the pressure P (x, y, z), which is a solution of the Navier-Stokes

equations and whose stability is the object of the investigation. The linear sta-

bility analysis superimposes to the stationary basic state flow a perturbation

−→u (x, y, z, t), p(x, y, z, t). The total flow field, sum of the basic flow and the

fluctuation has to be, on its turn, solution of the Navier-Stokes equations:

∇ · −→u = 0 (1.5)

∂−→u
∂t

+ (−→u · ∇)
−→
U + (

−→
U · ∇)−→u + (−→u · ∇)−→u = −∇p+

1

Re
∇2−→u (1.6)

The analysis seeks solutions of these unsteady, non-linear equations, which

describe the evolution of the perturbed flow. In this form the equations are

quite complicated to be solved and also to get a numerical solution they would

require a high powered computer (Saric, 2008). For these reasons, often some

simplifications are assumed. The first assumption is that the disturbances are

infinitesimal, therefore the second-order term (−→u ·∇)−→u can be neglected since

u is much smaller than U (linear disturbance equations).

A second assumption is that the basic flow does not have a wall normal velocity

component (V ), and the spanwise (W ) and streamwise (U) are only function of

the y coordinate, that is
−→
U = (U(y), 0,W (y)). This parallel flow assumption

is clearly an idealisation, since the streamwise velocity depends also on the

streamwise coordinate x; but in some cases the dependence on the x coordinate

is much smaller compared to y, therefore the assumption gives results well

comparable to the experiments (i.e. flat plate flow). For the pressure the

dependence on both coordinates must still be considered (P (x, y)).

The linear disturbance equations, considering the parallel flow assumption,

projected on the (x, y, z) axis become:

∂u

∂x
+
∂v

∂y
+
∂w

∂z
= 0 (1.7)

∂u

∂t
+ U

∂u

∂x
+W

∂u

∂y
+ v

dU

dy
= −∂p

∂x
+

1

Re
∇2u (1.8)

∂v

∂t
+ U

∂v

∂x
+W

∂v

∂z
= −∂p

∂y
+

1

Re
∇2v (1.9)
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Chapter 1. Background and motivation

∂w

∂t
+ U

∂w

∂x
+W

∂w

∂z
+ v

dW

dy
= −∂p

∂z
+

1

Re
∇2w. (1.10)

The solution of this linear system of equations can be found considering a

wave-like disturbance:

−→
q′ (x, y, z, t) = −→q (y)ei(αx+βz−ωt) (1.11)

where
−→
q′ represents any of the disturbance quantities, for instance

−→
q′ =

[u, v, w, p]. In equation 1.11, α, β and ω are complex quantities represent-

ing respectively the chordwise wave number, the spanwise wave number and

the frequency. In the same way, −→q (y) is a complex quantity, while
−→
q′ (x, y, z, t)

has to be real, since the Navier-Stokes equations are real.

By substituting the disturbances in the equations 1.4 and after some manipu-

lations, the well-known Orr-Sommerfeld equation can be derived:

d4v

dy4
−2k2d

2v

dy2
+k4v− iRe

[
(αU+βW −ω)

(d2v

dy2
−k2v

)
−
(
α
d2U

dy2
+β

d2w

dy2

)]
= 0

(1.12)

where k2 = α2 + β2. The Orr-Sommerfeld equation is a complex 4th-order

linear differential equation Schlichting (1960). The stability analysis is, now,

an eigenvalue problem of the perturbation equation that can be solved with

appropriate boundary conditions. For a given basic flow (U(y), 0,W (y)), it

exists only a specific combination of the parameters (α, β, ω, Re) who satisfy

the equation 1.12. In the linear stability analysis, usually, the equations are

solved for different Re numbers varying the other parameters. In particular,

the analysis seeks for the limit of stability to obtain the neutral stability curve.

This curve identifies, for each Re, which wave number makes the flow unstable.

The lowest Re at which an instability is possible is called indifferent Reynolds

number (Reind). An example is reported in Chapter 2, figure 2.14.

The imaginary part of α, β and ω (denoted by αi, βi and ωi) determines if the

solution is stable or unstable (see figure 1.5).
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x, z, t

eωit, eαix, eβiz

2π/ωr,2π/αr, 2π/βr

Figure 1.5: An example of wave growing in time and space (αi, βi, ωi positive).

Generally, the disturbances can be amplified spatially, temporally or both spa-

tially and temporally:

• for a temporal stability analysis ω is complex, while α and β are real. If

ωi is positive, the disturbance grows in time and the flow is unstable;

• for the spatial analysis ω and β are assumed to be real, while streamwise

wave number α is complex. If αi is positive, the disturbance grows in

space.

Clearly, the spatial analysis is more laborious. For small temporal or spatial

growth and values of the parameters close to the neutral curve, the temporal

stability can be converted in the spatial one through the Gaster’s transforma-

tion (Gaster, 1962).

Rayleigh’s inflection point criterion

If the instability under investigation is inviscid, in the limit of large Reynolds

numbers, the Orr-Sommerfeld equation (eq. 1.12) becomes the Rayleigh equa-

tion:

(U − c)
(
d2v

dy2
− α2v

)
− d2U

dy2
v = 0 (1.13)

where the spanwise component is omitted and c = ω/α is the complex wave

speed. In earlier works on instability this was the equation mostly used. Lord

Rayleigh was already able to determine some very important theorems about
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Chapter 1. Background and motivation

instability. In particular, he demonstrated the inflection point criterion which

affirms that an inflection point in the velocity profile is a necessary condition

for the flow to be unstable. It can be shown that multiplying the equation

1.13 by its complex conjugate and integrating with respect to y, the imaginary

part of the equation becomes:

ci

∫ y2

y1

1

(U − cr)2 + c2
i

d2U

dy2
|v̂|2dy = 0, (1.14)

where ci is the imaginary part of c. If ci > 0, then d2U
dy2

has to be zero between

y1 and y2, which means that the base flow velocity has an inflection point.

eN -method

As mentioned, the numerical methods to solve the stability analysis require

a lot of computational time even with the modern computers. On the other

hand, experimental investigations are also expensive and time consuming and

can only provide a limited amount of test cases. For these reasons, the aviation

industry has been looking for simple and quick criteria to predict the transi-

tion location in support of the wing design. In particular, the en-method,

or N-factor method, is a well-established, and probably the most popular,

methodology used to predict transition location. The eN -method is briefly

described here since it has been used to design the model for the experiment

reported in Chapter 5.

The eN -method was developed independently by Van Ingen (1956) and Smith

and Gamberoni (1956) for two-dimensional low speed flows and it was extended

in the ’90s to three-dimensional flows. The assumption is that there exists a

critical amplification rate (N) at which the laminar to turbulence transition

occurs (Saric, 2008).

Consider a disturbance, defined by equation 1.11, at a generic x-location with

amplitude A = eαix. In a second location at distance dx downstream, the

amplitude becomes A + dA = eαi(x+dx). The amplitude of the disturbance
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1.5. Primary modes

increases or decreases according to the ratio:

A+ dA

A
=

e−αix

e−αi(x+dx)
(1.15)

which becomes:

ln(A+ dA)− ln(A) = −αidx. (1.16)

To observe the behaviour of the disturbance from a certain location x0, where

the disturbance has amplitude A0, the equation can be integrated as:

N = ln(A/A0) =

∫ x

x0

−αidx. (1.17)

The result of this integration is the N -factor, and it can be calculated for each

wave number. The method works assuming a certain threshold for N at which

the flow becomes unstable. The threshold usually comes from experimental

observations.

The method was initially developed based on linear theory, although there have

been attempts to extend the methodology to non-linear stability analyses. It

works, within some error limits, only for small and well-specified disturbances

(Saric, 2008).

1.5 Primary modes

Going back to path A of figure 1.4, for a three-dimensional boundary layer

four types of primary modes are generally identified:

• Tollmien-Schlichting (TS waves), waves propagating in the streamwise

direction;

• Görtler vortices, counter-rotating vortices on a concave surface;

• Attachment-line mechanisms, due to disturbances propagating in the

spanwise direction at the attachment-line;

• Cross-flow (CF), co-rotating vortices on rotating disk and swept wings.

In the next sections a brief overview of those types of instability is presented.
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Chapter 1. Background and motivation

1.5.1 Tollmien-Schlichting

The Tollmien-Schlichting instability is a viscous instability characterised by

temporal unstable waves growing in the streamwise direction. It was pos-

tulated in the ’30s by Tollmien (1929), and Schlichting (1933) for a Blasius

boundary layer. At the beginning the theory did not received a wide accep-

tance since, at that time, it was really difficult to build a wind tunnel with a

level of turbulence intensity low enough to allow the observation of the pre-

dicted unstable waves. Only in 1943 did Schubauer and Skarmstad demon-

strate the existence of this viscous instability, with an experiment published a

few years later due to the war (Schubauer and Skramstad, 1947).

Since then, many experimental and computational studies have been carried

out. A further description of the TS evolution and breakdown together with

an historical literature review can be found in Mack (1984) and Schlichting

(1960).

This instability may appear on swept wings, although a favourable pressure

gradient has a stabilising effect on the TS waves.

1.5.2 Görtler vortices

The basic idea behind the Görtler instability is that the shear flow over a

concave wall can be subjected to centrifugal instability. The idea comes

from the Rayleigh circulation criterion which states that for a circular ge-

ometry, described by the curvilinear coordinates (r, θ, z), and a basic flow
−→
U = (0, V (r), 0) (respectively the radial, tangential and axial velocity compo-

nents), the necessary and sufficient condition for the existence of an inviscid

axis-symmetric instability is d(Γ2)/dr < 0 everywhere in the flow, with Γ being

the circulation (Γ = rV ). Figure1.6 shows some examples of the criterion.

If the viscosity is considered, the Rayleigh criterion is only a necessary condi-

tion. The criterion was applied to the instability analysis of different types of

flow. For instance, Taylor investigated the Coette flow, and Dean the channel

flows.
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r

V

(a) unstable

r

V

(b) stable

r

V

(c) stable

r

V

(d) unstable

Figure 1.6: For the Rayleigh circulation criterion the flow in b) and c) is stable, while
in a) and d) is unstable (modified from Saric (1994)).

The first application on boundary layer was presented by Görtler (1941), who

considered the boundary layer travelling over a concave surface (figure 1.7).

Görtler showed that for a boundary layer travelling on a concave wall, the

instability forms streamwise counter-rotating vortices, which eventually be-

come unstable. The fundamental consideration in Görtler’s analysis is that

the original wavelength of the vortices is preserved, therefore the instability is

described by a single wavelength. Mathematically, the main difficulty is that

the parallel flow assumption cannot be used on a curvilinear wall.

The Görtler instability causes transition on many common fluid systems, such

as a supersonic nozzle and turbine-compressor blades, etc. A review of this type

of instability has been given by Saric (1994). It has been demonstrated that

the Görtler instability vortices can destabilise TS-waves on two-dimensional

flat plate.

The linear instability in the case of a swept wall with variable curvature was

studied by Hall (1985). In this case, the presence of a sweep angle, together

with a pressure angle, create the condition for the cross-flow vortices, as it will

be shown later. The cross-flow vortices are co-rotating, the opposite of the
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Chapter 1. Background and motivation

counter-rotating vortices described by Görtler. If the swept body has a curvi-

linear surface and if the Rayleigh circulation criterion is verified, in principle

there are the conditions for both the instabilities. Hall (1985) demonstrates

that under moderate sweep angles, the Görtler vortices are suppressed by the

presence of crossflow.

In addition, another region in which the Rayleigh criterion is verified is the

stagnation region of bluff bodies. Therefore, in that region, the Görtler insta-

bility should be observable, but Stuart (1984) has demonstrated that such an

instability does not occur.

Figure 1.7: The Görtler instability, the boundary layer on concave walls produces
unstable vortices. Figure from Saric (1994).

1.5.3 Attachment-line mechanisms

The attachment-line of a swept wing is the streamline at the leading edge

where the flow impinges. The flow at the attachment-line is tangential to the

leading edge uniquely in the spanwise direction. Since the flow has to be at

rest at the wall, and since the spanwise velocity component is not zero, there

exists a boundary layer along the attachment-line.

Two main mechanisms may affect the nature of the attachment-line boundary
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layer: attachment-line contamination and attachment-line instability. Histor-

ically, these mechanisms and the cross-flow instability were discovered simul-

taneously.

The attachment-line contamination is not an instability, but it makes the

attachment-line boundary layer turbulent. It is due to disturbances from the

fuselage propagating along the spanwise attachment-line of a swept-back wing,

which may render the flow turbulent. Instead, the attachment-line instability

is a spatial instability that can occur at particularly high Reynolds numbers.

The flow at the attachment-line of a swept wing will be described in detail

in Chapter 2 together with a more comprehensive literature review about the

two mechanisms just mentioned.

1.5.4 Cross-flow

The crossflow instability is an inviscid instability due to a combined effect of

the pressure gradient and the streamlines curvature; for instance, it occurs on

swept wings and on rotating disks.

The sketch in figure 1.8 shows the flow over a swept wing of a constant chord

and infinite span. Two coordinates systems are usually defined: (X,Y,Z) based

on the wing geometry and (x,y,z) following the external streamline, both with

the y-direction being normal to the surface.

(a)

(b)

Figure 1.8: a) Inviscid streamline on a swept wing, b)generation of the cross-flow
(Arnal and Casalis (2000)).
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At the attachment line, the velocity is parallel to the spanwise direction. Over

the wing, in the inviscid region, the streamwise velocity increases due to a

favourable pressure gradient (dp/dx < 0) leading to a curvilinear inviscid

streamline. The curvilinear streamline generates a centripetal velocity which

is balanced by the pressure gradient in the inviscid region.

Inside the boundary layer, the streamwise velocity reduces, and so the cen-

tripetal force, while the pressure gradient remains unchanged since it depends

only on the outer flow. Thus, the pressure gradient and the centripetal ac-

celeration are not balanced (Saric et al., 2003). This imbalance creates a

secondary flow in the boundary layer, perpendicular to the direction of the

inviscid streamline. The velocity component in this direction is called the

cross-flow velocity. Since the cross-flow velocity has to be zero on the wall and

zero at the edge of the boundary layer, an inflection point must exist within the

boundary layer (as shown in figure 1.8). According to the Rayleigh stability

criterion, the inflection point is a sufficient condition for an inviscid instability.

Although the cross-flow component is weak, about 5-10 % of the freestream

velocity, its effect can destabilise the flow. Going back to figure 1.8, after

point xM ,the pressure gradient decreases along the streamline and eventually

becomes zero. In this region, the cross-flow velocity inside the boundary layer

is weaker. In the last region, where the pressure gradient starts increasing

(dp/dx > 0), the streamlines change the curvature and the cross-flow velocity

close to the wall reverses, creating the characteristic s-shape profiles which

generates the cross-flow spanwise vortices (see figure 1.9).

Figure 1.9: Schematic of co-rotating cross-flow vortices.

In this instability mechanism both stationary and travelling modes are present,

although transition will be caused by one or the other, but not both of them.

Whether the travelling or the stationary unstable modes dominate the insta-

bility, depends on the source of disturbances. In particular, Deyhle et al.
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1.6. Influence of freestream turbulence

(1993) found that an increase in freestream disturbances lead to a travelling

dominating scenario, while the presence of roughness triggers the stationary

modes leading to a stationary modes dominated instability, although the two

receptivity sources may interact.

The cross-flow instability was discovered by Gray (1952) during a flight test.

Gray observed that the transition front on swept wings is moved much closer

to the leading edge compared to unswept wings. The observation was followed

by china clay flow visualisation that revealed a regular pattern of striations

over the swept wing. These observations led to a series of further investiga-

tions, among which Gregory and Walker (1952) confirmed the existence of the

phenomenon and observed the same three-dimensional instability in a rotating

disk. In the latter case, the cross-flow velocity component in the radial direc-

tion is due to the centrifugal forces generated by the rotation of the disk.

Cross-flow instability has been subjected to many experimental and numerical

studies. Reviews can be found in Bippes (1999), Arnal and Casalis (2000),

Saric et al. (2003).

1.6 Influence of freestream turbulence

The generation of the unstable modes requires the presence of artificial or nat-

ural disturbances that interact with the boundary layer through a receptivity

process. Among the natural disturbances, it has been highlighted that the

freestream turbulence influences the nature of the cross-flow instability, deter-

mining whether it is stationary or travelling-wave dominated.

The freestream disturbances consists of two types: vortical (turbulence) and

irrotational (sound) (Saric et al., 2003). The difference is that acoustic dis-

turbances propagate at the speed of sound, while vortical disturbances are

convected at the freestream speed. In contrast, the phase speed (c = ω/α) of

the unstable wave is a fraction of the freestream speed. This means that the

receptivity mechanism requires a wavelength conversion process.
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The concept was introduced by Goldstein (1983, 1985) who studied the recep-

tivity of TS waves on a Blasius flow, demonstrating that natural receptivity

occurs in regions where the mean flow changes rapidly in the streamwise di-

rection. Two regions were identified: (1) body leading edge region where the

boundary layer grows rapidly; (2) downstream regions with localised surface

non-uniformity, i.e humps or suction strips, were the mean flow has to adjust

on a short streamwise length scale. He carried out an asymptotic analysis,

showing that the freestream disturbances with large wavelength can trigger

TS waves with smaller wavelength. For acoustic freestream disturbances it

was found that the receptivity mechanism is effective only in the second re-

gion. Experimentally, the receptivity due to freestream disturbances on two-

dimensional boundary layer has been widely studied in literature. A review of

more recent works regarding receptivity of two-dimensional flows can be found

in Saric et al. (2003).

The receptivity due to freestream turbulence of three-dimensional swept wings

boundary layers is a relatively more recent field of investigation. The first ex-

perimental investigations were carried out on a swept flat plate with a displace-

ment body placed at a certain height above the plate by Bippes and Mueller

(1988), Deyhle et al. (1993), Bippes (1999). The displacement body was used

to create the desired pressure distribution that would make the cross-flow in-

stability grow. The experiments were performed in different wind tunnels with

turbulence intensity in the range of 0.08% ≤ Tu ≤ 0.57%. In the wind tunnels

with lower turbulence intensity, a transition dominated by stationary cross-

flow modes was observed, while in the wind tunnels with an higher turbulence

intensity the transition was dominated by travelling cross-flow instability. The

results have been confirmed by many authors. White et al. (2001) carried

out an experimental investigation on a swept wing at different levels of turbu-

lence intensity, finding that at Tu ≥ 0.2% the instability was travelling-modes

dominated. The work was followed by Downs and White (2013) who tested

five turbulent generating grids varying the level of turbulence from 0.016% to

0.190%. Kurian et al. (2011) studied a swept flat plate with different turbu-

lence generating grids, finding, as well, the threshold for the instability through
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travelling modes at Tu = 0.2%.

All the experiments mentioned involved the use of discrete roughness placed

on the surface. It was demonstrated that the roughness establishes the ini-

tial condition for stationary cross-flow modes; while the freestream turbulence

establishes the initial conditions for travelling cross-flow modes. In particu-

lar, when the freestream turbulence increases, the amplitude of the travelling

cross-flow modes increases accordingly, while the stationary cross-flow modes

are damped. It was observed that if the turbulence intensity is increased

slightly (Tu = 0.15%) the stationary modes are still predominant in the tran-

sition mechanism but their growth is reduced and the transition front delayed

(Bippes, 1999). This means that the two types of disturbances, the roughness

which is a stationary disturbance and the freestream turbulence which is a

travelling disturbance, trigger two receptivity mechanisms that may interact.

Schrader (2008) carried out a direct numerical simulation (DNS) on a swept

flat plate with a pressure gradient. The receptivity study considered again two

type of disturbances, a vortical freestream turbulence and the roughness find-

ing the numerical limit for stationary dominated instability to be Tu ≤ 0.5%.

The discrepancy between the DNS and the experimental works is influenced

by the way the turbulence intensity is defined. In the DNS, the freestream dis-

turbance was modelled by a single mode. In the experiments, the turbulence

intensity is defined with respect to the band pass velocity fluctuations, gener-

ally from 2 Hz to 10 kHz. In addition, the signal is influenced by a series of

electronic or environmental noises that vary with the wind tunnel conditions.

In a more recent experimental work, Borodulin et al. (2017) investigated cross-

flow instability in 39 different regimes using four turbulence generating grids

(0.054% ≤ Tu ≤ 0.19%), and no grid installed, two types of distributed rough-

ness and different freestream speeds. The model used was a 35◦ swept flat plate

with a bump on the roof of the wind tunnel to create a desired pressure dis-

tribution. In agreement with previous investigations, the author described the

following scenario:

• low turbulence environment, the instability is dominated by steady cross-
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flow; the transition begins with appearance of local high-frequency sec-

ondary instability which appear at the apexes of the turbulent wedges;

• high turbulence environment, the instability is dominated by the trav-

elling modes; the high frequencies, which determine the onset of the

transition, appear intermittent in the time signal; the transition front

does not present turbulence wedges and it is uniform in the spanwise

direction.

The receptivity of cross-flow instability to the acoustic freestream disturbance

was studied by Deyhle et al. (1993) in an experiment in which the sound wave

was produced using a speaker. The sound produced large fluctuations in the

freestream, but the boundary layer was unaffected and the transition front

did not change. Similar results were found by Radeztsky et al. (1999), both

the experiments were looking at stationary cross-flow dominated instabilities.

Numerical study on Falkner-Skan-Cooke boundary layer by Crouch (1992) and

Choudhari (1994) demonstrated that only the travelling waves are receptive

to the acoustic disturbances.

1.7 Motivation of the thesis

The literature review reveals that the freestream turbulence interacts with

the boundary layer and plays an important role in the receptivity mecha-

nisms. The turbulence intensity in flight conditions is known to be much lower

(Tu = 0.05% according to Riedel and Sitzmann (1998)) than that achieved

in most of the wind tunnel facilities. It is, therefore, extremely important to

understand the exact mechanisms behind the freestream turbulence and the

boundary layer interaction to allow a correct interpretation of the experimental

results. In addition, the boundary layer transition is a mechanism important

also in applications where the level of the disturbances may be higher.

The idea of the present work has been to try to analyse the physical mechanism

of freestream turbulence interacting with the boundary layer. In particular,
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the work has focused on the flow approaching the leading edge of a swept

body. As mentioned in the previous section, already Goldstein (1983, 1985)

observed that the leading edge region plays a role in the receptivity problem

of a Blasius boundary layer. For instance, Hanson et al. (2012) optimised the

leading edge geometry for experiments on laminar to turbulent transition of

unswept flat plate. The present work focuses on the freestream turbulence dis-

tortion in the region upstream of the swept leading edge and on the interaction

with the attachment-line boundary layer. The main motivation is to provide a

contribution to the understanding of the freestream turbulence and cross-flow

interaction. Some authors have previously tried to address a similar problem,

i.e. Seddougui (1990) suggested a connection between attachment-line and

cross-flow instability, Bertolotti (2000) attempted a numerical analysis which

turned out to be quite complicated.

1.8 Outline of the thesis

The thesis starts with a literature review on the two dimensional stagnation

point flow; in particular the vorticity amplification theory is revisited. The

theory predicts the amplification, due to the stretching, of freestream vortic-

ity approaching a leading edge. It follows an examination of the flow at the

attachment line, which reveals that the vorticity amplification theory has not

been investigated on a swept body. This has given a new motivation to the

current investigation, since the topic may be of interest also in several engi-

neering fields, i.e. turbomachinery.

The investigation itself has been carried out through wind tunnel experiments.

The first attempt was carried out on a vertical flat plate inserted in a far-

ing body, or, in other words, a swept wing with a blunt leading edge. The

aim of the model was to investigate simultaneously the vorticity amplification

at the leading edge and the receptivity of cross-flow instability. The model

has been investigated in a low turbulence wind tunnel using a single hot-wire

anemometry. A leading edge disturbance amplification in the low turbulence
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environment was not found. To create a controlled freestream turbulence dis-

turbance, a tiny wire has been installed upstream of the model, vertically and

horizontally oriented. The experimental investigation, carried out at different

flow conditions, revealed that the use of the wire to convect a vortex towards

the attachment-line is quite a complicated technique.

A second set of experiments has been carried out on a circular cylinder mounted

initially straight and later at four different low sweep angles (5◦ to 30◦) using

multi-component laser Doppler anemometer in a wind tunnel with a relatively

higher freestream turbulence level. The advantage of the latter wind tunnel

is that a freestream disturbance was naturally present, although random and

chaotic. The measurement technique has allowed to gather information on the

three velocity components at the same time, which turned out to be useful to

understand such three-dimensional flow. The different model configurations,

unswept and swept, have allowed to identify how the sweep angle modifies the

leading edge vorticity amplification.

In the last chapter on this thesis, the conclusions are accompanied by an anal-

ysis of suggested follow-up works.
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Chapter 2

Flow in front of a leading edge

2.1 Stagnation point flow

2.1.1 The Hiemenz flow

A flow approaching a stationary solid two-dimensional surface decelerates until

it encounters the wall and divides in two symmetrical streams about the so

called attachment stagnation point (SP) to then becoming flow parallel to the

surface (figure 2.1). The flow at the stagnation point is locally at rest and the

velocity vanishes (SP in figure 2.1 at x = y = 0 where V (0, 0) = 0).

A stagnation point flow occurs in nature wherever a flow impinges on a solid

surface. In many engineering applications the stagnation point assumes a

critical role due to the establishment of a high rate of heat transfer, i.e. in gas

turbine blade, turbulent combustion gas, micro-electronics cooling system or

material processing.

The flow about this point is influenced by the streamlines rapidly curving to

overcome the body, which is an obstacle for the flow.

The plane flow in the neighbourhood of the attachment stagnation point can

be modelled as the flow impinging on an infinity vertical smooth flat plate.

Following the Cartesian coordinate system in figure 2.1, the inviscid streamline
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V∞

y

x

SP

δ

Figure 2.1: The flow against a vertical flat plate (Hiemenz flow). SP is the stagnation
point from which the δ boundary layer grows.

function is Ψ = axy and the velocity field is described by:

−→
U


U(x) = ax

V (y) = −ay

W = 0

(2.1)

where a is a constant depending on the freestream velocity and dimension of

the body. The pressure can be derived by applying the Bernoulli equation:

p = p0 −
ρ

2
a2(x2 + y2). (2.2)

where ρ is the density and p0 is the total pressure of the potential flow. At the

stagnation point, the pressure reaches a maximum.

The viscous flow over a vertical flat plate was originally described by Hiemenz

(1911), and it is often called after him Hiemenz flow. Hiemenz’s intuition was

to assume the streamfunction of the form Ψ(x, y) = xF (y). Considering the

dimensionless boundary layer coordinate η = (a/ν)1/2y, the streamfunction in

the dimensionless coordinate system becomes Ψ(x∗, η) = (νa)1/2x∗f(η), where

x∗ = (a/V∞) x and the velocity components are:

−→
U


U = axf ′(η)

V = −√aνf(η)

W = 0.

(2.3)
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2.1. Stagnation point flow

Substituting in the dimensionless Navier-Stokes equations, and after some ma-

nipulations, Hiemenz found that the viscous flow is described by the third order

differential equation:

f ′′′ + ff ′′ − f ′2 + 1 = 0 (2.4)

where the prime indicates the derivative respect to η.

The equation can be solved with the following boundary conditions at the wall

and at the freestream:

η → 0 f = f ′ = 0; η →∞ f ′ = 1 (2.5)

In its turn, the pressure, considering the viscous solution, becomes:

p = p0 −
ρ

2
(a2x2 + ν a f 2 + 2 ν a f ′) (2.6)

Hiemenz (1911) calculated numerically the solution of equation 2.4, which is

displayed in figure 2.2.

Figure 2.2: Viscous Hiemenz flow solution (continous curves) and the linear interpo-
lation of the outer flow (dashed line).
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Chapter 2. Flow in front of a leading edge

The viscosity has a displacement effect on the inviscid velocity profile. The

V-velocity profile (proportional to f(η)) tends to the inviscid straight line

(dashed blue line in figure) at infinity, while the shape of the U-velocity profile

is very similar to the classic boundary layer, i.e. Blasius flow, with the velocity

approaching a constant value at infinity.

The boundary layer thickness, defined as the thickness at which the velocity

is 99% of the freestream velocity (u = 0.99 U∞), corresponds to:

δ = η99

√
ν

a
= 2.4

√
ν

a
.

To better characterise the shape, it is useful to refer to two integral quantities.

In particular, the displacement thickness for the Hiemenz flow is:

δ∗ =

√
ν

a

1

U

∫ ∞
0

(U − u)dη ≈ 0.65

√
ν

a
. (2.7)

As shown in figure 2.2, the displacement thickness from equation 2.7 also

corresponds to the displacement of the viscous solution:

δ∗ = lim
η→∞

[η − f(η)]. (2.8)

A second integral quantity used to describe the boundary layer is the momen-

tum thickness, that is a measure of the momentum loss in the friction layer:

Θ =

∫ ∞
0

u

Ue

(
1− u

U∞

)
dη = 0.29

√
ν

a
(2.9)

The ratio between the two integral parameters, the shape factor (H), char-

acterises the boundary layer profile. For a Hiemenz flow it corresponds to

H = δ∗/Θ = 2.24.

2.1.2 Hiemenz flow and enhancement of turbulence

The early observations

In 1928 Piercy and Richardson, while studying the generation of large-scale

turbulence structures in the wake of a circular cylinder, measured the velocity
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2.1. Stagnation point flow

fluctuations in the entire flow field around the cylinder. The experiment re-

viled two main regions with higher turbulence intensity: the region where the

flow develops in the wake and the area in front of the stagnation point (fig-

ure 2.3). The authors reported that the unsteadiness at the stagnation point

attenuate around one third of the chord without being transported by the flow.

Figure 2.3: Contours of velocity fluctuations, measured through a vibration gal-
vanometer around a cylinder immersed in a flow (left to right) by Piercy and Richardson
(1928).

In 1930 the same authors repeated the experiment over an aerofoil, finding

the same regions of unsteadiness (Piercy and Richardson, 1930). Also in this

case, the fluctuations in front of the stagnation point were damped early down-

stream around one quarter of the chord length of the aerofoil.

The observations were confirmed by Kuethe et al. (1959) through a hot-wire

investigation on a blunt-nosed body of revolution. In all cases, the region of

unsteadiness extended over a distance of 30 to 50 boundary layer thickness in

front of the leading edge.

The first conjecture

The physical mechanism that generates the unsteadiness in the flow approach-

ing a solid body has been matter of investigations and discussions for years

following the initial observations.

The first conjecture was proposed by Görtler (1955). He hypothesised that the
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decelerating flow at the stagnation point would become unstable and develop

counter-rotating vortices spaced at a fixed distance each other by a mechanism

similar to the centrifugal instability on concave walls, Görtler instability1, pre-

dicted by himself few years before (Kestin and Wood, 1970). Görtler idealised

the undisturbed stagnation flow following the Hiemenz mathematical model

and derived the disturbance equations for the stagnation flow against a flat

plate assuming a disturbance proportional to exp(βt + iαz), where z is the

direction normal to the plane of the flow, β is the time amplification exponent

and α the spatial wavelength. The solution of those time-dependent equations

was investigated by Hämmerlin (1955). He, firstly, analysed the time indepen-

dent equations (β = 0) finding that the disturbances can exist for a continuous

range of wavenumbers α = 2π(ν/a)1/2/λ for 0 ≤ α2 ≤ 1. Then, he determined

β for a given α, proving that the disturbances can amplify if 0 ≤ β + α2 ≤ 1.

The vorticity amplification theory

Kestin and Maeder (1957) presented a NASA report with a comprehensive ex-

perimental investigation and some theoretical considerations of the influence

of turbulence on heat transfer. They proved that the turbulence intensity and

the Reynolds number have an influence on the heat transfer. The report con-

cluded that it was necessary a study of the mechanism of flow in, and heat

transfer across, boundary layers at the outer edge of which exists a fluctuating

velocity.

Following the observations on the report, at the beginning of the ’60s Kestin

and Maeder, with the contribution of Sutera, developed the so called vor-

ticity amplification theory to understand the considerable discrepancies

evident in the result of certain experiments in forced convective heat transfer

(Sutera et al., 1962). The first mathematical model was published in 1962 and

a more general review in 1965 exclusively by Sutera (Sutera, 1965). The model

superimposed a sinusoidal perturbation to the flow approaching the stagnation

point and solved the time-independent vorticity-transport equation, together

with the incompressible continuity equation, and the time-independent energy-

1see Chapter 1

30



2.1. Stagnation point flow

transport equation, assuming no dissipation, and using the Hiemenz flow as

a boundary condition. The theory found that the vorticity in the freestream

is transported by the oncoming flow towards the body and, if properly ori-

ented, may be stretched by the velocity field (see sketch in figure 2.4). The

effect of the stretching is to amplify the vorticity intensity at the edge of the

stagnation-point boundary layer. The parameter that determines whether the

vorticity is amplified or attenuated is its wavelength; vorticity of scale smaller

than a defined natural wavelength (λ0) is indeed dissipated, while vorticity

with larger scale (λ > λ0) is amplified at the edge of the boundary layer. This

concept is well represented in figure 2.4, where the freestream disturbance is

sketched as a cross-vortex tube. When it approaches the stagnation point it

is elongated by the stretching and consequently its scale, that is its diameter,

decreases while increasing its vorticity (Sadeh et al., 1977).

y

stream plane

stagnation plane

V (y) = V0(y) + cos(k z)

ωx

ωx

z
x

Figure 2.4: Stretching of vorticity approaching a flat plate (modified from Sadeh et al.
(1977)).

The natural wavelength for the Hiemenz flow was found to be λ0 = 2π(ν/a)1/2 ≈
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2.6δ, where a is the deceleration rate of Hiemenz flow, ν the cinematic viscosity

and δ the boundary layer thickness for Hiemenz flow. In addition, Sutera et al.

(1962) showed that the oncoming vorticity has also an effect on the thermal

boundary layer and, actually, the latter was found to be even more sensitive

compared to the velocity boundary layer. It was solved for various Prandtl

number, finding that a wall-shear stress increment of 3% can correspond to a

wall-heat-transfer increment of 40%.

A few years later, Sadeh et al. (1970) extended the theory to a circular cylin-

der considering the curvature effect. In the circular cylinder only in a narrow

area in front the stagnation point the velocity behaves linearly as described by

Hiemenz flow. The authors demonstrate that also in that case the stretching

is the predominant mechanism within the linear range, with the vorticity, of

scale larger than the neutral scale, that is preserved and eventually amplified

as the linear velocity range is approached.

The instability

Kestin and Wood (1970) tried to refine the Görtler-Hämmerlin model consid-

ering a flow against a body with a curvature, as a cylinder. They argued that

the continuous spectrum of eigenvalues found by Hämmerlin was due to an

idealisation of the flow: Hiemenz flow solution goes to infinity really far from

the surface, while for a generic body it should tend to the freestream velocity,

as in the cylinder potential flow solution. The authors evaluated the stability

analysis considering the flow on a circular cylinder, of radius R, in a wedged

area around the stagnation point. They solved the problem with and without

curvature (R → ∞). The analysis was time-independent considering only a

spanwise sinusoidal perturbation, forced to vanish in the freestream by the

boundary conditions (i.e. u(η →∞) = 0). They concluded that the Hiemenz-

type flow is inherently unstable for a continuous range of wavelengths, but in

the presence of curvature it is unstable to only one wavelength:

λ =
2π R

Re1/2

24/3

φ
′′1/3
0

1(
3− 2

3
(2/φ

′′
0)4/3

)1/2
(2.10)
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where R the radius, φ0 the stream function and the superscript ′′ indicates

the second derivative with respect to the direction perpendicular to the wall.

The authors have considered the power series approximation for the cylinder

stagnation point flow at the wall which gives φ
′′
0(η → 0) = 1.233. Substitut-

ing the natural wavelength from the vorticity amplification theory (λ0), they

concluded that for a circular cylinder the unique unstable wavelength is:

λ = 1.79 λ0. (2.11)

Physically, the flow becomes three-dimensional developing a series of spanwise

counter-rotating vortices at the boundary layer edge (see figure 2.5). Instead,

considering an infinite radius of curvature the solution gives a continuous spec-

trum, in agreement with Hämmerlin’s solution.

Figure 2.5: Sketch of the counter-rotating vortices developing at the stagnation point
of a cylinder (Kestin and Wood, 1970).

In addition, Kestin and Wood compared their theory with available flow-

visualisation experiments as function of Reynolds number and turbulence in-

tensity. Those experiments have shown the presence of alternative streaks of

higher and lower shear at a constant distance over circular cylinders. By plot-

ting the experimental results and interpolating the data at the same turbulence

level, the authors showed that their model predicts the distance between the
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streaks at zero turbulence intensity, therefore they were probably the footprint

of the stagnation point vortices developing on the cylinder.

Wilson and Gladwell (1978) revised the Görtler-Hämmerlin model and the

Kestin approach questioning the boundary conditions and demonstrating that

the flow at the leading edge, for high Reynolds number, is stable to infinitesi-

mal periodic disturbances in the spanwise direction. On the other hand, they

admitted that there are a lot of experiments which have proven the contrary

and they indicated three main limitation of their model: a) it is valid only for

infinite Reynolds numbers; b) it is valid only in the neighbourhood of the stag-

nation line, a wedge of about 0.5◦; c) non-linear effect were not included even

though they might play an important role with the appearance of secondary

vortices. The authors agreed that the stretching is the cause of the ampli-

fication, but they disagreed on the possibility that such amplification causes

secondary vortices.

Lyell and Huerre (1985) explained that the difference between Wilson-Gladwell

and Görtler-Hämmerlin approaches is that the former was looking at distur-

bances originating in the viscous-stagnation-flow region, which turns to be

always stable, while the latter was studying vortical disturbances forced from

the outer potential mean flow, which would experience algebraic growth or

decay as they approach the viscous layer. Lyell and Huerre progressed on

the Hämmerlin approach by applying a Galerkin method2 to the linear and

non-linear stability analysis of the Hiemenz flow. The linear stability analysis

revealed an infinite number of modes all attenuated in time, while the non-

linear analysis showed that a disturbance exceeding a certain threshold can

non-linearly destabilise the Hiemenz flow.

More recently, Xiong and Lele (2004) theoretically analysed the effect of length

scale and intensity of turbulence of the impinging disturbances together with

the effect associated with heat transfer; they gave a theoretical model that

could be numerically solved and later Xiong and Lele (2007) tried to solve the

problem using large eddy simulation (LES).

2The Galerkin methods are numerical techniques to solve partial differential equations.
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The stagnation point flow in absence of solid boundary

Kerr and Dold (1994) considered a stagnation-point in absence of solid bound-

aries, i.e. four-roll mill, and studied the formation of vortices whose axes were

parallel to the direction of the diverging flow. They were looking at mixing in

a stagnation-point flow, but their founding was quite similar as in presence of

solid boundaries. They analysed the solution of the Navier-Stokes equations for

a decelerating Hiemenz flow with a periodic perturbation in the spanwise direc-

tion. As boundary conditions they assumed the flow at the leading-edge to be

symmetrical with respect to the stagnation line and no wall at the stagnation

point. They found that for certain wavelengths the perturbation amplified and

created vortices at the stagnation point, similar to those observed by Sutera

et al. (1962); Sutera (1965).

The experimental investigations

The discussion on the vorticity amplification and the instability of the stag-

nation point flow was accompanied by a great number of experimental inves-

tigations on different type of models and flow conditions.

Three important studies have been already mentioned: Piercy and Richard-

son (1928, 1930) and Kestin and Maeder (1957). The last is a NASA report

focused on the effect of turbulence on the flow around a cylinder at subcritical

Reynolds number in the range 5.2× 104 ≤ ReD ≤ 20.9× 104. The freestream

turbulence was produced in a controlled manner by using different turbulence

generating grids. Furthermore, flow visualisations of the separation line and

dynamic pressure measurements were carried out. The results presented in the

work revealed three main effects of the turbulence on the flow field: modifica-

tion of the mean surface pressure distribution, delay in the separation point,

reduction in the mean drag. The authors conclude that these modifications,

function of both the Reynolds number and the freestream turbulence intensity,

were due to the vorticity approaching the leading edge which reduces its scales

to a value commensurate with the boundary layer thickness.

As previously mentioned, a strong motivation for studying the stagnation point

flow was the interest in heat transfer. Smith and Kuethe (1966) carried out
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measurements of heat transfer and skin friction on a flat plate and on a cir-

cular cylinder downstream a turbulence generating grid. They investigated

how the heat transfer and the skin friction increases when the turbulence in-

creases, in particular at the stagnation point of the cylinder. The existence of

coherent structures at the stagnation point was revealed by flow visualisations

published by Sadeh et al. (1970). The smoke visualisation was carried on a flat

plate with adjustable flap and the oncoming turbulence was modified by in-

serting different turbulence generating grids. The flow visualisations show the

smoke filament rolling up at the stagnation point and the response to different

grids. The paper includes also a hot-wire investigation on the stagnation flow

on the flat plate and on a circular cylinder at Reynolds number around 105.

Figure 2.6: Flow visu-
alisation at the stagnation
point of a flat plate (flow
left to right) Sadeh et al.
(1970).

The turbulence grid was realised by parallel rods ori-

ented either horizontally or in parallel, the idea is that

the grid orientation influences the preferential orien-

tation of the eddies in the generated freestream tur-

bulence. The vorticity oriented parallel to the cylin-

der axis was found to be the one that is amplified,

in agreement with the vorticity amplification theory.

The boundary layer at the leading edge was found

to modify its shape when the turbulence is increased,

showing that the higher freestream turbulence changes

the nature of the boundary layer from laminar to tur-

bulent. The measurements also demonstrated that the

phenomenon is associated to a continuous shift of fre-

quencies from high to low as the boundary layer is approached. In particu-

lar, for a scale smaller than the neutral wavelength, the energy decays as the

boundary layer is approached. Inside the boundary layer the penetrated tur-

bulence was observed to decay. The authors conclude that the eddies larger

than the boundary layer cannot survive and therefore a rapid transfer of en-

ergy to smaller scales occurs.

In addition, Sadeh et al. (1977) carried out an investigation on flow visuali-

sation using white smoke of the flow at leading edge of a circular cylinder at
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ReD = 8 × 103. They identified the coherent structures at the leading edge

and captured their time evolution from three different views. The life cycle

of a single vortex resulted between 700 ms and 800 ms which corresponds to

a range between 1.2 Hz and 1.4 Hz. The same cylinder was further stud-

ied by Sadeh and Brauer (1980, 1981). The boundary layer investigation was

conducted with a turbulence generating grid installed upstream of the model

at different Reynolds number (5 × 104 ≤ ReD ≤ 20 × 104) by using a single

hot-wire anemometer. Only the measurements at ReD = 12 × 104 with the

grid installed upstream have been published. The presence of the grid makes

the boundary layer turbulent.

Figure 2.7: Sadeh and Brauer (1981) experiment on the flow approaching a stagnation
point of a cylinder (R = 80 mm, ReD = 1.2 · 105) with a turbulence generating grids.

The plot shows the turbulence energy (u2
2) for difference scales (λ) normalised by its

minimum value (u2
2,0) as function of the distance from the cylinder. Legend: • λ/λ0 =

5.52,• λ/λ0 = 6.90, • λ/λ0 = 13.80.

The data were analysed applying the Taylor hypothesis to identify the energy

corresponding to each wavelength and the most amplified wavelength. It was

found that the energy amplifies outside the boundary layer and a continuous

shift of frequency from high to low was found approaching leading edge. As

shown in figure 2.7, the most amplified wavelength was found to be 5.52 times

the neutral wavelength .
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Most of the experimental vorticity amplification surveys were conducted on

bluff body to achieve a relatively thick boundary layer at the stagnation point.

Sadeh and Sullivan (1980) investigated the vorticity amplification on a NACA

65-010 aerofoil in a wind tunnel using turbulence generating grid made by ver-

tical cylinders. The investigation consisted of a flow visualisation at Reynolds

number of 2.5 · 104, based on the aerofoil chord at zero angle of attack, and

of an hot-wire survey. The flow visualisation was able to capture the coher-

ent structures at the leading edge. The hot-wire measurements were con-

ducted at Re = 1.5 · 105. With the turbulent grid installed the boundary

layer was turbulent at the stagnation point. The turbulence approaching the

model showed a gradual amplification with its maximum ahead of the bound-

ary layer. By decomposing the turbulence at each wavelength, the authors

showed that the results were in agreement with the ones from bluff body experi-

ments. The amplification of the freestream turbulence occurred at scales larger

than the neutral wavelength and the most amplified scale was comparable to

the boundary layer thickness with its maximum amplification located at the

edge of the boundary layer, while inside it the turbulence gradually decreased.

Bearman (1972) studied the distortion of turbulence approaching a bluff body.

The model used in the experiments was a vertical flat plate fitted with a

fairing body. He carried out hot-wire and pressure measurements with dif-

ferent types of turbulence generating grids installed ahead of the model at

ReD = 3 · 104. Each grid was characterised by a different longitudinal inte-

gral length scale Λx, all greater than or comparable to the model characteristic

length D (Λx/D = [1.2÷2.38])to analyse the effect of Λx/D on the distortion of

the turbulence in the inviscid turbulent flow approaching the body stagnation

point. The measurements were taken far from the turbulent boundary layer

by using a cross hot-wire anemometer. In the discussion of the results, Bear-

man compares the experiments with the theoretical curves derived through the

rapid distortion theory for Λx grater or less than D which distinguishes two

different behaviours depending on the ratio Λx/D:

Λx/D >> 1: quasi-steady type approach can be used and u2
1/2

will be

attenuated,
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Λx/D << 1: the turbulence is distorted by the mean flow and u2
1/2

will

be amplified due to vortex stretching.

In the experiment, Λx/D was O(1) finding a combined situation was observed

with attenuation of energy at low wavenumbers and amplification at high wave

numbers in the streamwise fluctuations.

Following Bearman’s experiment, Britter et al. carried out similar investiga-

tion on circular cylinders of radii from 3.18 mm up to 63.5 mm at variable

Reynolds number 4.25 × 104 ≤ ReD ≤ 2.75 × 104 installing different types of

turbulence generating grids with Λx/D from 0.025 up to 1.42.

Böttcher and Wedemeyer (1989) carried out a flow visualisation in a water tow

tank on the flow downstream eight different turbulent screens. The aim of the

study was to find evidence in support of the vorticity amplification theory. A

wire controlled by a periodic voltage sent hydrogen bubbles which appeared

as equally spaced lines travelling downstream from the grid. The first part

of the work describes the flow downstream of a grid with no body behind it.

Immediately behind the screen a periodic pattern of jets and wakes is shown,

which coalesce downstream. Naturally the disturbances generated by a screen

decrease with increasing distance from the screen while the wavelengths of the

turbulence depend on the screen geometry. In the second part of the paper, a

cylinder is mounted downstream of the screen to observe the stagnation point

flow. With no screen no longitudinal vortices could be observed at ReD up

to 7 × 105, while in presence of the screen the vortical flow could clearly be

observed. The authors conclude that this was a demonstration that vortices

develop in the stagnation point flow when vortical disturbances approach from

the freestream, and are not due to an instability as supposed by Görtler.

More experiments on turbulence generating grids influencing stagnation point

flow can be found in reviews by Morkovin et al. and Zdravkovich (1997).
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2.1.3 Discussion

From the previous review it can be concluded that, due to the complicated

nature of the problem, both from the theoretical and the experimental point

of view, despite the large number of investigations that have been carried out,

a complete explanation of freestream turbulence amplification, able to predict

all the experimental conditions, has not been found yet. The main reason,

common to the theoretical and to the experimental approach, lies in the dif-

ficulties to mathematically model the freestream turbulence produced in the

wind tunnel or, vice versa, to produce in the experiments the turbulence in a

controlled manner able to reproduce the theoretical hypothesis. That repre-

sents still a big challenge for both experimentalist and theoretician.

It must also be stated that in many experimental investigations discussed in

the previous section, the freestream turbulence conditions have not been re-

ported in a systematic way. Moreover, in some cases the nature of the flow on

the body under investigation, laminar or turbulent, has not been specified ex-

plicitly. The motivation of the cited investigations was to study the influence

of freestream turbulence on heat transfer and not on the laminar to turbulence

transition. A high level of freestream turbulence makes the turbulent bound-

ary layer thicker with respect to the laminar, therefore easier to measure, and

enhances the effect of the turbulence itself. It has been found that only Sadeh

et al. (1970) have carried out single hot-wire measurements on the laminar

stagnation point boundary layer, with no turbulence generating grid inserted.

In addition, the theoretical models show that the phenomenon is three-dimensional,

but the experimental investigations have used single hot-wire measurements,

which allows to acquire only one velocity component. Bearman (1972) carried

out experiments with cross hot-wire, measuring the three velocity components,

but in a region far from the surface. It would have not been possible with that

technique to measure the flow velocity inside the boundary layer.

Regarding the flow visualisations, two types of techniques have been used

in literature: smoke and oil flow visualisation. The results with the smoke

show clearly the formation of unsteady coherent structures at the leading edge
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2.1. Stagnation point flow

(Sadeh et al., 1977), but this technique can be applied only at low Reynolds

number. Whereas, the oil coated technique, used by Kestin and Wood (1969),

has revealed streaks developing downstream of the stagnation point of circu-

lar cylinder which wavelength is in the range of that predicted by Kestin and

Wood (1970).

Despite some discrepancies between experimental and numerical works, a gen-

eral overview of the phenomenon can be pictured:

• the flow approaching a leading edge shows an increment in the fluctua-

tions of the velocity at the edge of the laminar boundary layer;

• the vorticity amplification theory has demonstrated that vorticity is am-

plified at the stagnation point flow, forming coherent structures aligned

with the body axis. Flow visualisations have demonstrated the existence

of these coherent structures observing their unsteadiness;

• the phenomenon is related to the freestream turbulence, either back-

ground or superimposed, which is not entirely dissipated, but is carried

by the flow towards the wall. When the linear region is approached, the

turbulence can either remain constant or decay, but at the edge of the

boundary layer a substantial amplification was observed (Sadeh et al.,

1970);

• the maximum of amplification depends on the characteristic of the exter-

nal disturbance. Disturbances oriented parallel to the cylinder axis are

mostly amplified according to the vorticity amplification theory (Sadeh

et al., 1970);

• the turbulence-energy spectrum shows that simultaneously high frequen-

cies are attenuated, while low frequencies are amplified as the turbulence

is convected towards the wall. This corresponds to an amplification oc-

curring for length scale greater than the theoretical neutral scale and an

attenuation for smaller ones (Sadeh et al., 1970).
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Chapter 2. Flow in front of a leading edge

2.2 Attachment-line flow

Consider the flow impinging on a swept flat plate (figure 2.8), with sweep angle

Λ.

x

z
AL

Q∞V∞

W∞

Λ
y

Figure 2.8: Flow against a swept flat plate.

This flow is similar to the one on the unswept case, described in the previous

section, since it decelerates approaching the body and diverges symmetrically

in two directions, but in this case the flow at the attachment-line has a velocity

component parallel to the wall in the spanwise direction (U = 0, V = 0,W 6=
0). In the swept case, it is not possible to define an attachment stagnation

point, but it is more appropriate to introduce an attachment-line (AL in figure

2.8), which is the streamline about which the flow diverges.

Also in the three-dimensional case, the flow on a swept attachment-line can

be approximated by the flow against a vertical infinite flat plate. In addition,

in this region the independence principle (Jones, 1947) can be applied, so

that the solution for the U and V can be determined independently of the

spanwise component W (Rosehead, 1963). Therefore, the inviscid flow can

be described by superimposing the spanwise constant velocity on the two-

dimensional inviscid solution:

−→
U


U(x) = ax

V (y) = −ay

W = W∞

(2.12)
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2.2. Attachment-line flow

a is the two dimensional Hiemenz flow constant and the W∞ = Q∞sin(Λ)

is the spanwise component of the Q∞ freestream velocity (as shown in figure

2.8).

For the inviscid solution the independence principle can be applied as well.

Actually, the two-dimensional Hiemenz flow is part of a self-similar family of

exact numerical solutions of Navier-Stokes equations, presented by Falkner and

Skan (1931). Cooke (1950) extended the Falkner-Skan solution to swept body

by applying the independent principle. Since this more general solution will

be used in Chapter 2 of this thesis, in the next section the Falkner-Skan-Cooke

equations are described, showing in which case they correspond to the swept

Hiemenez flow.

2.2.1 Falkner-Skan-Cooke equations

The Falkner-Skan solution describes a family of flows in which the stream func-

tion has the form ψ(η, ξ) = f(η, ξ)h(ξ), where η = y/δ is the dimensionless

boundary layer coordinate perpendicular to the surface and ξ = x/L is dimen-

sionless the streamline coordinate. This stream function corresponds to the

flow over a two dimensional wedge of angle γ (figure 2.9). For this case the

edge velocity is described by Ue = kxm, where m is a constant depending on

the wedge angle

(
γ = 2π m

m+1

)
. The value m = 0 corresponds to an horizontal

flat plate (γ = 0, Blasius flow), while m = 1 to a vertical flat plate (γ = π,

Hiemenz flow). The dimensionless coordinate for a wedge flow can also be

defined as η =
√

U(m+1)
2νx

y.

U∞

δ

γ
xy

SP

Figure 2.9: Wedge flow.
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Chapter 2. Flow in front of a leading edge

By substituting the stream function in the boundary layer equations for a

steady incompressible flow, with negligible friction, and after some manip-

ulations, the equations can be reduced to an ordinary differential equation

(Schlichting, 1960):

f ′′′ (η) + ff ′′(η) + β(1− f ′2(η)) = 0 (2.13)

where β = 2m/(m+ 1), known as the Hartree parameter, depends on the ge-

ometry and on the flow accelerating (m > 0) or decelerating (m < 0). If β = 0

the equation describes the flow over an horizontal flat plate, well known as Bla-

sius flow (γ = 0), while if β = 1 the equation becomes identical to the Hiemenz

equation (2.4) and describes the flow impinging on a vertical flat plate. In the

case of a swept wedge, Cooke (1950) demonstrated that the spanwise velocity

component can be described by a function g(η) defined by:

g′′(η) + fg′(η) = 0. (2.14)

The last equation is coupled with the Falkner-Skan equation. The system of

equations 2.13 and 2.14 can be numerically resolved assuming the following

boundary conditions: f = f ′ = g = 0 η = 0

f ′ → 1, g′ → 1 η →∞
(2.15)

Boundary layer at the attachment-line

The solution of equations 2.13 and 2.14 with boundary conditions 2.15 and

m = 1 gives the solution for the viscous flow on a vertical swept flat plate

(swept Hiemenz flow):

−→
U


U = af ′(η)x

V = −√νaf(η)

W = W∞g(η).

(2.16)
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2.2. Attachment-line flow

The Falkner-Skan-Cooke equations have been solved numerically using FOR-

TRAN, by applying a 4th order Runge-Kutta integration scheme and a shoot-

ing method based on Newton-Raphson. The solution is shown in figure 2.10.

The f(η) and f ′(η) are identical to the two-dimensional solutions; while the

spanwise component (g(η)) shows a typical boundary layer shape tending to a

constant value at infinity. The shapes of f ′(η) and g(η), both recalling a typi-

cal boundary layer, are indeed different since the constant freestream velocity

is reached earlier by the f ′(η) function.

Figure 2.10: Falkner-Skan-Cooke solution with β = 1, swept Hiemenz flow.

At the attachment-line the U velocity component is zero, therefore the attachment-

line boundary layer is referred using the W velocity component and the g(η)

function.

The boundary layer thickness at which w(η99) = 0.99W∞ corresponds to

δAL ≈ 3.1
√

ν
a
, which is greater than the one for u and v defined in the two-

dimensional flow (as it can also be noticed in figure 2.10).

The boundary layer displacement thickness in this case is:

δ∗AL =

√
ν

a

∫ ∞
0

(
1− w(η)

W∞

)
dη = 1.026

√
ν

a
(2.17)
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and the momentum thickness:

ΘAL =

√
ν

a

∫ ∞
0

w(η)

We

(
1− w(η)

W∞

)
dη = 0.404

√
ν

a
. (2.18)

The shape factor is then HAL = δ∗/Θ = 2.539.

When studying the attachment-line flow, in particular the instability, it is

often useful to define the Reynolds number (ReΘ) based on the attachment-

line momentum thickness and the spanwise velocity component (W∞):

ReΘ =
W∞ΘAL

ν
. (2.19)

In some cases, an equivalent Reynolds number Re is used:

Re =
W∞
ν

(
ν

dU
ds
|s=0

)1/2

(2.20)

where
(
ν
(
dU
ds
|s=0

)−1)1/2

represents the boundary layer length scale and s is

the streamline curvilinear coordinate. It can be demonstrated that for the

attachment-line flow ReΘ = 0.404Re.

2.2.2 Attachment-line contamination

In a flight test, Gray (1952) demonstrated the difficulty of achieving laminar

flow on swept wings. Initially, the cause was attributed to cross-flow instabil-

ity (see Chapter 1). Both flight tests and wind tunnel experiments by Pfen-

ninger and Bacon (1969), Anscombe and Illingworth (1956) and Gaster (1967)

demonstrated that the flow on a swept back wing3 may become turbulent al-

ready along the attachment-line. The disturbances coming from the fuselage

are fed into the swept attachment-line and travel along the attachment-line

itself (see figure 2.11), since the flow is dominated by a spanwise velocity. This

phenomenon is called attachment-line contamination. As a result, also on mod-

erate swept wings, 20◦ < Λ < 40◦ similar to those on commercial transonic

3A swept wing is considered swept back if the chord of the unswept section is reclined
towards the rear of the fuselage. For the experiments the fuselage is represented by the wind
tunnel wall. Otherwise, the wing is called in swept forward configuration.
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2.2. Attachment-line flow

aircraft, the flow is often turbulent already at the attachment-line.

Following Pfenninger and Bacon, Gaster (1967) proposed a criterion to predict

attachment-line contamination based on ReΘ. An equivalent criteria, based on

Re, was later proposed by Poll (1978). According to the experimental works

by Gaster and Poll:

• for ReΘ < 100 the disturbances coming from the fuselage decay naturally

and the attachment-line is laminar, figure 2.11a (Gaster, 1967).

• for ReΘ ≥ 100 (Gaster, 1967) or Re ≥ 250 (Poll, 1978), the flow is

transitioning from laminar to turbulent,

• for Re > 300 the flow is fully turbulent, figure 2.11b (Poll, 1978).

turbulent

laminar

fuselage

(a)

turbulent

turbulent

fuselage

(b)

Figure 2.11: Attachment-line contamination: a) the disturbances coming from the
fuselage decay and the flow is laminar ReΘ < 100, b) the disturbances grow along the
attachment-line and the boundary layer is turbulent.

Gaster (1965) demonstrated that the attachment-line contamination can be

stopped by preventing the disturbances to travel along the attachment-line.

He proposed the use of a bump installed on the attachment-line of the wing

(figure 2.12a). The device generates a new stagnation point from which a new

laminar flow is established. Initially, the ”Gaster bump” was simply hand-

made by modelling some plasticine. Further studies led to an optimum shape.

The bump was found to be effective up to ReΘ = 160.

Based on the same principle, the bump evolved in the ”Gaster device” (Gaster,

2012), a bleeding slot that can be easily applied on the surface at the attachment-

line (figure 2.12b). The device generates, as well, a new fresh stagnation point,
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Chapter 2. Flow in front of a leading edge

but the turbulent incoming flow can easily travel away from the attachment-

line. It was also shown that the use of the device can reduce the drag(Alderman

et al., 2016).

(a) (b)

Figure 2.12: Devices decontaminate the turbulent attachment-line flow a) flow visu-
alisation on the Gaster bump (Gaster, 1965), b) the Gaster slot, the red arrows indicate
turbulent flow and the green arrows laminar flow (Alderman et al., 2016).

An application of the same principle of Gaster slot will be shown in Chapter

5. Other active and passive devices have been developed for attachment-line

control, such as suction, steps, grooves, etc. A detailed review is reported in

Gowree (2014).

2.2.3 Attachment-line instability

The attachment-line contamination clearly explained why the flow was often

found to be turbulent already at the attachment-line of the swept back wings,

but an open question remains: considering a more general case, with no con-

tamination from the fuselage, as in a swept forward wing, can the attachment-

line flow itself be unstable? The attachment-line boundary layer is similar to

the boundary layer on a flat plate. The disturbances are likely to be am-

plified in the streamwise direction (spanwise for the attachment-line) and to

breakdown into turbulent boundary layer through a transition process.

laminar

intermittent

turbulent

Figure 2.13: Attachment-line instability over a swept wing.
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2.2. Attachment-line flow

According to Gaster, based on linear stability theory, the attachment-line

boundary layer may become unstable due to the propagation of travelling

waves similar to the Tollmien-Schlichting ones (TS). Experimentally, Gaster

(1967) analysed the growth of TS like waves by inducing a small amplitude

sound wave from a tiny hole drilled in the upstream region of the attachment-

line. The author concluded that the disturbances did decay up to ReΘ = 170,

which is consistent with the limit for the bump to be effective.

Pfenninger and Bacon (1969) showed the presence of linear instability waves

along the attachment-line for similar ReΘ.

Poll (1978) demonstrated that transition can occur in absence of attachment-

line contamination, since disturbances may be amplified travelling along the

attachment-line. The author experimentally found that the first turbulent

burst can be detected for Re > 550 in the spanwise direction, and the complete

turbulence for Re > 750. Poll (1978) also investigated the attachment-line in-

stability using the parallel flow approximation, neglecting both the chordwise

and the wall-normal velocity components and reducing the problem to the Orr-

Sommerfeld equation; he found the critical Reynolds number to be ReΘ = 270.

Dallmann, in 1980, analysed the global stability problem of an immersed swept

cylinder demonstrating that the Görtler-Hämmerlin mode were one of many

chordwise modal structures (Obrist and Schmid, 2003a).

The first successful non-parallel stability analysis of swept Hiemenz flow was

carried out by Hall, Malik, and Poll (1984). They assumed a disturbance

periodic in the direction parallel to the attachment-line and the chordwise

perturbation velocity depending linearly on the chordwise coordinate. They

obtained the neutral curves to be in good agreement with experiments (fig-

ure 2.14) and demonstrated that the attachment-line is unstable to travelling

waves, TS like, propagating along the attachment-line for ReΘ > 583.1.

Spalart (1988) performed a Direct Numerical Simulation (DNS) of the fully

non-linear, three-dimensional, time-dependent Navier Stokes equations to study

the stability of the attachment-line region as function of the Reynolds number.
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Chapter 2. Flow in front of a leading edge

Figure 2.14: Neutral curve for attachment-line flow by Hall et al. (1984), compared
to experiments by Pfenninger and Bacon (1969) and Poll (1978).

For the unswept case, Re = 0, no unstable modes were found. The author

explains that his procedure does not allow disturbances from the freestream.

He pointed out that studying flows with oncoming vorticity would be very

interesting, but it would be much more difficult. For the swept case, he focused

on instability and on the effect of suction on the re-laminarisation, obtaining

results in agreement with Hall et al. (1984); the flow is stable up to Re > 583.1.

No subcritical instability was found, as previously hypothesised by a weakly

non-linear study by Hall and Malik (1986)

Lin and Malik (1996) presented a generalised approach to studying the stability

of the attachment-line flow by solving a partial differential eigenvalue problem

from the linear stability equations. According to the authors, the advantage

of their method is that there is no restriction of a parallel flow giving a more

general approach with respect to Hall et al. (1984). The authors suggested

that the same model can be easily extended to a compressible flow. They

only considered travelling modes, assuming real the spatial spanwise number

β. Their analysis agrees with Hall et al. (1984) confirming, once more, the

lowest critical Reynolds number. Lin and Malik (1997) investigated the effect

of the leading edge curvature finding that it has a stabilising effect.

Obrist and Schmid (2003a,b) presented a mathematical model based on adjoint

equations for the swept Hiemenz flow. The model was used to study the global
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2.2. Attachment-line flow

instability and the transient growth showing also how the model can be applied

for receptivity problems of the swept Hiemenz flow.

A more broaden review of theoretical works on the attachment-line instability

can be found in Arnal and Casalis (2000), Obrist (2000), Obrist and Schmid

(2003a,b), Theofilis et al. (2003) and Gowree (2014).

2.2.4 Discussion

The attachment-line flow has been widely studied in literature. Many authors

have successfully investigated attachment-line contamination and instability

giving answers and solutions to problems commonly experienced on aircraft.

Nevertheless, the mechanism by which the oncoming turbulence interacts with

the attachment-line flow, and how it eventually is transported downstream,

remains an open question. A vorticity amplification approach, similar to that

followed by Sutera et al. (1962) seems not to have been carried out for swept

flow.

In a recent paper, Gostelow et al. (2013) were interested in studying the

attachment-line of turbine blades. The stagnation point/attachment-line is

a crucial point for turbomachinery. Since often the leading edge of the turbine

blade is a bluff body, similar to a circular cylinder, they have carried out flow

visualisation experiments on a swept cylinder at different sweep angles. Ac-

cording to Gostelow et al. (2013), there is a lack of experimental research on

attachment-line flow on swept cylinders with low sweep angles. In particular,

Poll (1978) has studied a tapered cylinder swept at 55◦ < Λ < 71◦ and Tak-

agi et al. (2006) a swept cylinder at Λ = 50◦. Therefore, their experimental

campaign had the aim to cover this gap using a variable sweep cylinder (from

Λ = 0◦ to 61◦). The experiments consisted of flow visualisations with the aim

of observing how the surface streaks, footprints of the vortices predicted by

Kestin and Maeder (1957), evolve with the sweep angle. The paper tries to cor-

relate the wavelength of those vortices with the cross-flow instability vortices

(those observed by Poll (1978) and Takagi et al. (2006) at high sweep angles),

despite the nature of the two phenomena is completely different. For example,
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one main difference is that the cross-flow vortices are co-rotating, while the

vortices predicted on the unswept cylinder by Kestin and Maeder (1957) are

counter-rotating. Gostelow et al. (2013) have observed that by plotting their

own results, together with those of previous experiments, the wavelength of

the streaks is a function of the sweep angle (see figure 2.15). They proposed

a modified Kestin and Maeder’s theoretical wavelength (to be compared with

equation 2.11):

λ = (1.79 πD/
√
Re) cos(Λ) (2.21)

Figure 2.15: Wavelength of streaky pattern as function of sweep angle (Gostelow
et al., 2013).
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A first experiment

3.1 Design of the model

The first attempt was to design a model suitable for the experimental investi-

gation of both the distortion of the turbulence approaching a three-dimensional

swept wing and the receptivity to freestream turbulence of the cross-flow in-

stability. Therefore, the model had to meet two main requirements: (1) the

boundary layer on the attachment-line had to be thick enough to enable mea-

surements to be taken close to the wall; (2) the pressure gradient had to be

favourable and optimised at the right sweep angle to promote the cross-flow

instability, at least in its primary stage.

The experiment was planned to be carried out in the Gaster wind tunnel at

City, University of London (figure 3.1). The facility was chosen since it is

characterised by an extremely low level of freestream turbulence (≤ 0.01% for

a wind tunnel speed up to 20m/s), which makes the wind tunnel particularly

appealing for laminar to turbulence transition investigations and for experi-

ments where the freestream turbulence is the main control parameter.

The choice of the wind tunnel imposed some technical constraints on the

design of the experiment. The dimensions of the wind tunnel test section

(0.91m× 0.91m× 3m) limit the size of the model, in relation to its mounting

and to the blockage effects. The wind tunnel motor limits the maximum speed

at which the experiment could be carried out. In addition, the choice of the
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wind tunnel influences the measurement technique to be used. In particular,

instrumentations such as PIV or LDA cannot be used in the Gaster wind tun-

nel since it would be necessary to introduce the seeding particles which would

cause the screen to be blocked. Therefore, hot-wire anemometry was the suit-

able experimental technique. One of the difficulties in using this measurement

technique is the alignment of the sensor to the wall. To reduce the alignment

uncertainties, one would prefer to have a flat surface in the measurement re-

gion, an advantage that has been considered desirable during the design of the

model.

Figure 3.1: Gaster wind tunnel at City, University of London

The first step of the design has been to look at models described by previous

works as those capable in promoting cross-flow instability. Among them three

models have been considered: (a) swept double wedge, (b) horizontal swept

flat plate with displacement bodies, (c) vertical swept flat plate mounted on

a wing body. For each of the shapes a parametric study based on the sweep

angle, the pressure distribution and the freestream speed has been carried out.

To predict the cross-flow instability development both an empirical criteria

and an N-factor method have been used.
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(a)

(b)
(c)

Figure 3.2: Models considered during the design: a) swept double wedge b) horizontal
flat plate with displacement bodies c) vertical swept flat plate mounted on a wing body.
The arrows indicate the flow direction.

The empirical criteria, initially proposed by Owen and Randall (1952, 1953),

was based on the cross-flow Reynolds number χ:

χ =
|cε max| δ

ν
(3.1)

where cε max is the maximum cross-flow velocity, δ the boundary layer thickness

and ν the kinematic viscosity. The authors proposed the values for the onset

of the cross-flow striation patterns and for the breakdown to turbulence. The

criterion was later reviewed by Poll (1978, 1979), who suggested a different

expression for the cross-flow Reynolds number:

χ =
|cε max| δ1% cε max

ν
(3.2)

where δ1% cεmax is the thickness within the boundary layer where the cross-flow

velocity profile (see Chapter 1) assumes the value of 1% of its maximum.

This criterion is not considered very reliable, therefore it has been employed

just as an initial test. The most promising configurations (pressure distribution

and sweep angle) have then been investigated through an N-factor analysis, for

which three different numerical codes have been used. The first code, based

on the panel method (Hess and Smith, 1967), had to be developed to calculate

the 2D pressure distribution, in particular for the complex model made by the

flat plate with the displacement bodies. The pressure distribution, calculated

with the previous code, has been used as input for the software BL2D, which is

laminar boundary layer software for quasi-two-dimensional flows (i.e. infinite-
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swept or swept-tapered wings). The output of the software are the boundary

layer profiles at the different chord locations at desired Re, speed and sweep

angle. The output of BL2D has been used to carry out a stability analysis

based on the N-factor method using the three dimensional stability software

CoDS1.

Among the three models considered, the flat plate with the displacement body

was found to be the most suitable design to investigate the cross-flow instabil-

ity at all its stages, but it was not an ideal model to study the attachment-line

boundary layer, since the leading edge radius was particularly small. In ad-

dition, the presence of the displacement body limited the available area of

investigation in the wind tunnel since the front area of the model was not

accessible by the hot-wire traverse. On the other hand, the swept wing with

the blunt leading edge allowed one to have a relatively thick boundary layer

on the attachment-line (δAL ≈ 1 mm), but it only provided a limited region

for the development of cross-flow instability. Therefore, the first experimental

attempt was focused on a swept wing with the blunt leading edge. The flat

plate with the displacement body has been realised and tested by colleagues

for works on roughness (Placidi et al., 2016; van Bokhorst, 2018).

3.1.1 Vertical flat plate

Previous investigations on attachment-line flows have used mainly four types of

models: swept wing with circular leading edge (Gaster, 1967), flat nosed swept

wing (Pfenninger and Bacon, 1969), swept cylinder (Poll, 1978) and swept wing

with thick leading edge (NACA0050 by Gowree (2014)). On the other hand,

two-dimensional experiments on stagnation point flows have used: cylinder

(Sadeh and Brauer, 1981), vertical flat plate (Sadeh et al., 1970), aerofoil with

blunt leading edge (Bearman, 1972), aerofoil (Sadeh and Sullivan, 1980).

Among them, a cylinder and a flat leading edge have been compared using

conformal mapping to demonstrate that an equivalent flow field for the two

models has the relation t = 2R, where t is half width of the plate and R is the

1BL2D and CoDS are respectively a laminar boundary layer software and a stability
software, both developed by QinetiQ.
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radius of the circular cylinder (Piercy, 1947). In particular, considering that

the momentum thickness of the boundary layer at the attachment-line (ΘAL)is

defined by:

ΘAL = 0.4044

√
ν

a
(3.3)

it becomes:

ΘCyl
AL = 0.4044

(
ν R

2Q∞cos(Λ)

)1/2

(3.4)

ΘPlate
AL = 0.4044

(
νt

Q∞cos(Λ)

)1/2

= 0.4044

(
ν 2R

2Q∞cos(Λ)

)1/2

. (3.5)

Therefore the momentum thickness of the plate at the attachment-line is
√

2

times greater than that for the cylinder:

ΘPlate
AL =

√
2 ΘCyl

AL . (3.6)

The thick boundary layer at the attachment-line together with the flat surface

in the measurement region, are the two main advantages of the model with

respect to a swept cylinder.

The design was inspired by Bearman (1972), who mounted a vertical flat plate

followed by a fairing body in a wind tunnel to realise a two-dimensional aero-

foil with a blunt leading edge. The role of the fairing body was to prevent

rear separation. The main difference between the present model and that of

Bearman (1972)’s was that the flat plate employed here had to allow the de-

velopment of the cross-flow instability on the flat leading edge by maximising

the flat plate width (t). In particular, the maximum possible width of the

model was constrained by the height of the wind tunnel. In order to have a

corresponding total blockage around 21% it had to be t ≤ 100mm.

The design then focused on the cross-flow instability with the aim to predict

whether it would have been possible to observe the development of such insta-

bility on the flat surface of the model.

According to Poll (1978) the cross-flow Reynolds number (χ) can be derived

considering the cross-flow velocity profile (cε) and the streamwise velocity pro-
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file (sε) purely aligned with the spanwise and chordwise directions (which

corresponds to ε = 0, if ε is the orientation of the cross-flow respect to the

streamline, as shown in figure 1.8). In that case the velocity profiles are sim-

ply a projection of the Falkner-Skan-Cooke solution (equations 2.16):

cε = W∞ cos(θ − ε)
(
g(η)− f ′(η)

tan(θ − ε)
tan(θ)

)
(3.7)

where θ is the orientation of the streamlines at each x-location.

As reported in appendix A, for a Hiemenz flow, the maximum of cε is cεmax =

−0.240W∞(Ue/Qe) and the corresponding δ1%cεmax = 3.490
√

ν
a
, where W∞ is

the spanwise velocity in the freestream, a is the Hiemenz constant and Ue,Qe

are the chordwise and total velocities at the edge of the boundary layer.

Therefore, the cross-flow Reynolds number is:

χ =
|cεmax| δ1%cεmax

ν
= 0.838

W∞
Qe

√
ax2

ν
. (3.8)

Substituting W∞ and Qe, as shown in appendix A,the cross-flow Reynolds

number becomes:

χ = 0.838

√
Q∞cos(Λ) x2t

(x2 tan(Λ)−2 + t2)ν
. (3.9)

Poll (1978) suggested the value of χ = 125 for the appearance of the vortices

and χ = 175 for the transition.

The cross-flow Reynolds number has been used to optimise the sweep angles,

in order to promote the cross-flow instability and to verify that the first oc-

currence of the vortices appears on the flat surface. In particular, figure 3.3a

shows the cross-flow Reynolds number, normalised with respect to the speed

and the thickness of the flat plate, as function of the sweep angle Λ.

The maximum wind tunnel speed during the design was assumed to be 25m/s,

which, for Λ = 40◦ and t = 0.09m, makes χ > 125 from x > 0.06m reaching a

maximum χ = 181. This corresponds to the appearance of cross-flow vortices

on the flat surface, according to Poll (1978).
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3.1. Design of the model

(a) (b)

Figure 3.3: a) Cross-flow Reynolds number (χ) at x = t normalised to be function
only of the sweep angle (Λ); b) ReΘ at the attachment-line for Q∞ = 25m/s (red) and
for Q∞ = 18 m/s (blue) as function of the sweep angle Λ for t = 0.09m. The black
dashed line represents the limit to avoid attachment-line contamination.

Another issue that had been considered during the design, was that the model

could only be mounted horizontally with respect to the wind tunnel in a swept-

back configuration. That was due to the traverse system, which moves the

hot-wire, that is located on one side wall of the test section. As explained

in chapter 2, a swept-back configuration is subjected to attachment-line con-

tamination, which may cause a turbulent flow along the attachment-line. The

contamination had to be avoided since the aim of the experiment was to study

laminar flows and transition. According to the attachment-line contamina-

tion criteria (as reported in chapter 2), the attachment-line Reynolds number

(ReΘ) has to be in the limit of ReΘ ≤ 100. For the flat plate it results:

ReΘ = 0.404

√
t Q∞ tan(Λ) sin(Λ)

ν
(3.10)

Figure 3.3b shows ReΘ as function of the sweep angle for Q∞ = 25 m/s and

Q∞ = 18 m/s. To be below the limit the sweep angle needed to be Λ ≤ 40◦.

On the other hand, the N-factor analysis with CoDs showed that the cross-flow

would not grow enough at Λ = 40◦ (the maximum N-factor was found to be

2 at Q∞ = 25 m/s), making the onset of the instability extremely difficult to

be experimentally observed. It was decided to test the model anyway, since it

was an appropriate solution for studying the freestream turbulence distortion

approaching the attachment-line boundary layer. The model was realised with
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a sweep angle of Λ = 40◦, which should enable measurements on the laminar

attachment-line up to 18 m/s. The existence of cross-flow instability at that

velocity would still be checked and eventually an anti-contamination device

could have been employed to run at higher speeds.

Since the study was focused on the receptivity problem, the design had also

looked at the location of the neutral stability point, which is the location,

along the chordwise direction, after which the disturbances are expected to

grow. Thomas et al. (2015) have numerically investigated the cross-flow insta-

bility on a swept Hiemenz flow. Considering a sweep angle of 40◦ and a wind

tunnel speed of 18m/s, the simulation of the swept Hiemenz flow, carried out

by Thomas, showed that the neutral point is at x/t=0.33 (private communi-

cation).

The main parameter of the final design are reported in table 3.1, as sketched

in figure 3.4a. The curvature between the flat leading edge and the fairing

body (r = 15 mm) has been designed to have a pressure gradient low enough

to avoid separation, although it must be considered that a three-dimensional

flow over a swept body is less likely to separate than that on an unswept body.

Λ t tmax L Q∞ Reθ χ at x = t

40◦ 90mm 100mm 700mm 18m/s 97.2 154

Table 3.1: Parameters in the final design of the flat face wing.

t

t m
a
x

L

(a)
(1) flat plate

(2) support

(3) wing body

(b)

Figure 3.4: Overview of the model design: a) cross section of the model, b) design for
manufacturing.

Anyway, during the experiment, the eventual flow separation has been checked

using tufts and no clear evidence was found. This cannot completely exclude

the presence of a separation, although not strong enough to allow disturbances
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3.1. Design of the model

propagating upstream up to the measurements area, therefore the flow has

been tripped with a roughness strip applied at the end of the plate before the

curvature (see figure 3.11).

In terms of manufacturing, the model was designed in three parts (figure 3.4b):

(1) flat aluminium plate; (2) aluminium insert for support; (3) wooden wing

body. The vertical flat surface at the leading edge was made of aluminium,

since it required a high surface finish, using a thick plate (20 mm) to prevent

vibrations of the model. In addition, in order to achieve a completely flat and

clean surface, with no screws or fasteners disturbing the flow, the aluminium

plate was mounted on a second insert through some bolts on the back. The

insert was made from aluminium and the gap between the two components was

covered by poly filler and smoothed to ensure that the surface was continuous.

The aluminium insert together with the flat aluminium plate, were secured to

the wing body with bolts on the top of the shoulder. The wing body, simply

made of wood, took no part in the experimental investigation and therefore did

not require a high surface finish. Some pressure taps were located downstream

close to the tip of the flat leading edge.

y
Q∞

W∞
V∞

z

x

Figure 3.5: The model mounted in the Gaster wind tunnel (flow from right to left).

Figure 3.5 shows the model mounted in the Gaster wind tunnel. On one side

it was secured to a thick wooden board, while on the traverse side it rested on

a support screwed to the floor of the wind tunnel.
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3.2 Wind tunnel facilities

Figure 3.6 shows the experimental facilities. When the project started, the

laboratory had been just refurbished; therefore the setup of the wind tun-

nel instrumentations was part of the project. The wind tunnel was provided

with barometric pressure transducer, a Pitot tube to measure the wind tunnel

speed, two thermocouples, one to measure the temperature inside the test sec-

tion and one to measure the ambient temperature. In addition, the system was

equipped with a three-axis traverse on which the hot-wire was mounted. The

hot-wire was connected to an anemometer and to a filter. Both the unfiltered

and filtered signals were acquired, together with the wind tunnel temperature

and the atmospheric pressure, using a National Instrument DAQ through Lab-

VIEW software. The code was organised with a main user interface from which

different types of acquisition and control modes could be chosen, i.e. simply

moving the traverse a certain amount, or turn on the wind tunnel at a desired

speed or Reynolds number.

Figure 3.6: Overview of the wind tunnel facilities.

Scan methodology and wall detection

One useful characteristic of the code is the automation of the hot-wire scan

coupled together with the wall detection. The code was designed so that one

can input a set of xyz -locations at which the velocity has to be acquired, to-
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3.2. Wind tunnel facilities

gether with the desired wind tunnel speed or Reynolds number.

The measurements were carried out mainly within the boundary layer, so that

one issue was identifying the wall location. The hot-wire is very fragile and

it can easily break if it accidentally touches the model surface. The zero,

which corresponds to the position closest to the wall, is set at the beginning

of each scan. When the scan is automated, the problem is that the surface

may present imperfections and the hot-wire in the input locations may be

slightly misaligned. To prevent the hot-wire from hitting the surface, the code

checks the mean velocity at each location and if it is decreasing below a cer-

tain threshold, it skips the point. This together with the high resolution wall

normal traverse (1.25 µm for the y-axis) has allowed to carry out detailed

boundary layer scan on an extended area.

The coordinate system is defined according to figure 3.7 with y perpendicular

to the surface, z spanwise and x on the flat surface in the vertical direction.

The origin of the coordinate system is defined along the attachment line at a

distance of 300mm from the wind tunnel side wall where the traverse is located.

Figure 3.7: Top view of the wind tunnel with the coordinate system adopted. The
hot-wire traverse, mounted perpendicular to the leading edge, approaches the model
from a side.

63



Chapter 3. A first experiment

Hot-wire anemometer

The measurements were carried out using a single hot-wire anemometer mounted

parallel to the attachment-line as shown in figure 3.7.

In this way the hot-wire measures a combination of the velocity perpendicular

to the leading edge and parallel to the attachment-line. Since the flow curves as

it approaches the leading edge, close to the surface the streamlines are parallel

to the flat surface and the velocity is oriented parallel to the attachment-line.

The traverse was mounted so that the hot-wire could be moved perpendicular

to the leading edge (y-direction).

The goal of the experiment was to measure whether the flow fluctuations are

amplified as they approach the attachment-line and whether the disturbances

grow downstream over the leading edge. Therefore, the flow was investigated

through four types of scan: boundary layer scans along the attachment-line, to

check the amplification; z-y scans in planes parallel to the attachment-line to

check continuity and at different height to detect cross-flow vortices; x-y scans

along the entire surface of the leading edge.

The procedure to setup (gain setting, square wave test) and to calibrate the

hot-wire are reported in appendix B, together with the post-process analysis.

Briefly, the hot-wire was connected to a band passed filter to remove the fre-

quencies below 2 Hz and above 10 kHz. Both the raw and the filtered signals

were acquired simultaneously. The filter signal was used to calculate the Root

Mean Squared (RMS) and the Power Spectral Density (PSD), while the Direct

Current (DC) part of the signal was used to calculate the mean velocity.

Boundary layer interpolation and wall location

The hot-wire anemometer is not able to locate the wall by itself. As mentioned

earlier, the zero is set so that the sensor is aligned close enough to the surface,

but always few microns off the surface.

During the experiment the hot-wire was aligned, parallel to the attachment-

line, such that the W -velocity component was measured. The solution of

the Hiemenz boundary layer is given in chapter 2 via the Falkner-Skan-Cooke
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equations. In particular, since the hot-wire measures the velocity parallel to

the attachment-line (W ), the boundary layer profile is described by:

W = W∞ g(η) (3.11)

where η is the dimensionless coordinate corresponding to η =
√

a
ν
y (a is de-

termined by the conformal mapping) and g(η) is the function defined by the

Falkner-Skan-Cooke solution.

The data points correspond to a wall distance y determined by the zero set

on the traverse, but the boundary layer must be shifted respect to the real

location of the wall. The first step is to transform the dimensional y in the

dimensionless η. The boundary layer is shifted by interpolating the first few

points with a straight line and checking where the line crosses the η-axis (∆η).

The resulting coordinate is η = η + |∆η|, as shown in figure 3.8.

Figure 3.8: Boundary layer at the attachment-line; ∆η is the shift from the wall.

This method works since in a Hiemenz velocity profile the velocity decreases

linearly along the points closer to the surface.

In some tests, it was found that not enough data points inside the linear part

of the boundary layer were available for interpolation since the total bound-

ary layer thickness was around 1 mm. To enable a better interpolation, the
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boundary layer displacement thickness (δ∗) and the momentum thickness (Θ)

were calculated by numerically integrating the data point. Their values were

compared with the theoretical Falkner-Skan-Cooke solution and the wall shift

∆η iteratively changed until the profile matched the theoretical shape.

3.3 Preliminary experiments

3.3.1 Attachment-line contamination

When a model is mounted for the first time in a wind tunnel, it is good practice

to give a general check of the flow state to identify whether the flow is lami-

nar and where, eventually, the transition to turbulence occurs. A qualitative

method is to listen to the flow with a stethoscope, technique that allows a rapid

interpretation of the flow development over a large area. The stethoscope was

connected to a pressure tube placed at the end of a long arm that could be

inserted in the wind tunnel and easily moved around. Nothing is heard if the

flow is laminar, while a chaotic white noise characterises the turbulent flow.

The analysis has been conducted at different wind tunnel speeds along the flat

surface around the attachment-line. The flow was found to be clearly laminar

at low velocity, but rapid turbulent spots were detected at 8m/s. By increas-

ing the wind tunnel speed, the frequency of the turbulent spots increased, up

to 10m/s when the flow became completely turbulent.

This observation was unexpected since ReΘ criteria was respected up to 18m/s,

while turbulent spots were first heard at 8 m/s. To solve the issue an anti-

contamination device was developed to block the turbulence. Initially, a Gaster

device and a splitter plate in different configurations were tested, without suc-

cess. The reason for that was found by applying tufts on the leading edge and

on the wind tunnel wall. At the corner between the thick leading edge and

the wind tunnel wall a big recirculation bubble was created, as shown in figure

3.9. Since the size of the bubble was too big to apply the tiny Gaster’s device,

the same principle was used to create the anti-contamination device shown in

the same figure.
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The working principle, analogous to the Gaster’s device, is explained in figure

3.10a. The turbulent flow coming from the wind tunnel wall flows behind the

device to escape at the bottom and top of the wing body. On the leading edge

of the device a new laminar attachment-line was created, so that the flow over

the device and downstream remained laminar.

Q∞

turbulent

laminar

Figure 3.9: Device to prevent the attachment-line contamination from the circulation
bubble at the corner between the model’s root and the wind tunnel.

The device, in figure 3.9, was built using a wooden structure able to support

a thin aluminium foil. Different curvatures of the ramp were tested, but no

particular differences were found. Nevertheless, three practical aspects were

found to be important in the design of the device:

• the leading edge of the device needs to be rounded to allow the formation

of a new attachment-line on the device itself;

• the trailing edge of the device needs to be smoothly joined to the surface

with no gaps or steps;

• the flow behind the device has to be free to flow away from the bottom

and the top surface.

Figure 3.10b shows a flow visualisation that has been carried out using Surface

Oil Flow Visualisation (SOFV). A mixture of a fluorescent pigments (dayglo)
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with white spirit and oleic adic was painted on the surface. When the wind

tunnel is turned on, part of the paint evaporates while the dye stays on the

surface identifying the flow direction. The critical point analysis (Délery, 2001)

has been then applied to understand the flow directions, as drawn in figure

3.10b. Two critical points can be identified on the surface, one corresponding

to the recirculation bubble and one under the device. The latter, a saddle point

to which the flow converges, probably is due to the reverse flow underneath

the device.

The model in the final configuration installed in the wind tunnel is shown in

figure 3.11.

(a) (b)

Figure 3.10: a) anti-contamination device installed on the model, b) flow visualisation.

Figure 3.11: Front view of the model mounted in the Gaster wind tunnel with the
device to prevent contamination.
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Although the device was found to be effective up to 20 m/s, a few turbulent

spots appeared randomly in the time signal of the hot-wire inside the boundary

layer. Figure 3.12 shows an example of the raw and filtered hot-wire signal

at 10 m/s, where around 3 s a big peak can be detected both in the filtered

and unfiltered signal. By looking closely at the spikes several frequencies can

be detected in the corresponding signal. The origin of the turbulent spots was

attributed to some unsteadiness in the recirculation bubble which was able

to detach and travel downstream along the attachment-line. The presence of

those spots did not change the nature of the flow, but influenced the post-

process of the signal.

Figure 3.12: Spike appearing in the hot-wire filtered time signal.

Figure 3.13: Spectra of the hot-wire signal with (blue) and without (red) the spike.

In particular, figure 3.13 shows the spectra of the same time signal with and
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without the turbulent spike. The presence of the spike modifies the frequency

content over a broad range and therefore those spikes have to be detected

and then removed from the signal in the post-processing. The methodology

adopted to evaluate the mean, RMS and PSD of the time signal is reported

in appendix B. Briefly, when the PSD is carried out the time signal is divided

in blocks of equal time length. The PSDs of each block are calculated and

averaged to get the PSD of the whole signal. This technique reduces the

noise in the spectra. To remove the spikes without modifying the signal, the

blocks containing the spike are directly ignored in the final average. This

procedure has been carried out for all the data points. The turbulent spots

appeared randomly distributed in time. On average one or, more rarely, two

appearances in a 10 seconds signal were detected at 18m/s.

3.3.2 Pressure measurements

The pressure distribution on flat surface was measured by using a pressure

transducer connected to a scannivalve. It is usually given in terms of dimen-

sionless pressure coefficient:

cp =
ps − ps∞

1
2
ρQ2
∞

(3.12)

where ps is the static pressure at each pressure tap, ps∞ is the static pressure

of the Pitot, ρ is the air density.

In figure 3.14, the measured cp is compared to the numerical one computed

by using a potential flow code. The code enables the calculation of the

two-dimensional distribution (c2D
p ), that is afterwards converted to the three-

dimensional distribution by:

c3D
p = c2D

p cos2(Λ) (3.13)

The geometrical sweep angle Λ is 40◦, but due to the blockage and non-

uniformity of the flow in the wind tunnel the actual sweep angle could vary. In

the present experiment an effective sweep angle of Λ = 36◦ has been estimated
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by interpolating the pressure measurements.

Figure 3.14: Pressure distribution on the flat leading edge: • measured, - numerical.

3.4 Flow approaching the leading edge

The first objective of the experiment was to determine whether the flow fluc-

tuations are amplified approaching the attachment-line.

Figure 3.15: Velocity profiles, mean and RMS, approaching the model at different
freestream velocities: � Q∞ = 8m/s, * Q∞ = 10m/s, × Q∞ = 15m/s, • Q∞ = 18m/s.
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Figure 3.15 shows the mean and the fluctuations of the velocity approaching

the leading edge from a distance of 30mm at four different freestream speeds

(8 m/s, 10 m/s, 15 m/s and 18 m/s). The field of investigation was limited

by a small area accessible by the hot-wire traverse. The mean velocity de-

creases far from the leading edge until it becomes fully spanwise (W/We = 1)

and then decrease inside the boundary layer. The fluctuations are constant

throughout the field of measurements decreasing only close to the wall inside

the boundary layer. The measurements did not show the increment in the

velocity fluctuations at the edge of the boundary layer, as it was observed in

the experiments on the two-dimensional stagnation point flow available in lit-

erature (discussed in Chapter 2). The reason may be sought in the low level

of disturbances naturally presented in the wind tunnel, which is not enough

to show the amplification effect.

Figure 3.16a and 3.16b further show the mean and the RMS velocity profiles

zoomed inside the boundary layer as a function of the dimensionless coor-

dinate η. All the boundary layer profiles are in good agreement with the

Falkner-Skan-Cooke solution (blue line in figure 3.16a).

(a) (b)

Figure 3.16: a) Boundary layer velocity profile compared to Falkner-Skan-Cooke so-
lution (blue line) and b) RMS profiles at four freestream velocities:7 � Q∞ = 8m/s, *
Q∞ = 10m/s, × Q∞ = 15m/s, • Q∞ = 18m/s.

To further analyse the data, the Power Spectra Density (PSD) of each data

point has been calculated. Figure 3.17 shows an example of spectra at different

velocity at the edge of the boundary layer. In that location, the spectra are

similar for the four freestream velocity, slightly increasing at low frequencies.
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A peak clearly appears at 150 Hz at low velocities, due to the main electric

current and not to a particular condition of the flow.

Figure 3.17: Spectra at the edge of the boundary layer at different velocities:
Q∞ = 8m/s, Q∞ = 10m/s, Q∞ = 15m/s, Q∞ = 18m/s.

Figure 3.18: Spectra inside the boundary layer (closest point to the wall) at different
freestream velocities: Q∞ = 8 m/s, Q∞ = 10 m/s, Q∞ = 15 m/s,
Q∞ = 18m/s.

The spectra inside the boundary layer do not change between 8m/s and 10m/s,

but at 15 m/s and 18 m/s three frequencies appear particularly amplified:

20 Hz, 58 Hz and 600 Hz. The latter will be discussed in section 3.5. Figure

3.19 shows the signal band passed around those two frequencies. The graph
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confirms how the frequencies are hightlight going towards the wall only at

higher velocities.

(a) (b)

Figure 3.19: Boundary layer profile of the signal band passed respectively in the
ranges a) 15 Hz ≤ f ≤ 25 Hz and b) 50 Hz ≤ f ≤ 60 Hz, at different velocities:
Q∞ = 8m/s, Q∞ = 10m/s, Q∞ = 15m/s, Q∞ = 18m/s.

The origin of those amplifications were not clear, therefore a second hot-wire

was employed for the investigation. The second hot-wire was mounted on

a manual traverse attached to the surface. A pivot mechanism enabled the

distance from the wall to be manually set. By checking the flow within the

boundary layer in the same location with the new traverse, the amplified fre-

quencies were not found in the second hot-wire. It was supposed that the

frequencies were due to the traverse vibrations.

Figure 3.20: PSD of the hot-wire signal at Q∞ = 18m/s, 1mm from the wall (edge
of the boundary layer) with (green) and without (red) the tape holding the sensor.

74



3.4. Flow approaching the leading edge

To verify this hypothesis, the hot-wire with the original traverse system was

placed quite close to the surface and two consecutive measurements were taken,

the first in the original configurations, the second with some tape to hold the

probe against the surface. Figure 3.20 shows the comparison of the signals in

the two cases at 18m/s in the same location; the green line is the measurement

with the tape and the red without the tape. The plot shows how the frequencies

20Hz and 58Hz completely disappear when the hot-wire is kept steady.

3.4.1 Boundary layer along the attachment-line

The boundary layer along the attachment-line (x = 0) has been measured over

a distance of 12mm, starting from the origin of the coordinate system defined

in figure 3.7, with a resolution of 0.2mm. The intention has been to check the

uniformity of the flow and to investigate whether flow structures were present

along the attachment-line.

(a)

(b)

Figure 3.21: Contour plot inside the boundary layer along the attachment-line (z-
direction) at 18m/s: a) mean velocity b) RMS.
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The measurements carried out at 18 m/s are shown on figure 3.21, showing

both the mean and the RMS of the hot-wire signal along the attachment-line

normalised by the edge velocity. The velocity contour shows that the flow is

uniform along the z-direction.

3.5 Cross-flow instability and development of

the flow along the flat plate

The second objective of the investigation was to observe the cross-flow insta-

bility. As explained in Chapter 1 the development of the cross-flow instability

appears like co-rotating vortices in the spanwise direction.

The difficulty of measuring the cross-flow instability using a single hot-wire

anemometer is that it measures only one velocity component perpendicular

to the wire itself. On a swept body, the streamlines are curved making the

hot-wire hardly aligned with the streamlines. Therefore, the hot-wire does not

measure the cross-flow velocity profile, but usually measures the chordwise or

spawise velocity component. Those components may show a distortion and

a spanwise modulation in the boundary layer as an effect of the cross-flow

instability.

Figure 3.22: YZ scan along the boundary layer at x=60mm.
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According to Thomas et al. (2015) the neutral stability point on the model

should be at x/t = 0.33, from which the disturbances should start growing.

The flow was measured in a plane perpendicular to the leading edge at differ-

ent heights at 18m/s.

In particular, figure 3.22 shows the scan at x = 60 mm which corresponds to

x/t = 0.6. The flow has been acquired with a spatial resolution of 0.2 mm

along a distance of 12mm.

If stationary cross-flow instability were developing, one would expect to see

spanwise modulation in the meanflow developing as shown in figure 3.23. Such

modulation does not appear at any chordwise locations along the flat surface.

To verify the absence of cross-flow vortices in the spanwise direction, the aver-

age spanwise fluctuations from the mean velocity profile (W ∗) are quantified

as:

W ∗ =
1

n

√√√√ n∑
i=1

(W (yi)−Wz(yi)

We

)2

(3.14)

where n is the number of velocity profiles along z, Wz(yi) is the mean velocity

along the spanwise coordinate z and W (yi) is the velocity within the boundary

layer. If no spanwise modulation is present W ∗ is zero.

(a) (b)

(c)

Figure 3.23: Influence of the cross-flow instability on the mean chordwise velocity
over a wing at different chordwise location (x/c) from Reibert (1996): a)x/c = 0.1
corresponding to the neutral stability point, N-factor=0 b)x/c = 0.2, N-factor=1.8
c)x/c = 0.3 N-factor=3
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(a) (b)

(c)
(d)

Figure 3.24: The spanwise fluctuation of the mean velocity in the presence of cross-
flow instability by Reibert (1996). The plots a), b) and c) correspond to figure 3.23 d)
evolution of the mode shape along the chord.

Figure 3.24 shows an example of the mean chordwise velocity fluctuation

(U(yi)−Uz(yi)
Ue

) for the example of cross-flow development over a swept wing re-

ported in figure 3.23 (Reibert, 1996). The development shows how the cross-

flow instability deforms the mean velocity when the vortices are not visible in

the mean boundary layer profile (figure 3.24a).

The same procedure has been carried out for the actual experiment and the re-

sults are reported in figures 3.25a, 3.25b and 3.25c. The mean velocity profiles

in figure 3.25a almost lie on top of each other. In the same figure, the average

profile is represented by the black line. Figure 3.25b reveals small differences

between the profiles at the edge velocities and a higher deviation inside the

boundary layer below η = 2.

Finally, the average of the spanwise fluctuation (W ∗) is represented in figure

3.25c. The plots show a spanwise deviation from the average mean profile as

it happens in cross-flow instability, but the discrepancy is quite close to the

wall with the maximum of W ∗ at η = 1. In Reibert (1996), a small variation
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3.5. Cross-flow instability and development of the flow along the flat plate

in the spanwise RMS of the boundary layer profile has been measured already

at a distance of x/c=0.1 from the attachment-line where the N-factor starts

growing (see figure 3.23). Figure 3.25c compares the evolution of W ∗ at the

attachment-line and at x = 60 mm; the spanwise variations grow but remain

anyway small. A second analysis has looked at the frequency domain, and at

the evolution of the PSD within the boundary layer at x = 60mm.

(a) (b)

(c)

Figure 3.25: (a) Boundary layer profiles across z at x = 60 mm, (b) spanwise vari-
ations from the average boundary layer profile at x = 60 mm, (c) average spanwise
variations (W ∗) at x=0mm (blue) and x=60mm (red).

The PSD at different locations approaching the boundary layer is reported in

figure 3.26a. For a better clarification the same plot is reported as a contour

plot in figure 3.26b. The spectra at all the y-locations appear to be quite

regular, except for the power at 600 Hz that seems to be amplified in the

boundary layer as it was also observed at the attachment line.

To analyse the contribution of the 600Hz frequency to the whole signal, from

the PSD the RMS band passed between 550Hz and 650Hz has been plotted

in figure 3.27 for the y-z domain. This frequency band appears homogeneously

amplified along the z within the boundary layer.
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(a)

(b)

Figure 3.26: Spectra of a single boundary layer profile at x = 60mm: a) spectra plot
at different height in the boundary layer b) corresponding contour plot.

Figure 3.27: Contour plot of the velocity fluctuations band passed between 550 Hz
and 650Hz in a y-z plane.
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YX scan

A YZ scan along the entire flat leading edge has confirmed that the band

around 600 Hz grows downstream over the plate close to the surface. Figure

3.28 shows the mean and the band passed signal between 550 and 650 Hz

which clearly amplifies around x = 50mm.

Figure 3.28: YX scan along the entire plate: mean spanwise velocity and signal
bandpassed between 550− 650Hz.

To complete the picture, figure 3.29a and 3.29b compare the spectra inside the

boundary layer (η = 1) and outside the boundary layer (η = 6) at x = 0 mm

and at x = 60 mm. Again, the 600 Hz frequency is clearly amplified at

x = 60mm. A second difference can be identified in the range around 100Hz,

which contains much more energy downstream both in the boundary layer and

at the edge of the boundary layer.

Although some frequencies appear to be amplified downstream, from this anal-

ysis it can be concluded that stationary cross-flow instability has not been

observed on the model at 18 m/s. Whether it would appear at higher veloc-

ities, as predicted by the N-factor analysis, is difficult to confirm since such

velocities cannot be reached in the actual wind tunnel configuration.
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(a)

(b)

Figure 3.29: Spectra of a single boundary layer profile at x = 60 mm (brown) and
x = 0mm (green): a) Inside the boundary layer (η = 1) b) outside the boundary layer
(η = 6).

3.6 Experiments with freestream disturbances

3.6.1 The string

The aim of the experiment was to study the effect of the freestream turbu-

lence on the flow impinging on a swept blunt leading edge. Since the freestream

turbulence level in the wind tunnel was low, the turbulence level has been in-

creased by placing a metallic string ahead of the model. The wake of the
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string generates a vortex street which travels towards the model and inter-

acts with the boundary layer. The disturbance so created would be followed

downstream observing whether it is amplified or attenuated approaching the

boundary layer. Similar technique has been used in vorticity amplification ex-

periments, for instance, by Nagib and Hodson (1978).

In order to mount the string at different locations across the wind tunnel a

mechanism to keep the string steady and well tensioned had to be designed.

The mechanism had to be outside the wind tunnel to avoid interference and it

needed to be easy to install in different locations. For this purpose, the system

in figure 3.30 was fabricated.

Figure 3.30: Mechanism to ten-
sion the string.

It consisted of a simple wooden L-shaped base

on which a guitar tuning key was mounted.

This solution was found to be cheap and sim-

ple to realise, guaranteeing an easy and quick

way to tension the wire. Two of those sys-

tems were mounted at the two ends of the

wind tunnel. A tiny hole in the wood was

drilled for each position to allow the string to

travel across the test section.

The string was mounted both horizontally and vertically at different locations

as shown in figure 3.31 and in table 3.2. The orientation of the string, which in

the table has been specified by the letters H or V, changes the orientation of the

vortices generated in the wake. When the string was mounted horizontally with

respect to the wind tunnel the wake would generate vortices oriented in the

spanwise direction, while when the string was mounted vertically the vortices

would be oriented in the chordwise direction. According to the vorticity am-

plification theory, developed for two-dimensional bodies, the vorticity oriented

perpendicular to both the stagnation line and the wall-normal (x-direction in

this case) should be mostly amplified. Therefore, if the theory could have

been directly extended to the swept configuration, one would expect that the

vortices generated by the vertical string would have greater amplification then

the horizontal case.
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Figure 3.31: String location with respect to the model for each test case.

Location d [mm] Q∞ [m/s] Red Observations
H1 0.53 18 631 Turbulent
H1 0.23 ≤ d ≤ 3 6 ≤ Q∞ ≤ 18 91 ≤ Red ≤ 103 Turbulent
H2 0.23 18 274 Laminar
V1 0.23 ≤ d ≤ 3 6 ≤ Q∞ ≤ 18 91 ≤ Red ≤ 103 Laminar
V2 0.23 18 274 Laminar

V3 (yg = 4mm) 0.23 6 91 Laminar
V4 (yg = 6mm) 0.15 18 178 Laminar

Table 3.2: Test cases: H and V indicate the string orientation, respectively horizontal
or vertical, d the diameter of the string, Q∞ the freestream velocity, Red the Reynolds
number of the string, yg the distance from the leading edge. For each test case, the
nature of the flow at the attachment-line is reported.

Horizontal string

Initially, the string was mounted after the contraction in the positions H1. Dif-

ferent string diameters (d) were tested at this location corresponding to differ-

ent Reynolds numbers based on the string diameter (Red). The string diameter

was chosen so that the wake was in laminar state, Red < 103 (Zdravkovich,

1997). In position H1, the boundary along the attachment-line on the model

was found to be turbulent at all the Reynolds numbers tested.

A second attempt was carried out moving the string closer to the model, in po-

sition H2. The boundary layer was found to be laminar with the fluctuations,

in the outer region, three times higher with respect to the case without the
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string (W/We = 0.8% respect to W/We = 0.3%). The RMS profile approach-

ing the wall was constant in the outer region decreasing inside the boundary

layer as for the case without a string. The main issue with the string in lo-

cation H2 was that the wire was aligned horizontally to the wind tunnel test

section and not parallel to the model. Therefore, since the streamlines were

curved, the disturbance generated by the string was non-homogeneous in the

spanwise direction and probably highly three-dimensional. On the other hand,

the available space in the test section in front of the model did not allow one

to mount the string parallel to the attachment-line, in order to be equidis-

tant from the leading edge. In addition, if the string was placed far from the

attachment-line, the wake would dissipate and increase its width approaching

the wall. This makes the wake near the wall too wide to experimentally follow

its evolution downstream.

The fact that the flow was laminar in H2 and turbulent in H1 was unforeseen.

A possible explanation, as sketch in figure 3.32, is that the wake of the string

reaches the root of the wing interacting with the recirculation bubble still

present and making the attachment-line of the device itself turbulent. This

effect enhances the importance of the wing root in a swept-back configuration.

Figure 3.32: Interaction of the horizontal string with the model. The turbulence
coming from the string (red) may interact with the anti-contamination device and make
the flow turbulent on the attachment-line of the device itself.
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Vertical string

The string with the vertical orientation was installed in the locations defined

in figure 3.31 and table 3.2. The boundary layer was found to be laminar for

all those locations.

The problem with the vertical string was that the wake moves along the stream-

lines, therefore if the string is placed far from the leading edge, the vortex would

never reach the boundary layer. Figure 3.33 shows an example with the string

placed in position V1 at different velocities. On top of the boundary layer a

typical wake profile can be observed with the minimum velocity within the

wake at x=15 mm from the surface. The RMS velocity fluctuations, in figure

3.33, shows as well the typical profile with the double hump of the wake.

Figure 3.33: Mean and RMS velocity profile, approaching the model with the vertical
wire in position V1 at different velocities: � Q∞ = 8 m/s, ∗ Q∞ = 10 m/s, • Q∞ =
18m/.

The absence of symmetry between the humps is due to the wake being not

completely aligned with respect to the flow scan, since the streamlines are

curved. The variation in the freestream velocity changes the wake appearance

in all its characteristics (velocity deficit, RMS level, wake width), but overall
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it does not change too much and more interestingly the effect on the boundary

layer is somewhat similar. Only the tail of the wake reaches the boundary

layer.

Two issues had to be solved, the wake was too wide with respect to the bound-

ary layer and it was travelling far from the boundary layer edge. To solve these

issues it appeared necessary to mount the string closer to the surface and re-

duce the string diameter (positions V3 and V4).

Figure 3.34 shows the string in position V4 and the corresponding boundary

layer profile.

Since the string in this case was 0.15 mm the wake was less wide, but the ve-

locity deficit on the boundary layer increases to 20% of the edge velocity. The

boundary layer is still laminar and comparable with the Falkner-Skan-Cooke

solution.

Figure 3.35 shows the velocity and RMS contour along z with the wake of the

string travelling, with the streamlines, parallel to the attachment-line.

Nevertheless, this makes the nature of the disturbance different compared to

the desired one. In fact, in the resulting configuration the experiment repre-

sents a wake-boundary layer interaction rather than a freestream disturbance

impinging on a surface.

(a)

(b)

Figure 3.34: a) Vertical string in the position V4 and b) an example of the correspond-
ing velocity profile along the attachment-line downstream of the string (Q∞ = 18m/s).
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(a)

(b)

Figure 3.35: Contour plot of the mean and rms velocity along the attachment-line
with the vertical string in position V4.

Results

The idea of having a simple string to observe the evolution of an artificially

generated disturbance was found to be unsuitable for a swept-back configura-

tion. Summarising, the horizontal configuration has the following issues: (1)

the wake generated by the string may interact with the recirculation bubble

at the root of the model making the flow completely turbulent already at the

attachment-line; (2) the string should be installed equidistant from the leading

edge in order to have an homogeneous disturbance along the attachment-lime;

(3) the wake produced by the string increases its width approaching the model

so that its size becomes incommensurate with respect to the attachment-line

boundary layer. The vertical configuration has revealed other issues: (1) the

wake generated by the string follows the streamlines and does not reach the
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attachment-line; (2) if the string is too far from the leading edge the wake be-

comes too wide when it reaches the attachment-line; (3) if the string is placed

close to the leading edge, so that its width is small and comparable with the

boundary layer, the wake velocity deficit is still quite big changing the nature

of the experiment in a wake-boundary layer interaction; (4) in addition, very

close to the leading edge the streamlines are fully spanwise and the wake trav-

els parallel to the leading edge, which is not representative of a disturbance

approaching from the freestream.

Overall, the experiments have revealed that a disturbance localised in the span-

wise direction, as the one generated by the vertical string, is convected so that

it aligns the vortex parallel to the streamlines without reaching the bound-

ary layer, while a disturbance which is homogeneous in the spanwise direction

reaches the boundary layer and eventually triggers transition.

3.6.2 The grid

The technique of mounting the string ahead of the model to create a small vor-

tical disturbance approaching the leading edge from the freestream was found

not applicable. On the other hand, the results of the experiments without the

freestream turbulence have not shown as amplification in the fluctuations at

the edge of the boundary layer, as it would predict by the vorticity amplifica-

tion theory.

In the literature, other techniques commonly used to generate a freestream

turbulence disturbance in the wind tunnel are: vibrating ribbon, turbulence

generating grids and jets. Among them, a second attempt has been carried

out following the vorticity amplification experiments by Sadeh et al. (1970).

The authors created a turbulent generating grid with parallel rods (see figure

3.36). This configuration, respect to the square-mesh grid, enable on to gen-

erate anisotropic turbulence with eddies oriented in a preferential direction. In

particular, by mounting the grid alternatively horizontally and then vertically,

the freestream disturbance would be changed. Sadeh et al. (1970) found out

that on a two-dimensional stagnation point flow the disturbances generated
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(a)

Square mesh

M

d

Parallel rods (vertical)

(b)

M

d

Parallel rods (horizontal)

(c)

M

d

Figure 3.36: Overview of different types of grids: (a) square mesh, (b) parallel verti-
cally rods, (c) parallel horizontal rods.

by the grid parallel to the x-direction of the model are more amplified than

the disturbances generated by a grid parallel to the spanwise direction, as pre-

dicted by the vorticity amplification theory. The aim of the investigation was

to observe the behaviour on a swept leading edge flow.

In this configuration, the design of the grid involves the choice of the rods

diameter (d) and the rods distance (M) based on the desired characteristics of

the turbulence. Guidelines on how to design the turbulence generating grids

can be found in Roach (1986) and in Kurian and Fransson (2009).

Design of the turbulence grid

According to the two-dimensional vorticity amplification theory the wavelength

of the oncoming vorticity must be greater than a natural wavelength λ0 (Sadeh

et al., 1970), which for the Hiemenz flow is:

λ0 = 2π

√
ν

a
= 2π

√
tν

V∞
(3.15)

The freestream velocity in the experiment has been in the range of 6÷18m/s,

corresponding to a natural wavelength λ0 = 3.3÷ 1.9mm.

Consequently, the turbulence grid must generate an integral length scale (Λx)

greater than λ0.

Following Roach (1986), the integral turbulent scale due to a turbulence-

generating grid depends on the diameter of the rod (d) and the distance of
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the grid from the model (xg):

Λx = 0.20 d
√
xg/d.

Calling NΛx the ratio between the integral scale and the neutral scale (NΛx =

Λx/λ0) the rod diameter is defined by:

d =
( Λx

0.20x
1/2
g

)2

=
( NΛx λ0

0.20x
1/2
g

)2

. (3.16)

The wind tunnel was already equipped with a slot at the end of the contraction

to insert a turbulence generated grid. The slot is distant 741 mm from the

root of the swept blunt wing and 1506mm from the tip. The average distance

xg = 1000 has been used for the design.

Figure 3.37 gives the rod diameters as function ofNΛx, from which the diameter

can be chosen.

Figure 3.37: Rod diameter of the grid (d) as function of the amplification (Λ/λ0)
at different velocities: Q∞ = 8 m/s, Q∞ = 10 m/s, Q∞ = 15 m/s,
Q∞ = 18m/s.

To decide the rod distance M , one has to consider the porosity β∗. Roach

(1986) has defined the porosity for parallel rods as: β∗ = (1− d/M). Alterna-

tively, Kurian and Fransson (2009) define the solidity σ, which is σ = 1− β∗.
In particular, Kurian and Fransson (2009) suggest a porosity greater than 0.55,

which corresponds to M > d
0.45

. Roach (1986) suggested a ratio between the
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mesh width and the wind tunnel height smaller than 0.1.

The turbulence intensity generated by the grid depends on the distance from

the grid to the measurement region and can be roughly estimated by:

Tu = C(xg/d)−5/7 Tv = DTu Tw = ETu,

where (u, v, w) are referred to the three velocity components and the constants

depend on the Re number and the grid geometry. For a parallel rod grid at

high Re the constant given by Roach (1986) are C = 0.8, D = E = 0.89.

It was decided to use parallel circular rods of diameter 3 mm placed at a

distance M = 20mm which corresponds to NΛx between 0.87 and 1.97 in the

freestream velocity range of [8÷18]m/s. The corresponding Reynolds number

is in the range of [1.2÷ 2.7] · 104.

The grid in the vertical configuration is showed in figure 3.38. It was made by

carbon fibre rods which were inserted in a perforated aluminium plate screwed

to the wooden frame. The perforated plate presented holes at the required

distance M . To keep the rods in tension collars at the two ends of each rod

were used.

Figure 3.38: Turbulence generating grid mounted vertically in the wind tunnel.
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Results

Two different tests were carried out, in the vertical and in the horizontal

configuration. Figure 3.39 shows the results by comparing the effects with the

horizontal and the vertical grid at different velocities.

(a) Q∞ = 8m/s

(b) Q∞ = 10m/s
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(c) Q∞ = 15m/s

(d) Q∞ = 18m/s

Figure 3.39: Boundary layer velocity profiles on the attachment-line at different ve-
locities with turbulence generating grid installed horizontally (•) and vertically (×).

The figures can be compared to figure 3.15, which shows the results without the

disturbances upstream, considering that in that case the velocity fluctuations

are two order of magnitude lower. In both the horizontal and vertical case, the

turbulent boundary layer at the attachment-line is thicker (i.e. δ = 3.5mm at

18m/s) and fuller with respect to the laminar cases presented in the previous
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sections. The RMS level far from the leading edge is similar for all the con-

figurations and for all the freestream velocities, but approaching the wall the

RMS increases with a maximum within the boundary layer. The height of the

maximum level of fluctuations decreases when the velocity increases.

Table 3.3 reports the turbulence intensity at 30 mm from the plate with and

without the grid.

Q∞
Tu

No grid Vertical Horizontal
18m/s 0.31% 1.8% 1.6%
15m/s 0.29% 1.7% 1.6%
10m/s 0.21% 1.52% 1.53%
8m/s 0.09% 1.48% 1.49%

Table 3.3: Turbulence intensity at y = 30 mm from the leading edge with the tur-
bulence generating grid in the horizontal and vertical configuration compared to the
turbulence intensity without the grid.

The maximum level of the RMS is always higher in the vertical configuration,

as it should be according to the two-dimensional theory, although the differ-

ence is not enough to confirm Sadeh et al. (1970) observations for a swept case.

Figure 3.40 shows the PSD of the hot-wire signal at the maximum RMS loca-

tion. With a broad band of exited frequency the PSD appears that typical of

a turbulent boundary layer.

(a) (b)

Figure 3.40: PSD inside the boundary layer at the maximum of the RMS with (a) an
horizontal grid and (b) a vertical grid for each freestream speed: Q∞ = 8 m/s,
Q∞ = 10m/s, Q∞ = 15m/s, Q∞ = 18m/s.
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Finally, in figure 3.41 the results at Q∞ = 18m/s are compared to the results

with the horizontal string installed in H1 (same location of the grid) with a

diameter of 0.23mm and of 3mm. In particular, in the latter case the diameter

of the string was the same as for the grid rods.

Figure 3.41: Comparison of the effect of the grid with respect to the effect of the
horizontal string in H1 at Q∞ = 18 m/: • grid horizontally oriented,× grid vertically
oriented, � string d = 3mm in H1, ♦ string d = 0.23mm in H1.

In all the cases, the boundary layer on the attachment-line was fully turbulent,

the fluctuations increase close to the wall reaching a maximum at 0.56 mm.

The locations of the maximum in the fluctuation profiles are the same for all

the environments. This suggests that the location depends on the boundary

layer properties and, therefore, freestream speed; while the maximum intensity

of fluctuations depends on the level of external disturbances. In figure 3.41 the

RMS profiles have also been plotted normalised with respect to their value far

from the wall at y = 30 mm. The rate of amplification outside the boundary

layer is constant for all the cases, but the boundary layer response depends on

the disturbances levels.
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3.7 Summary

In this chapter, the design and the experiments of a vertical flat plate with a

fairing body have been presented. The idea of the model was to study the vor-

ticity amplification theory and the cross-flow instability. Although the wind

tunnel configuration did not enable a high enough velocity to observe clearly

the cross-flow instability, it was decided to adopt the model to study the vortic-

ity amplification theory on a swept configuration, which has not been reported

in literature.

It was found that in the low turbulence wind tunnel, the velocity fluctua-

tions approaching the attachment-line did not increase, as observed in two-

dimensional experiments. This was attributed to the level of disturbances

naturally presented in the wind tunnel which were not large enough. With

the purpose of creating a localised disturbance, a string was placed ahead of

the model at several locations with different orientations. Many issues have

been reported regarding the applicability of this technique on a swept model.

Nevertheless, it can be concluded that the string in the horizontal configu-

ration generated disturbances spread in the spanwise direction, able to reach

the attachment-line boundary layer and eventually trigger transition; while

the vertical string generated a disturbance which was localised in the spanwise

direction, this would travel parallel to the streamlines without reaching the

boundary layer. For the vertical case, it was observed that even if the string

was placed at the edge of the boundary layer the flow was found to be lami-

nar, but in that case the problem would become more a wake/boundary layer

interaction.

Finally, the flow was investigated using a turbulence generating grid. The tur-

bulence generated by the grid was greater than 1% and the boundary layer

was found to be fully turbulent in all the test cases, even at low velocity.

It was found that the fluctuations amplify approaching the attachment-line

reaching a maximum within the turbulent boundary layer, similarly to those

reported in the experiments on two-dimensional bodies. In contrast, no partic-

ular difference was found in the amplification of the disturbances generated by
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the horizontally oriented grid with respect to those generated by the vertical

case; further experiments would be necessary to confirm the observation on

the unswept model were the vertical orientation is more amplified Sadeh et al.

(1970).

The question whether this increment in the fluctuation can be possible also in

a laminar boundary layer remained an open question. It has been, therefore,

decided to move to an experiment in a different wind tunnel where the level

of turbulence intensity, naturally present, is already around 1%. The exper-

iment looked at the flow in front of a cylinder at different sweep angles with

the aim of investigating the effect of sweep angle on the velocity fluctuations

approaching the model. The advantage in changing the wind tunnel was that

the investigation could employ multi-component laser Doppler anemometry,

which enabled simultaneous measurements of the three velocity components

in the same location. The results are presented in the next chapter.
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Experiments on a circular

cylinder

4.1 The model and the wind tunnel

The influence of sweep angles on the vorticity amplification around the stag-

nation region of a circular cylinder has been experimentally investigated in the

T2 wind tunnel in the Handley Page laboratory at City, University of London.

Four low sweep configurations were studied and the measurements compared

to those on the unswept cylinder.

As reported in chapter 2, the experiments on the vorticity amplification theory,

available in literature, have been carried out mainly through flow visualisation

or single hot-wire measurements. Here, a multi-component Laser Doppler

Anemometry (LDA) system has been used to measure the three velocity com-

ponents ahead the leading edge of the cylinder.

The model was a straight Perspex cylinder mounted vertically from the bot-

tom to the top of the wind tunnel (figure 4.1).
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Figure 4.1: Unswept Perspex cylinder mounted in the wind tunnel.

Two removable inserts enable the model to be fixed to the roof and floor of the

wind tunnel. The cylinder was screwed to those inserts through two circular

wooden disks, mounted inside the Perspex cylinder itself.

To mount the cylinder at a sweep angle, two wedges were inserted under the

wooden disks (figure 4.2). The wedges were made to mount the cylinder swept-

back in four configurations (Λ): 5◦, 10◦, 20◦, 30◦. For each case a different

groove was created and properly sealed.

The cylinder had a radius (R) of 75 mm and 15 pressure taps were installed

along its perimeter at different heights.

The T2 closed loop wind tunnel has a test section of 1.80× 1.12× 0.81 m and

can run from 4m/s to 55m/s with a turbulence intensity less than 1.0% and

a flow uniformity around 0.4%, in an empty test section. The blockage ratio

of the cylinder was 13%. The effect of the cylinder on the turbulence intensity

is reported in section 4.5.1.

To investigate the flow ahead of the leading edge, a three-component Laser

Doppler Anemometer (LDA), provided by Dantec Dynamics, was used. Fig-

ure 4.3 shows the two optic groups, in back scatter configuration, installed

outside the wind tunnel on a three-axes traverse, as explained in more details
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in appendix C.

wedge

Λ
wooden disks

wooden plates

Q∞

Pitot

Figure 4.2: Cylinder mounted on a sweep angle inside the wind tunnel.

The flow in the wind tunnel was seeded with olive oil particles generated by

an atomiser and injected in the wind tunnel through a pipe at the end of the

test section. The oil particles had a diameter of approximately 1 µm.

The LDA instrumentation was brand-new, and needed to be commissioned.

Certain issues arose that need to be mentioned. The first issue is related to

the optical access to the wind tunnel. A thick Perspex window, that was trans-

parent to the laser wavelengths, was installed, but the window was found to

be non-uniform. This may cause differences in the data rate between measure-

ment points, but it can be monitored in advance.

The second issue is related to the seeding particles losses. Some leakages in

the wind tunnel were identified during the experiment and sealed, while some

others were more difficult to find. Furthermore, at low velocities the concentra-

tion of the particles in the wind tunnel fell with time quite quickly due to their

deposition. Both the leakages and the depositions contribute to particles losses

during the experiment. The particles losses would not affect the measurements

in the freestream, where the data rate usually is greater than 10 kHz, but it

can influence the measurements within the thin stagnation point boundary

layer where the deceleration rate is high and velocities are extremely low, and

the low date rate keeps dropping further during the acquisition time. The

wind tunnel is not equipped with an automatic system to control the particle
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concentration; therefore the seeding of particles was manually adjusted during

the experiments in order to maintain a reasonable data rate.

Figure 4.3: LDA setup outside the wind tunnel.

4.2 Methodology

The experiments was carried out always following the same procedure. The

two wooden plates, on which the cylinder was mounted at the desired sweep

angle, enabled the model to be aligned with respect to the test section. The

alignment and the sweep angle were verified with an electronic inclinometer.

Then, one of the pressure taps on the cylinder was aligned with the centre of

the wind tunnel, in order to measure the pressure around the cylinder with a

manometer (see sections 4.3.1 and 4.4.1). The pressure tap was then used as

reference for the centre of the cylinder.

After the alignment of the model, the LDA was oriented so that laser LDA1 and

LDA2, coming from the first optic group, were respectively perpendicular and

parallel to the leading edge, while the laser LDA3, from the second optic group,

was perpendicular to the leading edge (see figure 4.3). Details concerning the

alignment procedure are reported in appendix C.

In order to set the origin of the traverse coordinate system, the leading edge

of the cylinder was identified by placing a few millimetres L-shaped metallic
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foil at an height of approximately 300 mm from the wind tunnel floor (figure

4.4) and traversing the LDA until it interferences with the beam.

Figure 4.4: LDA during the alignemnt procedure usign the L-shaped metallic foil.

To ensure that this is exactly at the stagnation point, the velocities were

measured across the span at three chordwise distances in front of the leading

edge (figure 4.5).

YT scan

U

Figure 4.5: Example of the flow in front of the cylinder to align the laser with the
stagnation point

Scans were then carried out with the three-component LDA. The results en-

abled one to find where the flow diverged symmetrically, corresponding to the

change of sign of the U-velocity component, perpendicular to the freestream.

From this position (YT = 0) it was possible to find the stagnation point. The
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LDA was traversed along the freestream direction until the signal interfered

with the wall at the stagnation point, which was then set as zero on the acqui-

sition software. Then the coordinate system of the traverse is defined by the

software as: XT in the direction of the freestream velocity, ZT parallel to the

cylinder axis and YT perpendicular to both XT and ZT (figure 4.6).

Y-Z scan

Y scan

Z,-W

Y,-V

A AQ∞

V∞W∞

ZT ,UZ

XT ,UX

Pitot

Λ

Y scan

X scan

X,-U

Y,-V

SEC A-A

Q∞

YT ,UY

XT ,UX

Figure 4.6: Coordinate systems for the cylinder experiments: (XT , YT , ZT ) is the
coordinate system defined by the LDA traverse, (X,Y, Z) is the coordinate system
adopted in the data analysis.

The experiments for each sweep angle were carried out in the region in front

of the leading edge. As sketched in figure 4.6, four types of measurement

were carried out: X-scan to align the laser, as explained earlier, Y-scan in

the potential flow region and Y-scan in the boundary layer region and on

a Y-Z plane. For each scan the value at a distance of 220 mm from the

stagnation point has been used as reference. The freestream velocity (6m/s),

corresponding to a Reynolds number ReD=̃6 · 104, was monitored with the

Pitot tube.
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4.3. Results on the unswept cylinder

4.3 Results on the unswept cylinder

4.3.1 Pressure distribution

The static pressure distribution around the cylinder was measured through the

15 pressure ports built on the model using an inclined multi tube manometer.

Figure 4.7 shows the experimental distribution of the pressure coefficient (cp)

compared to the theoretical pressure derived from the potential flow theory as

a function of the circumferential angle θ:

ccylp = (2cos(2θ)− 1) (4.1)

At the stagnation point the flow is at rest and cp is 1 as predicted by the poten-

tial flow theory. That theory does not consider the viscous effect and therefore

differences exist between the experimental and the theoretical profiles. Actu-

ally, the pressure coefficient decreases up to 75◦, reaching a minimum of −1 to

the point where the flow separates and the pressure coefficient oscillates around

a constant value. This experimental behaviour is in agreement with previous

investigations at the same Reynolds number, widely reported in literature, as

reviewed by(Zdravkovich, 1997).

θV∞

Figure 4.7: Pressure distribution on the unswept cylinder.
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4.3.2 Potential flow

To investigate the flow approaching the leading edge of the cylinder, three-

component LDA measurements were made. The three measured non-orthogonal

velocity components (U1, U2, U3) were converted to the wind tunnel orthogo-

nal coordinate system (UX , UY , UZ) by applying the transformation matrix as

explained in appendix C.

The velocity (UX , UY , UZ) were then converted to the cylinder coordinate sys-

tem (U, V,W ) (figure 4.6). In particular, the chordwise velocity was assumed

to be positive in the freestream direction, in opposite direction with respect to

the Y coordinate.

Figure 4.8 shows the mean and the fluctuations for the three velocity compo-

nents, approaching the cylinder, measured in coincidence mode.

The mean of the chordwise velocity V decreases towards the model, while the

spanwise mean velocity, W , and the third component U are almost zero. Ac-

tually, the small offset of the U from the zero, close to the wall, is due to the

laser beams being slightly off the centre-line in the set of measurements plot

in the figure.

In the same figure, the fluctuations for each component of the velocity are

shown; further details on the procedure are explained in appendix C. The fluc-

tuations, almost constant far from the model, start to be influenced by the

presence of the model itself from a distance approximately of 1.3R. Actually,

the major effect can be observed very close to the wall where the viscous effect

starts to dominate (Y ≤ 0.05R). This aspect will be discussed in the next

section.

Going back to the mean flow chordwise velocity, it has to be underlined that

its behaviour approaching the cylindrical model, far from the boundary layer,

is predicted by the potential flow theory:

V (Y ) = V∞
(

1− R2

(Y +R)2

)
(4.2)
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4.3. Results on the unswept cylinder

Figure 4.8: Mean and RMS of the three velocity components approaching the straight
cylinder.

In the proximity of the model, outside the boundary layer, the V-component of

the velocity can be approximated by a straight line, as described by Hiemenz

solution:

V (Y ) = −aY (4.3)

where a = 4V∞/D. Figure 4.9 shows the agreement between the experimen-

tal data and both the potential flow theory and the Hiemenz linear solution

starting at Y ≤ 0.1R. The constant a in the equation 4.3, calculated by

interpolating the experimental data was found to be smaller by 10% of the
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theoretical prediction.

(a) (b)

Figure 4.9: Potential flow approaching the cylinder: data points •, potential flow
theory , Hiemenz theory .

4.3.3 Viscous effect

Figure 4.10 shows the mean and the RMS of the three velocity components

approaching the leading edge of the cylinder. The Y-axis is given with the

dimensionless variable η = Y
√
a/ν, where ν is the kinematic viscosity and a

is the constant of the Hiemenz flow.

As explained in the previous section, the zero for the acquisition system is set

where the laser start interfering with the cylinder, but since the beam itself

is around 0.2 mm in diameter the exact location of the wall (η = 0) has to

be estimated from the experimental data. According to the viscous theory,

reported in Chapter 2, the viscosity close to the wall acts on the mean velocity

profile as a shift from the wall.

The inviscid Hiemenz straight line, extrapolated from the theoretical viscous

Falkner-Skan solution, crosses the η−axis at η = 0.65 (see figure 4.11). There-

fore, also the interpolation line of the experimental data has to cross the η-axis

at 0.65.

Going back to figure 4.10 the V-velocity component shows a linear deceleration

away from the wall and non-linear behaviour where the viscous effects become

significant.

108



4.3. Results on the unswept cylinder

Figure 4.10: Mean and RMS (•) of the velocity components in the boundary layer at
the stagnation point. The V-component is compared to the Falkner-Skan (-) solution.

Figure 4.11: Method used to find the distance from the wall: experiment theory.

109



Chapter 4. Experiments on a circular cylinder

The velocity does not show a typical boundary layer profile, i.e.for a Blasius

flow, with a constant edge velocity. Therefore, at the stagnation point the

boundary layer thickness is assumed to be the distance at which the velocity

deviates from the linear Hiemenz solution that is η = 2.4. In the experiment

this point corresponds to δ = 0.72 mm. The other two velocity components

are approximately constant and very close to zero, as they must be at the stag-

nation point. Although, the intensity of the W-velocity component increases

slightly, up to η = 1.9, remaining quite small. In this region the absolute

value of the mean W-velocity component is greater than that of the V-velocity

component, indicating that the flow assumes a three-dimensional behaviour as

hypothesised by Sutera (1965).

Regarding the fluctuation components, the most interesting behaviour is that

the VRMS and the WRMS show an opposite behaviour: the chordwise compo-

nent decreases and the spanwise increases reaching respectively a minimum at

η = 0.97 and a maximum at η = 2.23, close to the theoretical boundary layer

thickness.

As reported in Chapter 2, previous investigations on the stagnation point

vorticity amplification have regarded mainly flow visualisation and hot-wire

measurements. In particular, the hot-wire experiments were carried out with

a single hot-wire measuring the mean and the fluctuating component of the

velocity in the direction perpendicular to the wire itself. Some results by Sadeh

and Brauer (1981) for a straight cylinder of radius similar to that used in the

present experiment, and at similar Reynolds number, are shown in figure 4.12.

The mean square of the velocity normalised with respect to its minimum value

(at about 2.5 times the cylinder radius) is plotted versus the ratio between

the distance from the leading edge and the cylinder radius. The maximum

amplification is at the edge of the boundary layer.

To compare the two experiments, the three velocity RMS have been squared

and normalised with respect to their values at 200mm away from the leading

edge, which corresponds to Y = 2.6R (figure 4.13). The spanwise velocity fluc-

tuations present the most interesting behaviour, quite similar to the hot-wire

measurements by Sadeh and Brauer (1981). In fact, both the curves (figures
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4.3. Results on the unswept cylinder

4.12 and 4.13c) increase, with respect to their freestream value, reaching a

maximum around the boundary layer edge.

u22

Y/R

0 1 2 3 4 5
0

1

2

3 δ

Figure 4.12: Velocity fluctuations (u2
2) from hot-wire measurements by Sadeh and

Brauer (1981) on a straight cylinder: ReD = 12× 104, R = 80mm.

(a) (b)

(c)

Figure 4.13: Normalised RMS for the three velocity components.
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4.3.4 Frequency domain

To further analyse the phenomenon, a frequency domain analysis has been

carried out. The algorithm used to find the Power Spectral Density (PSD) for

the LDA measurements is explained in appendix C, but it is important to note

that the maximum resolvable frequency in the PSD depends on the data rate

and on the acquisition time.

In the case of the coincident measurements reported in the previous section, the

PSD (for a signal of 90 seconds with data rate 500 Hz inside the boundary

layer) could be resolved only up to frequencies below 100 Hz. To have a

more complete and reliable PSD up to higher frequencies, the data has to

be acquired in semi-coincidence mode, where the data rate is greater. This

was possible since the phenomenon under investigation only influences the

V and W velocity components, lying on the plane identified by LDA1 and

LDA2. In the semi-coincident mode the signals from LDA1/LDA2 are acquired

simultaneously, but independently from that of LDA3. In this way, the whole

mean velocity field can still be measured, but the fluctuations can be resolved

only on the plane defined by LDA1/LDA2, the YZ plane on which the two

velocity components V and W lie.

The measurements were in agreement with those in coincidence mode showing

also the reliability and repeatability of both the mean and RMS.

The data rate for LDA1 and LDA2 was increased up to 2.5 kHz, with the

acquisition time kept at 90 s. Consequently, the frequency domain achieved

in semi coincidence mode is more than an order of magnitude higher than

the one in coincidence mode. Figures 4.14a and 4.14b show the PSD for the

two velocity components at difference distances from the wall according to the

colour bar in figure.

The PSDs of the V-velocity is an order of magnitude lower compared to the W-

velocity according to their RMS values. The PSDs of V and W components do

not show a particular frequency of amplification, but the phenomenon seems

to be related to a wide range of low frequencies, at which the energy of the

V-component decreases towards the wall, while the energy of W-component
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increases.

(a)

(b)

Figure 4.14: Spectra at various η for a) V component and b) W component.

To better visualise the frequency contributions, the PSD is plotted in a contour

graph showing the energy content, contour levels, of each frequency at different

distances from the wall (figure 4.15).

The figure shows that the low frequencies of the V-PSD attenuates rapidly

inside the boundary layer (η < 2.4), while the W-PSD increases its energy
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content at low frequencies (up to 30 Hz) gradually up to a maximum inside

the boundary layer.

Figure 4.15: Contour plot of the PSD for the V and the W velocity components in
the boundary layer

Sadeh et al. (1970) investigated the vorticity amplification at the stagnation

point flow on a vertical flat plate using a single hot-wire anemometry with

different types of turbulence-generating grids. The authors found an amplifi-

cation in the fluctuating velocity around the boundary layer edge. The rate

of the amplification depended on the orientation and on the wavelength of the

turbulence generated by the grid. The energy spectrum showed that the am-

plification was associated with signals of frequencies below 25 Hz, for all the

grids, similar to that observed in figure 4.15.

The vorticity amplification theory demonstrates that the frequency below a

natural wavelength becomes amplified. To analyse the amplified wavelengths

in the experiment, the methodology followed by Sadeh et al. (1970), based on

the Taylor’s hypothesis of frozen pattern, has been adopted. The time spec-

trum and the spatial spectrum are connected, and therefore the eddy size can
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be calculated as the ratio between the mean local velocity and the frequency:

λy =
V

f
(4.4)

and analogous

λz =
W

f
. (4.5)

According to Sutera (1965) the neutral wavelength for the Hiemenz flow is

λ0 = 2πR√
ReD

. Kestin and Maeder (1957) further analysed the instability of

a cylinder stagnation point finding that when the curvature is included the

flow is unstable for disturbances only for λ = 1.79λ0. In both the papers the

imposed perturbation was parallel to the cylinder axis, therefore λ0 must be

considered in the λz. In figure 4.16 the value of λ0 has been marked with a

black dashed line.

Figure 4.16: Contour plot of the PSD for the V and the W velocity components in
the boundary layer as function of the length scale. The dashed line represents - - is the
neutral wavelength (λ0) for Hiemenz flow.

The plot shows that the wavelengths under amplification are those greater
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than the black dashed line. The maximum λy decreases approaching the wall

together with the energy content, showing that the eddies are becoming smaller

with less energy content while the flow is decelerating. On the other hand,

the maximum value of λz increases slightly, around the boundary layer edge.

The energy content of λz increases greater for wavelengths than λ0, while

remains almost constant for smaller wavelengths. This means that the bigger

scale eddies are amplified. According to Sutera (1965) the vorticity with scale

smaller than the natural scale dissipates into thermal effects, while that with

bigger scale amplifies more rapidly than it is dissipated as the boundary layer

is approached.

4.3.5 YZ Scan

The flow has been scanned in a 4x3 mm2 YZ-plane with a resolution of 0.2mm

to analyse whether there is any periodicity or difference along the Z-axis.

Figure 4.17 shows a contour plot of the results in dimensional units.

Figure 4.17: Velocities and fluctuation on a YZ plane.
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The plots do not show any clear structure either in the mean or the RMS. A

small undulation can be observed, in particular in the mean V velocity, but its

wavelength corresponds to the measurement resolution.

As for the single boundary layer scan presented in the previous section, for

all the Z locations the minimum for the VRMS is around 0.5 mm, while the

maximum of the WRMS, around 1mm.

It is not immediately observable from the figure, but the absolute value of the

mean streamwise velocity V is higher with respect to the absolute of spanwise

mean velocity W, as one would expect, only up to Y = 0.6mm (η = 2), after

which the behaviour is the opposite up to the wall where both are zero. This

suggest a three-dimensionality of the flow in the boundary at the stagnation

point, as stated by Sutera (1965).

To check for the periodicity, firstly the average values of RMS across Z for

each Y location (VRMS and WRMS) have been calculated and then subtracted

to the RMS of each corresponding location. The results are shown in figure

4.18: the V is homogeneous through the measured area, while the W shows

small patches comparable to the resolution.

Figure 4.18: Velocity fluctuation after having subtracted the mean of RMS along Z.

A spatial PSD was carried out within the range of the YZ scan, but no signif-

icant periodicities were found. In addition, the frequency spectra along the Z

at each Y-location were found to be similar.
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4.4 Results on the swept cylinders

The experiments on the straight cylinder have shown an increment in the

spanwise velocity fluctuations at the edge of the stagnation point boundary

layer and a reduction in the chordwise velocity fluctuations. To investigate

the effect of a sweep angle on that phenomenon, experiments were carried out

on four different sweep configurations and the results compared to the unswept

case.

4.4.1 Pressure distribution

The theoretical pressure coefficient for a body with a sweep angle (cp3D) can

be deduced from the unswept pressure coefficient (cp2D) according to:

cp3D = cp2Dcos(Λ)2 (4.6)

where Λ is the sweep angle as shown in figure 4.6. Therefore, in the case of a

swept cylinder equation 4.1 becomes:

ccylp3D = [2cos(2θ)− 1]cos(Λ)2 (4.7)

In figure 4.19 the theoretical potential pressure distributions are shown to-

gether with the experimental measurements for each sweep angle.

The effect of the sweep angle at the leading edge, θ = 0◦, is to decrease the

two-dimensional pressure coefficient by cos(Λ)2. The corresponding experi-

mental values can be used to calculate the effective sweep angle (Λeff ), that is

the angle at which the streamlines approach the model, that may differ from

the geometrical sweep (Λgeom) measured on the model. From the pressure dis-

tribution, the effective sweep angle was found approximately less than 10%

compared to the geometrical one. The system holding the cylinder in the wind

tunnel did not allow fine rotation of the model and therefore did not allow

fine adjust of the pressure taps corresponding to θ = 0◦ with the symmetry of

the flow field. For this reason, more precise effective sweep angles have been
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obtained from the multi-component LDA measurements: 5.28◦, 10.7◦, 21.08◦,

32◦.

In figure 4.19 the curves corresponding to different sweep angles present a sim-

ilar behaviour following the theoretical ccylp3D for small θ and a constant zero

slope after the flow separates.

θV∞

Figure 4.19: Pressure distribution at different sweep angle: theoretical laminar
(dashed line) and experimental data (dots). The colours indicate the sweep angles:•
Λ = 0◦, N Λ = 5◦, � Λ = 10◦, � Λ = 20◦, ∗Λ = 30◦

The different behaviour of Λ = 30◦ is due to the boundary layer being, only

in that case, tripped by a strip of roughness applied over the shoulder of the

cylinder. The strip of roughness should make the boundary layer turbulent

and modify the pressure distribution accordingly. The boundary layer was

tripped to reduce the influence of the wake shedding frequency observed on

the V spectra in front of the leading edge. Usually, the shedding frequency

influences only the U spectra at the stagnation point, since that is due to the

shedding of the wake vortices, which induces a movement of the whole flow field

in the X-direction (see section 4.5.4). When the cylinder was swept the wake

became three-dimensional. Probably, for that reason, at the highest sweep,

the effect of the wake was also observed on the V-PSD at the stagnation point.

The presence of the trip has still diminished the shedding frequency energy in

the spectra, although the flow separation was delayed only up to θ = 75◦.
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4.4.2 Potential flow

The potential flow approaching the attachment-line of a swept cylinder (at

X = 0) can be calculated in the coordinate system of figure 4.6 considering

the independence principle:

−−−→
Q(Y ) =

(
0, V∞

(
1− R2

(Y +R)2

)
,W∞

)
(4.8)

The main difference from the unswept case is the spanwise velocity, W∞.

Two examples at Λ = 30◦ and Λ = 20◦ are presented in figure 4.20.

Figure 4.20: Potential flow approaching the sweep cylinder in two configurations, �

Λ = 20◦, J Λ = 30◦, compared to potential flow theory (black line).
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The flow was measured in a direction XT not perpendicular to the leading edge,

and then projected on the perpendicular direction to allow the comparison with

the potential flow theory. Figure 4.20 shows the mean and the RMS of the three

velocity components from a distance of three times the radius up to the leading

edge. The mean velocity components are in agreement with the potential flow

theory, shown in the figure by a black line. The fluctuating velocities decrease

linearly with a similar slope approximately up to Y = 0.5R, where VRMS keeps

decreasing and the WRMS increases rapidly both not linearly . The slope of

the attenuation in the first part is quite low in dimensional units and may be

considered almost constant. It comes out that the region of major interest is

closer to the leading edge within Y/R = 0.05, which will be analysed in the

next section.

4.4.3 Viscous effect

When the flow is close enough to a swept leading edge the effect of viscosity

creates a boundary layer in the spanwise direction as predicted by the Falkner-

Skan-Cooke numerical solutions (see Chapter 2).

Figure 4.21 shows the same plot in dimensionless units: V with respect to

V∞, while W, WRMS and VRMS with respect to their own value outside the

boundary layer at η = 10. The mean velocities show an agreement with the

Falkner-Skan-Cooke numerical solution. The W/We for the unswept case is

not plotted since We would be zero. The V-fluctuations, in this normalisation,

show a higher attenuation with the sweep angle, up to 0.4 times the outer VRMS

value, although the case Λ = 30◦ the attenuation is less. The W-fluctuation

increases approaching the wall in all the cases, up to an average maximum

value of 1.4 times for Λ from 0◦ to 20◦. However, a clear trend was not easily

identified by the mean RMS. The intensities of the fluctuations, for the different

sweep angles, are of the same order of magnitude, with the WRMS more than

double the intensity of the VRMS. For the unswept case it was pointed out that

the mean V velocity component was higher than W up to η = 2, indicating

the existence of a three-dimensional effect in the boundary layer.
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Figure 4.21: Mean and fluctuating velocity for different sweep angle: • Λ = 0◦, N
Λ = 5◦, ? Λ = 10◦, � Λ = 20◦, J Λ = 30◦. W/We for Λ = 0◦ is not plotted. The mean
velocity are compared to Falkner-Skan-Cooke solution -.

Reynolds stress

The cross product vw has been calculated as reported in appendix C and nor-

malised with respect to the RMS velocities components. The results, for all

the sweep angles, are reported in figure 4.22. The cross product gives an indi-

cation of the correlation between two quantities; physically, it corresponds to

the Reynolds stresses, giving the transfer of momentum from the mean flow to

the fluctuations.

For the straight cylinder the product is zero at any distance from the wall,

while it becomes negative for any swept configuration and reaches the mini-

mum, that is the maximum correlation between the two velocity fluctuation

components, at a distance from the wall around 2 ≤ η ≤ 5.

This behaviour is due to the presence of a spanwise boundary layer in the

swept cases, which causes the production of vortices close to the wall.
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Figure 4.22: Normalised coviariance for different sweep angles: • Λ = 0◦, N Λ = 10◦,
? Λ = 10◦, � Λ = 20◦, I Λ = 30◦.

(a)

(b) η ≈ 9 (c) η ≈ 4

Figure 4.23: a) Normalised coviariance for Λ = 20◦ and the w versus v scatter plots
for the corresponding data at b) η ≈ 9 and c) η ≈ 4. The black lines indicate the linear
regression.
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To better explain the phenomenon, figure 4.23a shows the cross product for the

sweep angle Λ = 20◦. In particular, the maximum correlation can be observed

to be roughly around the boundary layer edge.

In addition, figures 4.23c and 4.23b show the distribution of the data points

respectively at η ≈ 9 and at η ≈ 4. In the first case, the cross product is

zero showing a cloud of points well rounded and symmetrical. In contrast, the

case at η ≈ 4 shows an elliptical cloud with higher fluctuations in the span-

wise direction. The plots report also the regression lines (black in the figures),

which has a zero slope for η ≈ 9 and a negative slope for η ≈ 4. The negative

slope indicates that at the wall the fluctuations of v and w have statistically

an opposite sign (with two possible situations v > 0 and w < 0 or v < 0 and

w > 0), that explains also the negative sign in the cross correlation.

Finally, figure 4.24 further shows the cross-products for the case Λ = 20◦ at

different Z locations along the attachment-line. The behaviour with the maxi-

mum correlation at the edge of the boundary layer appears to be homogeneous

in the spanwise direction.

Figure 4.24: Contour plot of the cross-product along the spanwise direction for Λ =
20◦

4.4.4 Frequency domain

A better insight to the phenomenon is obtained by comparing the spectra.

Figures from 4.25 to 4.28 show the contour plot of the PSD for one boundary

layer profile on the attachment-line for the V and W velocity components at

different sweep angles. They can be compared to the unswept case in figure
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4.15.

The unswept contour of the PSDs, already discussed in the previous section,

show: an attenuation of the low frequencies (below 30 Hz) for the V-velocity

component associated to a growth in energy in the same frequency range for

the W velocity component.

The following observations can be listed by comparing the contour of the PSDs

with the different swept angles:

• the attenuation of the VPSD at the low frequencies happens farther from

the wall as the sweep angle of the cylinder is increased;

• when the sweep angle is greater than 10◦, the spectra of the V -component

in the range frequency [20÷ 100]Hz decreases, approaching the wall, at

a different rate with respect to the spectra in the range below 20Hz;

• WPSD at frequencies below 30Hz, clearly amplify on the unswept model

and at Λ = 5◦ ÷ 10◦, but remains constant at higher sweep;

Figure 4.25: PSD contour plot Λ = 5◦.
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Figure 4.26: PSD contour plot Λ = 10◦.

Figure 4.27: PSD contour plot Λ = 20◦.
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Figure 4.28: PSD contour plot Λ = 30◦.

• in contrast, at higher sweep a second region of amplification on the WPSD

can be identified at frequencies between 20 and 80Hz, moving to higher

frequencies when the sweep increases.

The vorticity amplification theory focuses on the amplified wavelengths. There-

fore, to highlight the differences with respect to the unswept case, predicted

by the theory, the procedure based on the frozen pattern assumption has been

applied also to the swept cases. The frequencies have been converted to wave-

lengths and the correspondent associated energy content is shown in the con-

tour plots in figures 4.29 to 4.32.

For all the cases, the maximum λy clearly decreases approaching the wall since

the eddies become smaller. On the other hand, the largest eddy scale con-

tained in the λz direction remains constant up to η = 2.5 for all the sweep

angles. The increment in maximum λz wavelength approaching the boundary

layer edge was observed only in the unswept case (see figure 4.16).
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Figure 4.29: Contour plot Λ = 5◦.

Figure 4.30: Contour plot Λ = 10◦.
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Figure 4.31: Contour plot Λ = 20◦.

Figure 4.32: Contour plot Λ = 30◦.
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4.4.5 YZ scan

For each sweep angle the YZ scan, as for the unswept cylinder, was carried out

in a 3× 3mm2 area with a resolution of 0.2mm. Also for swept cases the flow

appears quite homogeneous at all the Z locations and at all the sweep angles.

4.5 Other results and observations

In addition to the investigations discussed in the previous sections, some anal-

ysis and specific tests have been carried out concerning: the characterisation

of the freestream condition for all the sweep angles, in order to compare the

disturbances approaching the wall in the different cases; the influence of the

freestream velocity influences the observed phenomenon; the influence of the

vortex shedding of the wake on the stagnation point/attachment-line flow.

4.5.1 Characterisation of freestream disturbances

The presence of the cylinder at different sweep angle changes the flow field in

the wind tunnel. Furthermore, the distance between the Pitot tube and the

model varies when the model is swept-back as shown in figure 4.2. The Pitot

has been used to set the wind tunnel at the desired speed (6m/s), but to record

a reference condition for all the cases, the flow field at 200mm from the model

has been measured for each sweep condition in semi-coincidence mode (table

4.1). The turbulence intensity (Tu) has been calculated using the chordwise

and spanwise velocity fluctuations, the results are in figure 4.33.

Λ V∞ V∞RMS W∞ W∞RMS Q∞ ReD ReΘ

[◦] [m/s] [m/s] [m/s] [m/s] [m/s]
0 6.05 0.081 0.061 0.073 6.05 6.8104 0
5 5.91 0.078 0.55 0.095 5.92 5.8 104 6.2
10 5.90 0.0789 0.59 0.0944 5.93 5.8 104 9.23
20 5.72 0.0764 1.76 0.0748 5.98 5.6 104 22.8
30 5.14 0.0894 2.12 0.0664 5.59 5.1 104 31.54

Table 4.1: Freestream conditions for experiments at different sweep angles.
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4.5. Other results and observations

Figure 4.33: Freestream turbulence intensity at 200mm from the leading edge of the
cylinder for various sweep angle. Legend as in figure 4.34.

Figure 4.34: Freestream spectra for different sweep cylinder: - Λ = 0◦, - Λ = 5◦, -
Λ = 10◦, - Λ = 20◦, - Λ = 30◦.
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In addition, figure 4.34 shows the frequency distribution of the velocity com-

ponents for each sweep angle experiment expressed in the cylinder coordinate

system. This comparison is to show that the characteristic of the freestream

disturbances was similar for all the experiments.

4.5.2 Velocity dependence

A set of measurements taken at Λ = 20◦ at different freestream velocities were

carried out to investigate how the observed phenomenon changes with the ve-

locity.

The flow in the boundary layer at the attachment-line was measured at four

wind tunnel speeds (6m/s, 8m/s, 10m/s, 15m/s as reported in table 4.2), the

results are shown in figure 4.35.

Λ V∞ V∞RMS W∞ W∞RMS Q∞ ReD ReΘ

[◦] [m/s] [m/s] [m/s] [m/s] [m/s]
20 5.72 0.0764 1.76 0.0748 5.98 5.6 104 22.8
20 7.52 0.111 2.32 0.11 7.87 7.4 104 26.1
20 9.40 0.118 2.87 0.118 9.84 9.3 104 29.1
20 14.07 0.178 4.30 0.154 14.71 13 104 35.6

Table 4.2: Freestream condition for experiments at different speeds and Λ = 20◦.

The V mean velocity component shows different slopes for each case in agree-

ment with the Hiemenz theory (the coefficient a is, in fact, function of the

velocity); the W component shows the typical Falkner-Skan-Cooke boundary

layer with the edge velocity increasing with the speed; the VRMS and the WRMS

have similar trend for all the freestream velocities.

In particular, although the absolute values of VRMS and WRMS increase with

the freestream velocity, the minimum of the VRMS reaches always the same ab-

solute value around η = 1. In addition, the spectra for each freestram velocity

within the boundary layer was compared; the energy distribution was found

to be similar to that at Q∞ = 6m/s.

In addition, fiugre 4.36 shows the cross-correlation for Λ = 20◦ at different

freestream speeds. The absolute maximum value of the cross product increases
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as the freestream speed increases, remaining constantly negative, in accordance

with the RMS values. It can be observed that the point where vw → 0 in the

outer region moves farther as the velocity increases.

Figure 4.35: Mean and fluctuation of the velocity at different freestream Reynolds
number:Λ = 20◦ � Q∞ = 6m/s, � Q∞ = 8m/s, • Q∞ = 10m/s, ◦ Q∞ = 15m/s.

Figure 4.36: Mean and shear stress of the velocity at different freestream
velocities:Λ = 20◦ � Q∞ = 6m/s, � Q∞ = 8m/s, • Q∞ = 10m/s, ◦ Q∞ = 15m/s.
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4.5.3 ReΘ dependence

When studying the attachment-line it is good practice to refer to the ReΘ,

the Reynolds number based on the attachment-line momentum thickness and

spanwise velocity. This is obviously zero in the unswept case since there is no

spanwise velocity at the stagnation point.

The previous experiments have been run at the same ReD, but different ReΘ

as shown in table 4.1. The results of the experiments at 30◦ show a different

behaviour of the RMS compared to the other sweep angles, that asks the ques-

tion whether the phenomenon observed in that case would also be observed at

same ReΘ. The measurements on the cylinder at Λ = 30◦ at 6m/s correspond

to a ReΘ of 31.5, which is in between the ReΘ of the cases for Λ = 20◦ at

10m/s and at 15m/s, as shown in table 4.2. Therefore, the profiles have been

compared in figure 4.37.

Figure 4.37: Mean and fluctuation of the velocity at different ReΘ and two sweep
angles: Λ = 20◦ • ReΘ = 29.1, ◦ ReΘ = 35.6 and J Λ = 30◦ ReΘ = 31.5.

It is shown that the trend of the WRMS is identical for Λ = 20◦ at the different

velocities with a maximum always appearing in the profiles. This behaviour
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differs from that of Λ = 30◦, in which the curve keeps increasing close to the

wall.

This results suggest that the observed phenomenon is effectively related to the

sweep angle rather than to ReΘ.

4.5.4 Effect of separation on the observed phenomenon

The vortex shedding due to laminar separation in the rear part of the cylinder

influences the U velocity component at the stagnation point. In fact, usually

the shedding frequency appears amplified only in the PSD of the U velocity.

To verify that the laminar separation does not influence the phenomenon un-

der investigation, which involves only the V and W velocity components, the

flow, in the Λ = 10◦ configuration, has been analysed with and without two

strips of roughness, applied symmetrically on the shoulder of the cylinder. The

role of the roughness was to trip the laminar boundary layer to a turbulent

one, so that also the separation becomes turbulent. Figure 4.38 shows the

spectra of the signal recorded by the third laser during semi-coincidence mode

measurements.

Figure 4.38: PSD of LDA3 signal at η = 7.5 on the cylinder at Λ = 10◦ with - and
without - the roughness strips to trip the boundary layer.
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In that configuration, the third laser measures a combination of the W and

the U velocity components (U3 in the figure). The PSD shows a clear peak

at 8.5 Hz, corresponding to the shedding frequency, only without the trip.

The results of mean and the fluctuations of the velocity, for the V and W

velocity components, at attachment-line flow, with and without the roughness

are reported in figure 4.39.

The mean flow velocity is compared with the Falkner Skan Cooke solution and

the RMS values are normalised with respect to their value at η = 6 and plotted

as function of the boundary layer dimensionless coordinate η. The two cases

have the same trend for both the mean and the RMS of the velocity profile.

This means that the vortex shedding on the back of the cylinder does not have

a significant effect on the observed phenomenon.

Figure 4.39: Flow at the stagnation point on a cylinder at Λ = 10◦ with � and
without • the roughness strips to trip the boundary layer. The mean velocity profiles
are compared to Falkner Skan Cooke (black line).
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4.6 Summary

The experimental investigation on the cylinder focused on two main aspects:

the vorticity amplification at the stagnation point for an unswept model and

the effect of the sweep angle on the same phenomenon. The results can be

respectively summarised as follow.

Unswept Cylinder

• The multi-component LDA allowed the whole three-dimensional flow

field to be measured including the very narrow area close to the leading

edge.

• The mean flow has been found to be in agreement with the potential flow

theory far from the leading edge, with the Hiemenz theory closer to the

stagnation point and with the Falkner-Skan theory in the boundary layer.

In particular, the high spatial resolution has enabled one to observe the

small non-linear region of the V-velocity component close to the wall.

• The velocity fluctuations decrease from the freestream approaching the

stagnation point, up to the boundary layer where the spanwise fluctua-

tions were found to increase up to almost twice the freestream value.

• The phenomenon, analysed in more details in the frequency domain,

shows that the amplification is associated with low frequencies below 30

Hz. This result is agreement with the experiment by Sadeh et al. (1970).

Swept Cylinder

• The effect on the vorticity amplification at the leading edge with a sweep

angle has been investigated with four configurations. In all the cases the

mean flow was found to be in agreement with the potential flow theory far

from the leading edge, with Hiemenz theory closer to the attachment-line

and with the Falkner-Skan-Cooke theory in the boundary layer.

137



Chapter 4. Experiments on a circular cylinder

• The velocity fluctuations were found to behave similarly to those ob-

served for the straight cylinder far from the leading edge, where the

three velocity components decrease. Close to the stagnation point, the

wall-normal velocity fluctuation decrease, while the spanwise fluctua-

tions increase. A maximum was found, as in the unswept case, for all

the sweep angles except Λ = 30◦ for which the fluctuations increase far-

ther towards the wall. The anomalous behaviour of the Λ = 30◦ does

not depend on ReΘ, as observed by comparing the fluctuation profiles to

those at Λ = 20◦ at higher velocities.

• The analysis in the frequency domain has revealed that the increment of

the spanwise fluctuations for the Λ = 30◦ is associated with a frequency

range around 100 Hz, higher than the low frequencies observed in the

unswept case. Actually, the higher frequencies appear amplified also at

the lower sweep angles (10◦ and 20◦). It can be concluded that with a

swept cylinder the fluctuations profiles look quite similar to those of the

unswept case, but where the excited frequencies are higher.

• The experiments at constant sweep angle (Λ = 20◦) with increasing

freestream speeds show the spanwise velocity fluctuations always increas-

ing approaching the attachment-line boundary layer reaching a maxi-

mum.

• In order to check if the separation on the cylinder influences the spanwise

fluctuation at the stagnation point, experiments were carried out with

and without a roughness strip applied on the cylinder. The results in

the case of a laminar separation compared to the case of a turbulent

separation did not show substantial differences.
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Some theoretical considerations

This experimental investigation revealed that the flow at the stagnation point

of a two-dimensional body presents an increase in the spanwise velocity flucu-

ations, but the experiments have also revealed that an increase of the spanwise

fluctuations is also present on the three-dimensional attachment-line and, ac-

tually, the fluctuations seem to increase within the boundary layer at higher

sweep angles. To thoroughly understand the observations, though, a theoreti-

cal model is necessary. During the PhD, an attempt to solve the equations was

carried out. Although the attempt was found not to be successful, some the-

oretical considerations are here presented which may be of help in developing

a comprehensive theory.

5.1 The vorticity amplification theory

In the vorticity amplification theory the time-independent vorticity transport

equation, the continuity equation and time-independent energy transport equa-

tion were solved for a flow impinging on a flat vertical plate:

(−→
u∗ · ∇

)−→
ω∗ =

(−→
ω∗ · ∇

)−→
u∗ + ν ∇2−→ω ∗ (5.1a)

∇ · −→u∗ = 0 (5.1b)(−→
u∗ · ∇

)
T ∗ = (ν/Pr)∇2T ∗ (5.1c)
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where the
−→
u∗,
−→
ω∗, T ∗ are respectively the velocity, the vorticity and the tem-

perature in dimensional quantities. By introducing the dimensionless quantity:

(ξ, η, ζ) = (
√
a/νx,

√
a/ν y,

√
a/ν z)

−→u = (aν)−1/2−→u∗ −→ω = (a)−1−→ω∗, T = (Tw − T ∗)/(Tw − T∞)

where a is the Himenz flow constant, Tw the temperature at the wall and T∞

the freestream temperature and the coordinate system is defined so that ξ the

direction of the divergent flow, η is the direction perpendicular to the wall, ζ

is the axis of flow symmetry.

It results:

(−→u · ∇)−→ω = (−→ω · ∇)−→u +∇2−→ω (5.2a)

∇ · −→u = 0 (5.2b)

(−→u · ∇)T = (1/Pr)∇2T (5.2c)

where the vorticity is defined by −→ω = 1
2
∇×−→u , T is a temperature function

and Pr the Prandtl number. For brevity, here only the solution of the vorticity

will be discussed.

The theory assumed solutions of the type:
U = (U0(η) + u(η, ζ)) ξ

V = V0(η) + v(η, ζ)

W = w(η, ζ)

(5.3)

where U0 ξ, V0 are the mean flow velocity, and the (u(η, ζ) ξ, v(η, ζ), w(η, ζ))

the perturbation.

The perturbation was assumed to describe a vorticity oriented in the ξ-direction.

It was assumed to be sinusoidal along the ζ-axis, so that far from the wall

(η → ∞) it would be characterised by only one harmonic component V =

V0(η) + V1(η)cos(kζ).

Nevertheless, the equations are non-linear and the solution had to contain all
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the Fourier components. It turns to be:

U = (U0(η)+A
∞∑
n=1

un(η)cos(knζ)) ξ (5.4a)

V = V0(η)+A
∞∑
n=1

vn(η)cos(knζ) (5.4b)

W =A
∞∑
n=1

k−1
n wn(η)cos(knζ) (5.4c)

Ω =A
∞∑
n=1

ωn(η)sin(knζ) (5.4d)

By substituting the perturbation in the equations 5.2, after some trigonomet-

ric manipulations, a system of six ordinary differential equations, five of which

are linear, was found. Since the equations in the system were coupled they

must be solved simultaneously considering the appropriate boundary condi-

tions to get the solution for each individual harmonic component.

All the details are contained in the original papers (Sutera et al. (1962) and

Sutera (1965)). Let’s focus on the natural wavelength of the disturbance λ0,

which determines the threshold for the disturbances which are supposed to be

amplified. To find this parameter, Sutera et al. (1962) considered the asymp-

totic solution where the flow far from the wall is described by the Hiemenz

inviscid solution: V0(η)→ η, if η →∞

V ′0(η)→ 1, if η →∞.
(5.5)

Ignoring the non-linear terms, which describe the interaction between the har-

monics, the vorticity equation becomes:

ω′′1 + ηω′1 + (1− k2
1)ω1 = 0, (5.6)

where the subscript 1 means that only the first harmonic is considered and the

apex indicates the derivative respect to η. The solutions of this equation are:
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ω1a ∼
e−(1/2) η2

ηk
2
1

(
1− k2

1(k2
1 + 1)

2η2
+ ...

)
(5.7a)

ω1b ∼ ηk
2
1−1

(
1 +

(1− k2
1)(2− k2

1)

2η2
+ ...

)
(5.7b)

The first solution vanishes approaching the wall, while the second increases

approaching the wall if k2
1 < 1. Therefore it is only the vorticity larger than

the neutral scale (which in dimensional units corresponds to λ0 = 2π(a/ν)−1/2)

which can be amplified in the stagnation point flow (k1 < 1, λ < λ0).

If one wants to apply exactly the same procedure to the swept case, the mean

flow has to be modified by introducing the spanwise velocity, so that 5.4d

would become:

W = W0 + A
∞∑
n=1

k−1
n wn(η)cos(knζ) (5.8)

This modification would add one term to the equations, but the dependence

from ζ could not be easily removed. Since the aim here is to only discuss

the influence of the sweep angle, a different approach is presented in the next

section.

5.2 Influence of the sweep angle on the vortic-

ity transport (far field)

Let’s consider again the vorticity transport equation and the continuity, as-

suming a mean flow (
−→
Ω ,
−→
U ) on which is superimposed a perturbation (−→u , −→ω )

following the same dimensionless used in the vorticity amplification theory, as

shown in the previous section. Considering the perturbation smaller than the

mean flow, the vorticity transport equation would become:(
−→
U · ∇)−→ω + (−→u · ∇)

−→
Ω = (

−→
Ω · ∇)−→u + (−→ω · ∇)

−→
U +∇2−→ω

(−→u · ∇)−→ω = (−→ω · ∇)−→u
(5.9)
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where the terms of second order have been written separately. The aim is to

study the behaviour of the flow at η →∞ to verify that, if the flow is swept,

the far field solution would still amplify approaching the wall, and eventually

at which rate. To do so, let consider the irrotational mean flow (
−→
Ω = 0)

as the inviscid Hiemenz solution: (U, V,W )=(ξ,−η,W∞) and the vorticity

perturbation defined by (ωξ, ωη, ωζ). The equations, projected on the three

coordinate, become:

ξ ωξξ − η ωξη +W∞ ω
ξ
ζ = ωξ + ωξξξ + ωξηη + ωξζζ (5.10a)

ξ ωηξ − η ωηη +W∞ ω
η
ζ = −ωη + ωηξξ + ωηηη + ωηζζ (5.10b)

ξ ωζξ − η ωζη +W∞ ω
ζ
ζ = ωζξξ + ωζηη + ωζζζ (5.10c)

where the subscripts indicate the derivatives and the superscript the compo-

nents. So far, the only assumption made is that the mean flow is potential.

The equations are identical to those derived by Sutera et al. (1962), except for

the W∞ which would be zero in the two-dimensional case.

Some observations can be carried out already at this stage. The first terms

on the right hand side of the first two equations are the stretching terms. In

particular, that on the first equation (ωξ) is the one which causes the ampli-

fication of the vorticity. This is not modified by the sweep angle, therefore

a stretching behaviour can be expected similar to the two-dimensional case.

On the other hand, the extra term with respect to the two-dimensional case

is the last term the left hand side of all the three equations. This describes

that the vorticity is transported by the spanwise velocity component. It was

experimentally observed in Chapter 5, that the vortices generated by the wake

of the string, placed ahead of the swept body, were transported parallel to the

attachment-line; which is what that term describes.

To look at the evolution of a vorticity perturbation oriented in the ξ-direction,

let consider only the first equation of the system 5.10 and let assume the
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perturbation of ωξ(η, ζ) as:

ωξ(η, ζ) = ω(η) eikζ (5.11a)

where the i indicates the complex number. By substituting in the first equation

of 5.10 it results:

ω′′ + η ω′ − (i k W∞ + k2 − 1)ω = 0. (5.12)

Let’s assume the solution of the type ω(η) = Bηβ. By substituting it is

obtained:

β(β − 1)ηβ−2 + ηβ − (i k W∞ + k2 − 1)ηβ = 0 (5.13)

since ηβ−2 << ηβ for η →∞ the equation leads to:

β = (k2 − 1) + i(W∞k). (5.14)

It should be noticed that for the two-dimensional case (W∞ = 0) this solution

has the same form of that of the vorticity amplification theory (equation 5.7b).

The final solution for the far field becomes:

ωξ(η, ζ) = Bη(k2−1)+i(W∞k) eikζ (5.15)

which corresponds to

ωξ(η, ζ) = B η(k2−1) (cos((W∞k)ln(η)) + i sin((W∞k)ln(η))) eikζ .

Mathematically, the solution describes a function that increases or decreases

approaching the wall while it oscillates with a wavelength that increases with

logarithm of the wall distance. The function would increase approaching the

wall if k > 1 and decrease if k < 1, as shown in figure 5.1. The amplifica-

tion threshold (given by R(β)) does not change with respect to the unswept

case, but the complex exponent introduces periodical oscillations, with in-

creasing period, approaching the wall. The period of these oscillations in-
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creases with the sweep angle since, in dimensional units, it corresponds to

I(β∗) = W ∗
∞k(a/ν)1/2.

IR(ω)

η

W∞ k ln(η)

ηk
2−1

Figure 5.1: Logarithmic oscillations.

5.2.1 The full solutions

The solution just described is only a partial one of the vorticity transport equa-

tion in the far field. It is useful to observe the differences between the swept

and unswept cases and to highlight that an amplification of the vorticity would

be expected also in the swept case.

To find a comprehensive solution of the problem, the full Navier-Stokes equa-

tions with the perturbation would need to be considered.

An attempt was carried out during the PhD, using the same approach fol-

lowed by Kerr and Dold (1994). The equations were derived considering the

perturbation on the velocity and vorticity field as function only of η and ζ, as

in the previous section. The projections of the Navier-Stokes on the three coor-

dinate axis were combined together to remove the pressure and, by introducing

the streamfunction of the perturbation, the equations were conducted to one
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second order non-linear ordinary differential equation in terms of streamfunc-

tion of the perturbation and vorticity. The boundary conditions at the wall

imposed the velocity, both of the mean and of the perturbation field, to be

zero; while at infinity the mean flow had to behave like the potential flow so-

lution. The far field solution was used as shooting condition for the vorticity.

With this method, the solutions could be found by applying a 4th-order Runge

Kutta integration algorithm. Nevertheless, by introducing the sweep angle the

code struggled to converge. It was concluded that the streamfunction for the

perturbation cannot be used in the case of the three-dimensional swept flow.

A different approach needs, therefore, to be found. In particular, the main

difficulty of this problem is that the disturbances do not go to zero at infinity,

but an appropriate shooting condition has to be found for the vorticity. It

must also specify that for the swept case it is important to use the viscous

mean flow, since it would introduce a vorticity at the wall oriented in the same

direction of the perturbation.

In addition, it would be interesting to look at the eventual change also on

the thermal boundary layer and probably, since the experiment has observed

an influence of the spectra in the frequency domain, the equations should be

solved considering the time-dependent part.
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Discussion and conclusion

6.1 Main objective

The objective of the research was to examine the behaviour of the flow on

the attachment-line of a swept body and to observe whether the oncom-

ing freestream turbulence increases approaching the boundary layer on the

attachment-line. The motivation was that an eventual amplification may have

a role in the receptivity of the cross-flow instability to the freestream turbu-

lence.

An extensive review of the literature on the freestream turbulence interacting

with a stagnation point flow, and on the swept attachment-line flow, revealed

that an approach similar to the vorticity amplification theory had not been de-

veloped for swept flows yet. In addition, it was found that experiments looking

at the increase of the velocity fluctuations approaching a swept attachment-line

were not available.

6.2 Experimental methods and apparatus

Two experimental investigations were carried out on two different models in

two different wind tunnels using two different experimental techniques. The

first investigation was carried out on a swept vertical flat plate in the Gaster

wind tunnel employing a single hot-wire anemometer, the second investigation
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on a circular cylinder in the T2 wind tunnel using a multi-component laser

Doppler anemometer.

A major task was the setup of the Gaster wind tunnel. It involved the devel-

opment of an acquisition system capable of controlling the wind tunnel speed,

while recording simultaneously a large amount of data from different sensors

(Pitot, thermocouple, hot-wire), and of carrying out automated measurements

over a large area. This was realised with some colleagues using the LabVIEW

software.

The multi-component LDA system, used in the T2 wind tunnel, was brand

new and therefore required setting up so as to obtain reliable three-component

measurements. Briefly, the process involved: the development of a methodol-

ogy for the alignment of the laser, the choice of the data acquisition criteria for

the specific flow under investigation and for the specific post-process analysis

(i.e. frequency domain), the interpretation of the signal from each laser and

the transformation into the desired coordinate system and, lastly, the different

aspects of safety during the experiments.

For both the wind tunnel experiments, a specific post-processing of the data

was accomplished through MATLAB. Each experimental technique required a

different post-process analysis.

6.3 Experiments on a vertical swept flat plate

The design

The design of the model had to make it suitable for investigating the vorticity

amplification near the attachment-line and, possibly, also the cross-flow exci-

tation.

Models referred to in the literature, used to study these two phenomena, were

analysed. A vertical flat plate with a faring body was chosen. The design

entailed the use of different software taking into account the constraint due to

the wind tunnel and to the adopted experimental technique.
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Attachment-line contamination

In the swept-back configuration the model was unexpectedly found to suffer

from attachment-line contamination even at low speed. The issue was over-

come by designing an anti-contamination device, which made the attachment-

line laminar up to the highest speed that could be achieved in the wind tunnel.

Experiments in a low turbulence environment

The flow on the attachment-line was measured using a single hot-wire anemome-

ter placed parallel to the leading edge surface. The mean flow on the attachment-

line was found to be in agreement with the Falkner-Skan-Cooke solution. In the

low turbulence Gaster wind tunnel, without introducing external disturbances,

the velocity fluctuations did not amplify from the freestream approaching the

boundary layer at the attachment-line and were attenuated within the bound-

ary layer.

Experiments with external disturbances

External disturbances were introduced by placing a string ahead of the model

in various configurations. The experiments demonstrated that the technique

generated a localised disturbance when the string was vertically oriented and

a spanwise distributed disturbance when it was horizontally oriented. It was

shown that the localised disturbance (vertical string) does not interact with

the boundary layer at the attachment-line, since it travels along the stream-

lines. The horizontal string was able to trigger the turbulent boundary layer

on the attachment-line.

A further attempt to increase the freestream turbulence level was carried out

by introducing a turbulence generating grid. The grid was made of parallel

rods and it was mounted either horizontally or vertically to induce freestream

disturbances with different preferential directions. In both cases, the bound-

ary layer was found to be turbulent at the attachment-line. The fluctuations

amplify approaching the attachment-line reaching a maximum within the tur-

bulent boundary layer. No substantial differences were observed between the
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two orientations of the grid.

Cross-flow instability

The model was also tested to check the presence of the cross-flow instability

modes. They were not observed, as had predicted by the design, probably

because the oncoming stream was very low turbulent.

6.4 Experiments on the circular cylinder

The second experiment was carried out to analyse the effect of the sweep

angle on the vorticity amplification theory. This was achieved with a cylinder

mounted at different sweep angles.

Unswept cylinder

The results found on the unswept cylinder were compared to those of similar

experiments referred in the literature. In addition, the adopted measurement

technique, the multi-component LDA, allowed information in the time domain

and hence in the frequency domain of the three velocity components simul-

taneously revealing new details of the phenomenon. In particular, the mean

flow was found to be in agreement with the theoretical models of the flow

approaching a stagnation point (potential flow, Hiemenz flow, Falkner-Skan

boundary layer). In addition, an increase of the spanwise velocity fluctuations

at the stagnation point boundary layer was observed, while the streamwise

velocity fluctuations decreased. The phenomenon was found to be related to

frequencies below 30Hz in agreement with previous hot-wire investigations.

Swept cylinder

Four configurations of sweep angles were studied: 5◦, 10◦, 20◦, 30◦. The com-

parison of the results of flow at the attachment-line at different sweep angle

with the flow at the stagnation point of the unswept cylinder addresses the

answer to the main question of the thesis.
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For all the sweep configurations the mean flow was found to be in agreement

with the theories, as for the unswept configuration. The velocity fluctua-

tions showed analogies with the unswept case for all the sweep configurations.

The spanwise velocity fluctuations increased from the freestream towards the

attachment-line boundary layer, at the same rate, up to a maximum. Inside

the boundary layer, the spanwise fluctuations decreased for all the sweep angles

except for the case at 30◦, for which the spanwise fluctuations kept increasing

approaching the wall. That increment was related to frequencies in the range

around 80Hz, while the amplification in the unswept case was related to fre-

quencies below 30Hz. The range of frequencies around 80Hz appeared to be

slightly amplified at lower sweep angles.

6.5 Conclusion

The research has identified that the freestream turbulence amplification ap-

proaching the swept attachment-line flow is a topic which has not been widely

investigated. The first set of experiments has looked at a model with fixed

sweep angle and variable freestream disturbances; while the second set of ex-

periments has focused on the effect of the sweep angle with an unchanged,

higher-Tu environment. Both investigations represent a new contribution to

the body of knowledge since comparable research was not found in the litera-

ture.

Overall, this study has shown that in a low turbulence environment the ve-

locity fluctuations remain constant up to the boundary layer edge, but then

decrease approaching the wall. Whereas, in an environment with a higher

level of turbulence, the velocity fluctuations increase as the boundary layer is

approached both for the laminar and turbulent case. This indicates that non-

linear processes are involved. It was found, as well, that the attachment-line

flow behaves differently if subjected to a localised or a distributed turbulence,

suggesting that two-dimensional theory is not easily applicable to the swept

case.

In addition, the flow at the stagnation point of a straight cylinder, which
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was used as a reference case, has been investigated adopting multi-component

LDA. The use of this technique has showed new details of the phenomenon.

Overall, the study has revealed the much greater complexity of the phe-

nomenon both for the swept flow and for the basic behaviour of the impinging

turbulence. The large number of new or unexpected results has made it diffi-

cult to formulate a conceptual model to explain these phenomena, and simple

numerical analogies have also proven difficult to apply to the swept flow.

6.5.1 Suggestions for further work

The phenomena needs further experimental and numerical investigations. They

are necessary to deeply understand the effect of the turbulence on the attachment-

line flow.

Experimental investigations

With reference to the model, it would be convenient to have a model with

variable sweep angle. In particular, it would be interesting to investigate the

trend between 20◦ and 30◦ for a cylinder and to observe the effect of higher

sweep angles.

In order to change the turbulence level in the flow different grids should be

used, with parallel rods in different orientations to create turbulence with a

preferential direction. In addition, the grids should have different distances

between the rods and different rod diameters to compare the effect of different

levels of turbulence intensity-scale.

With reference to the measurement technique, the LDA was found to be a

valuable tool for the investigation of the flow in a narrow region with high

resolution obtaining the three velocity components simultaneously.

The LDA could be accompanied by PIV (Particles Imagine Velocimetry), with

a resolution compatible to the boundary layer thickness on the attachment-

line, to reveal information on the vorticity. This would help our understanding

of whether the increment in the velocity fluctuations is due to the vorticity

amplification mechanism.
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Theoretical investigations

The literature review revealed that an approach similar to the vorticity ampli-

fication theory on a swept model has not been developed yet. Some theoretical

considerations have been presented highlighting the difficulties of applying the

vorticity amplification theory to a swept model. An alternative method has

been used to show the differences between the swept and unswept case in

the far field. Nevertheless, the experimental findings presented here open an

interesting perspective for mathematical modelling.
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Appendix A

Cross-flow Reynolds number

Let consider the viscous swept Hiemenz flow as solution of the Falkner-Skan-

Cooke equations reported in Chapter 2:
u = af ′(η)x

v = −√aνf(η)

w = W∞g(η)

(A.1)

According to Poll (1978), the cross-flow velocity profile (cε) and the streamwise

velocity profile (sε) at each chordwise location are:

sε = w cos(θ − ε) + u sin(θ − ε)

cε = w cos(θ − ε)− u sin(θ − ε)
(A.2)

where θ is the streamlines angle and ε the cross-flow direction. By substitut-

ing the Falkner-Skan-Cooke solution, and considering θ being defined by the

potential velocity components (tan(θ) = W∞/Ue), it is obtained:

cε = W∞ cos(θ − ε)
(
g(η)− f ′(η)

tan(θ − ε)
tan(θ)

)
(A.3)

The cross-flow velocity has been derived to be substituted in the definition

of the cross-flow Reynolds number (Poll, 1978), which has been used in Chap-
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ter 5:

χ =
|cεmax| δ1%cεmax

ν
(A.4)

According to Poll (1978), |cεmax| is the maximum of the cross-flow velocity

profile and δ1%cεmax is the minimum height at which the velocity assumes 1%

of its value for ε = 0. Figure A.1 shows the cross-flow velocity profile for ε = 0,

where cεmax = −0.240W∞(Ue/Qe) and δ1%cεmax = 3.490
√

ν
a
. It results that:

χ = 0.838
W∞
Qe

√
Ue x

ν
. (A.5)

Figure A.1: Cross-flow velocity profile for ε = 0.

At an height along x, far from the attachment-line, it can be considered

Qe =
√
U2
e +W 2

e , where Ue = ax and We = W∞. By substituting in the

equation A.5, after some manipulations, it is obtained:

χ = 0.838

√
Q∞cos(Λ) x2t

(x2 tan(Λ)−2 + t2)ν
(A.6)
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Hot-wire anemometer

B.1 Working principle

The hot-wire anemometer is a widely used instrument for flow velocity mea-

surements, relatively cheap and easy to setup and use. In particular, it provides

a high spatial and temporal resolution with a high frequency response. On the

other hand, it is an intrusive technique since the sensor has to be placed in the

flow field.

The sensor consists of an thin conductive wire, usually made of Tugsten or

Nickel. The wire is soldered or welded on two metallic prongs connected to an

electronic circuit.

The hot-wire measurements are based on convective heat transfer. When a

current is induced through the wire (Iw), the latter increases its temperature

by the Joule effect of an amount (I2
wRw) proportional to the current and to the

wire resistance (Rw). The hot-wire transfers heat by convection, conductivity

and radiation, but it can be shown that when the sensor is in the stream, the

heat transfer due to conductivity and radiation is much less than that due to

convection (Bruun, 1996). Therefore, it can be concluded that:

I2
w Rw = Qconv (B.1)

where Qconv is the heat released to the fluid by convection. To convert the

measured voltage (E) to flow velocity the King’s law can be derived (Jørgensen,
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2005):

E2 = A+B Un (B.2)

that is used to convert the measured voltage to the velocity of the flow itself.

The coefficients A and B depend on the properties of the hot-wire and of the

fluid.

King’s law is also used to convert the voltage fluctuations (e′) into velocity

fluctuations (u′). In particular, if the measured voltage signal is e = E + e′

and the velocity signal is u = U + u′:

u′ =
2Ē

B nU
n−1 e

′ (B.3)

The hot-wire can operate in two modes, Constant Current (CCA) or Con-

stant Temperature (CTA). In the first mode the current through the sensor

is maintained constant, while in the second mode the sensor temperature is

kept constant. In the experiments in Chapter 5 the hot-wire has been used

always in the CTA mode since it is easier to setup, while maintaining a high

frequency response and a low noise.

B.2 Hot-wire setup

The sensor is connected to the Dantec DISA 55M01 unit, which contains the

Wheastone bridge. The output of the DISA, which is the hot-wire raw voltage

signal, is sent to the National Instrument Data Acquisition (NI DAQ) through

which it is stored in the computer. The raw hot-wire signal is also sent to a

band-passed filter. The filtered hot-wire signal is then sent to the NI DAQ

and stored as well. Both the filtered and unfiltered signals are displayed on an

oscilloscope during the experiment.

In the experiments in Chapter 5 a Tungsten single wire has been used with a

diameter of 5µm and length of 1.25mm.

At the beginning of each experiment, the following procedures to setup the

instrumentation have to be carried out.
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Resistance setting

Considering that the resistance of the wire is function of its temperature, it is

important to define the working temperature of the sensor T0, corresponding

to the reference resistance R0. When the wire is warmed up to a generic

temperature Tw, the resulting resistance Rw is:

Rw = R0 [1 + α0 (Tw − T0)] (B.4)

where α0 is the sensor temperature coefficient at T0. The ratio between the

resistance of the wire at Tw and the resistance at the reference temperature

defines the overheat ratio OHR:

OHR =
Rw

R0

= 1 + α0(Tw − T0) (B.5)

The OHR is a non-dimensional parameter that quantifies how much the wire

resistance would rise. The overheat ratio was usually set at 1.5.

Gain setting

The gain of the amplifier in the Wheatstone bridge circuit is set by carrying out

a frequency response test, commonly called square wave test. The test has to

be carried out at the maximum velocity of the planned experiment. From the

DISA unit a square wave is sent to the bridge, which simulates an instantaneous

change in velocity. The CTA output is connected to an oscilloscope, which

allows analysing the shape of the output. The aim of the test is to optimize

the bandwidth of the circuit, by setting a gain to the amplifier such that it

operates stable with sufficiently high bandwidth for the specific application.

The gain can be changed by turning a knob on the DISA, until an output

signal as shown in figure B.1 is obtained.
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t[s]

E[V ]

h

∆t 0.15 h

0.97 h

Figure B.1: Desired hot-wire voltage (E), as function of time (t), during the square
wave test(Jørgensen, 2005).

The response has to be smooth without ”ringing” either at the top or

at the zero line. The gain is changed until the response curve gets a 15%

undershoot (Jørgensen, 2005). Then ∆t can be read on the oscilloscope and the

bandwidth of the probe/anemometer system, which is defined as the frequency

at which the fluctuation amplitude is damped by a factor 2 (-3 dB limit), can

be calculated:

fc =
1

1.3∆t
(B.6)

that is also called the cut-off frequency.

B.3 Calibration

The aim of the calibration is to determine the coefficient A, B and n in the

King’s law (see equation B.2).

The hot-wire is positioned close to the Pitot tube in the freestream so that

the two sensors measure a similar velocity without interfering. The software

to carry out the calibration, developed in LabVIEW, changes the speed of the

wind tunnel from 2m/s up to 18m/s in steps of 2m/s. Every time the speed

is changed, the code allows 30 s to the flow to set steadily, before acquiring

the hot-wire voltage (E) and the Pitot velocity (U) simultaneously. The cali-

bration coefficients are found looking for the best linear interpolation of E
2

as

function of U
n

by varying the n coefficient between 0.2 and 1.12 by an incre-
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ment of 0.01 (where the overline indicates the mean values, averaged from the

time signal). The best value for n was chosen such that it minimises the error

R =
√∑N

i=1(Ei − Ei)2. Once n is chosen, the corresponding coefficient A and

B were defined by the linear fitting. The values of n during the experiments

have been found to be always between 0.3 and 0.45.

Figure B.2: Hot-wire calibration, example of King’s law.

B.4 Data acquisition

The sampling frequency (fs) is chosen depending on the higher frequency

(fmax) in the flow, according to the Shannon theorem:

fs = 2 fmax.

The hot-wire is also connected to a band passed filter, so that both the raw

and the filtered signals are acquired. The low-pass filtering is used to remove

noise, but also as anti-aliasing filter preventing higher frequencies from folding

back into lower ones. The high pass filter cuts off the low frequencies and, in

particular, the DC part of the signal (corresponding to the 0 Hz). The low

pass frequency is chosen based on the maximum fMAX .

In the experiment in Chapter 3, a band pass filter between 2 Hz and 10 kHz
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has been used. The filtered signal has also been amplified with a gain of 20dB.

B.5 Data analysis

Temperature corrections

The room temperature was found to vary around ±1◦ during the experiments,

in same extreme cases up to ±3◦. These temperature fluctuations create an

error to the voltage-velocity conversion. In fact, the latter conversion is based

on the calibration coefficients which are defined from data at a specific temper-

ature (Tcal). To minimise this error, the ambient temperature was measured

simultaneously with the hot-wire for the whole duration of the experiment.

The hot-wire voltage has been corrected considering the recorded ambient

temperature (TA) according to:

Ecorr = E

√
Tw − Tcal
Tw − Ta

(B.7)

where Ecorr is the voltage after the correction, E is the measured voltage, Tcal

is the calibration temperature, Ta is the ambient temperature and Tw is the

wire temperature, which has been calculated by combine equations B.4 and

B.5.

Time domain

After having applied the temperature corrections the unfiltered and filtered

data are converted into velocity by applying equations B.2 and B.3. The unfil-

tered data are used to calculate the mean velocity (U), while the filtered data

are used to calculate the Root Mean Square (RMS) of the fluctuating velocity.

Frequency domain

To analyse the signal in the frequency domain, the filtered signal, of sampling

period T , is divided in B blocks of equal time ∆tB. For each block a Fast

Fourier Transform (FFT) algorithm is applied to calculate the Power Spectra

Density (PSD) of each block (S∗b (f)). The number of samples per block deter-

mines the frequency resolution ∆f .

To prevent leakage errors the signal in each block is firstly multiplied by the
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Hann window:

Hw(t) =


1
2

(
1− cos2πt

T

)
for 0 ≤ t ≤ T

0 otherwise.

(B.8)

Therefore the PSD for each block is:

S∗b (f) =
[
2 FFT (Hw(t) u(t))

]2

. (B.9)

The PSDs S∗b (f) of each block are averaged to get a clean PSD of the whole

signal (S∗(f)):

S∗(f) = 1
B

∑B
1 S

∗
b (f)

The PSD has been normalised to be directly related to the RMS. Therefore,

the PSD has to verify the Parseval theorem for each block:

∑N
i=0 u

′2(ti) =
∑fmax

f=0 S∗(f)γH B
NB

,

where γH is the window factor equal to 8/3 for the Hann window (Bendat and

Piersol, 2011), NB is the number of the sample in each of the B blocks.

Finally, the relation between the RMS and the PSD is:

u′ =
√

1
N

∑
i(ui − U)2 =

√∑
j S
∗(fj)

γH B
NB N

,

where N is the total number of samples.
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Laser Doppler anemometer

C.1 Working principle

The Laser Doppler Anemometer (LDA), also called Laser Doppler Velocimetry

(LDV), is a non-contact optical instrument for fluid flow investigations. The

system, developed in the early sixties, measures the flow velocity based on

light scattered from small inhomogeneities in the flow or from seeding tracer

particles.

The system has some practical advantages, i.e. does not need calibration, but

overall it is quite complicated; in particular, it needs a careful alignment of

the beams to get reliable data and particles to be seeded in the flow for exper-

imental investigation in wind tunnels (Tropea and Yarin, 2007).

The technique is based on the Doppler effect, which describes the change in

frequency or wavelength for an observer who is moving relatively to the wave

source. The wave source is the laser which is reflected by the intercepted mov-

ing particle.

An overview of the LDA system is shown in figure C.1. The laser beams travel

through a Bragg cell, a component that splits the laser in two beams giving

a small frequency shift to one of the beam. That shift causes the interference

fringes to move, thus define the flow direction (Albrecht et al., 2013).

The two laser beams go to the transmitting optics and passing through the

focal lens cross inside the wind tunnel intersecting each other to create a mea-
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Figure C.1: Overview of LDA setup in back scatter configuration.

surement region. When the seeding particle passes through the probe volume

the light is reflected to the receiver.

The system can work in two configurations, forward or back scatter, depending

on the position of the receiver with respect to the transmitting optics. The

wind tunnel, adopted for the experimental investigations refereed in Chapter

4, allows only the back scatter configuration since its width is too large respect

to the focal length. In this configuration the transmitting and the receiving

optics are in the same component (figure C.1).

From the receiving optics the laser goes to a photo detector. The output of the

photo detector is a current signal, which appears like a burst when a particle

passing through the probe volume scatters a light. The signal is filtered and

analysed by the BSA processor and sent to a pc, acquired by the BSA flow

software. The whole LDA system used at City, University of London, includ-

ing the optic components, the BSA processor and the software are provided

by the Dantec Dynamic.

C.2 Multi-component velocity measurements

The LDA system does not interfere with the flow, since only the laser beams

enter in the wind tunnel. This advantage makes the system suitable for multi-

component measurements using more than one laser. Depending on the aim
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of the experimental investigation, multiple laser can be employed with differ-

ent setups. To obtain three spatial velocity components in each measurement

point, three laser have to be used.

The system used for the experiments, reported in Chapter 4, consists of two

optics groups: the first is connected to two laser, the second to a single laser

(figure C.3). The first emits two pair of laser beams of different wavelength

(one green λLDA1 = 514.2nm and one blue λLDA2 = 488nm) enabling the in-

strument to measure two perpendicular velocity components, the second emits

one pair with a still different wavelength (green λLDA3 = 532.3nm) and pro-

vide the third velocity component.

Each optic is connected to one photo detector with filters to select the different

wavelengths. Each pair of laser beams measures a velocity component lying

on the same plane of the two laser beams themselves. The planes defined by

the three different couple of laser beams are defined during the alignment pro-

cedure. Actually, the three planes are not orthogonal, but a transformation

matrix allows one to derive the orthogonal velocity components referenced to

the wind tunnel coordinate system, as explained below.

Figure C.2: Three-component LDA optic groups mounted on the three-axis traverse.

Information regarding the beam dimensions, the probe volume, the frequency

169



Appendix C. Laser Doppler anemometer

shift and other characteristic of the optical LDA systems are reported in table

C.1.

Property LDA1 LDA2 LDA3

Wavelength [nm] 514.5 488 532
Focal length [mm] 800 800 800

Beam diameter [mm] 2.2 2.2 2.2
Beam expander ratio 1.95 1.95 1.95

Beam spacing [mm] 37 37 38
Frequency shift [MHz] 40 40 40

Number of fringes 21 21 21
Beam angle [◦] 2.78 2.78 2.78

Probe volume dx [mm] 0.12 0.12 0.13
Probe volume dy [mm] 0.12 0.12 0.13
Probe volume dz [mm] 2.60 2.39 2.60

Table C.1: Three-component LDA characteristics.

C.3 Laser beams setup

The LDA does not require calibration, but the alignment of the laser beams

must be carefully carried out. It is usually done only once, before starting the

experiment, however in same cases it may be necessary to repeat the align-

ment procedure since the system is subjected to thermal effect, which may

cause misalignment.

In the following, the beams alignment procedure is explained for the case of

three-component LDA in back scatter configuration.

The optics groups in figure C.1are connected to the apparatus shown in figure

C.3. In particular, the figure shows the three laser power generators on bottom

left, the traverse controller on the bottom right, on top of the BSA processor,

the two rail systems and a pc.

The laser power generators regulate the laser intensity. The rail system sup-

ports the photo detector, the laser generator and the Bragg cell together with

the manipulators. The role of the manipulators is to centre and direct the

laser beams to the fibre optics cable which are connected to the optics groups.
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The components on the rails must be aligned to allow the laser beams flowing

freely through them, procedure normally done once with the installation of the

system.

(a)

(b)

Figure C.3: Three-component LDA optic groups mounted on the three-axis traverse:
a) overall view, b) rails.

171



Appendix C. Laser Doppler anemometer

Power losses

During the alignment procedure of the laser beams it is important to minimise

the power losses.

The routine procedure uses a sensor, placed at the focal point of the laser

beams, connected to a power meter. The power meter displays the power

measured at the focal point, which differs from the power set on the power

generator. The difference between the two values corresponds to the global

power losses of the system. Once the laser power is set at a specific value, the

losses can be reduced by regulating the five knobs located on the manipulators.

This has to be done for each laser beam individually. In the multi-component

measurements the power losses at the focal point should be approximately the

same for each laser beam.

Normally, the losses through the whole system are around 80%, including those

due to the wind tunnel window. For example, for one laser beam powered with

200 mW on the power generator, a power measured at the focal point is about

35 mW. The higher the power is at the focal point the better is the reflection

and the data rate, which will be discussed in the following section, so that the

reduction of the power losses is an extremely important procedure.

Alignment procedure

Once the power losses are minimised, each pair of laser beams must be focused

in the same point.

A high resolution camera is placed at a distance equivalent to the focal length

and connected to the computer. To find the focal point, a light is shone through

the receiving fibre cable (Step1 figure C.4). The optics mounted on the tra-

verse are moved towards the wind tunnel until the light source, captured by the

camera and visualised on the screen of the pc, becomes a clear white rounded

dot. The position of the focal point is marked on the screen; from this moment

the camera, the optics and the traverse must not be moved. Once the light

has been removed; each individual beam, one at a time, is shone through the

optics, captured on the camera and displayed on the pc. To bring each beam
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on the focal point, the prisms inside the optics have to be adjusted through

tiny screws on the optic group (Step2 figure C.4).

Figure C.4: Sketch of LDA Alignment procedure, components not in scale.

The alignment procedures for one optic group in back scatter configuration

ends here, also if it is connected to multi laser. In case of two optic groups

working together, i.e. when the three velocity components are measured at

the same point, the alignment procedure continues to align the six laser beams

to the same focal point. This is done through a manual traverse for fine

adjustment, installed on one of the two optics group (see figure C.3).

Measure of the orientation

Coming back to the case of multi-component measurements, it is important

to determine the direction of the velocity component measured by each laser,

that can be derived from the exact orientation of each beam.

Each pair of beams measures the velocity component on which they are lying
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with positive direction from the not-shifted beam to the shifted one. Here, an

indirect method has been used to identify the orientations and to derive the

transformation matrix which transforms the not-orthogonal velocity compo-

nents in the orthogonal coordinate system.

The high resolution camera, already used for the alignment procedure, is placed

at the focal point, where the six beams cross together (Step 2 figure C.4). This

point is set as the origin of the coordinate and it is marked on the screen of

the computer.

Moving the traverse perpendicularly to the camera by a fixed distance, ∆YT ,

the laser beams are not crossing in the origin any more (Step 3 figure C.4).

By moving again the traverse, this time in the XT − ZT plane, parallel to the

camera, the new position of each beam may be visualised on the screen and

its distance (XT ,YT ,ZT ) from the origin of the coordinate may be measured.

This distance for each beam identifies its position in the space. An example is

reported in table C.2, for three laser LDA1, LDA2, LDA3, identified respec-

tively as G, B, V both for the shifted or unshifted laser beam.

Laser Beam XT [mm] YT [mm] ZT [mm]
G shifted +10.80 -220.00 -3.85

unshifted -7.00 -220.00 6.75
B shifted +7.15 -220.00 10.05

unshifted -3.10 -220.00 -7.35
V shifted -5.80 -220.00 -84.41

unshifted -6.00 -220.00 -64.81

Table C.2: Example of wind tunnel coordinate to find the laser beams orientation

Each pair of laser beams identify a vector, that for the case of
−→
G is:

−→
G =

−→
Gsh

|G|sh −
−→
Gunsh

|G|unsh

and the corresponding unity vector is:

Ĝ =

−→
G

|G| (C.1)

where ̂ indicates the unity vector and | | the intensity of the vector. The
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same procedure has to be done for the laser
−→
B and

−→
V , in order to get the

transformation matrix:

T = inv


Ĝ

B̂

V̂

 (C.2)

Being U1, U2, U3 the velocity components, measured by the three laser beams

pairs, the corresponding components refereed to the wind tunnel coordinate

system (Ux, Uy, Uz) are (figure C.5):


Ux

Uy

Uz

 = T


U1

U2

U3

 (C.3)

Similar procedure is followed for the two-components measurements.

Figure C.5: LDA velocity coordinate systems. Flow right to left.

C.3.1 Data acquisition

For the acquisition of the data the maximum acquisition time and the maxi-

mum number of samples has to be set. Then, the software acquires data until

either the maximum time or the maximum number of samples is obtained.
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The data rate is defined as the number of particles acquired per second.

The user sets also the expected velocity and the span velocity based on the

maximum fluctuations. A bar chart plotted through the software displays

the distribution of the velocities of the intercepted particles. Ideally, the best

would be one single bar, which would correspond to a regular flow in absence

of noise or other disturbance sources.

The aim is to have data rate as high as possible combined with good validation.

This would correspond to a clear burst in the signal with low noise.Further

reading on the LDA settings can be found in Albrecht et al. (2013).

For the multi-component measurements, three different modes of acquisition

are possible: coincidence, non-coincidence or semi-coincidence. In the first

mode the velocity is recorded only if the particle is detected simultaneously

by all the photo detectors. In this case, the three velocity signals contain the

same number of samples at the same acquisition time. Whereas, the non-

coincidence mode records the particles velocity independently for each laser

beam. In this case, each signal has a different number of samples and different

acquisition time. Finally, in the semi-coincidence mode, one signal is recorded

independently, while the other two pair of laser beams is acquired in coinci-

dence mode.

To obtain a good data rate in the coincidence mode the laser beams must

be very well aligned; but even with an almost perfect alignment the probe

volume created by the six laser beams is reduced with respect to the case of

one-component measurement. Therefore in the coincidence mode the data rate

is always lower.

The three acquired velocity signals can be transformed in perpendicular veloc-

ity components only if they are acquired simultaneously in coincidence mode.

C.4 Data analysis

The Dantec BSA Flow Software provides the data in velocity (m/s) for each

laser beam pair. In this section the post-processing analysis followed for each
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experimental case is shortly explained. The codes have been implemented in

Matlab.

The LDA technique acquires the signal whenever the photo detector identifies

a burst, which corresponds to a particle passing through the probe volume.

The time between two appearances of the burst is random and therefore the

LDA signal is randomly distributed in time, as shown in figure C.6. This

intrinsic character influences the way the statistic moments and the spectra of

the signal are evaluated.

Before proceeding with the temporal and spectral analysis, the code checks

that all the data are within a tolerance of acceptance, defined as a multiple of

the RMS. The check is necessary since sometimes big droplet of oil cross the

probe volume, i.e. oil coalesced on the grid or on the wind tunnel walls may

suddenly detach and be convected with the flow in the probe volume. Usually,

in a 90 seconds signal only few points may be outside the range. An example

is marked with a red circle in figure C.6. In those cases the code automatically

ignores the data points during the analysis.

Figure C.6: Example of a LDA signal randomly distributed in time.

C.4.1 Time domain analysis

The time domain analysis is done through the statistic momentum:
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• the mean representing the average value of the signal

U =
N∑
i=0

fw,i · u(ti) (C.4)

• the root mean square (RMS), the average distance of the fluctuations

from the mean

URMS =

√√√√ N∑
i=0

fw,i · (u(ti)− U)2 (C.5)

• the skewness, describing if the distribution is skewed respect to the mean

(i.e., it is 0 for Gaussian distribution, symmetrical about the mean)

Usk =
1

U3
RMS

N∑
i=1

fw,i(u(ti)− U)3 (C.6)

• the kurtosis or flatness, describing if the distribution is wide and flat, or

narrow and heigh (it would be 3 for a Gaussian distribution):

Uku =
1

U4
RMS

N∑
i=1

fw,i(u(ti)− U)4 (C.7)

• a last estimator for the joint momentum is the covariance, that is related

to two orthogonal velocities, it can be defined only if the particles are

taken in coincidence mode:

u′w′ =
N∑
i=1

fw,i(u(ti)− U)(w(ti)−W ) (C.8)

where fw,i = 1/N is the inverse of the number of points in the signal, if the

arithmetical momentum are considered.

Generally, the seeded particles do not have the same diameter (around 1 µm),

as well as their velocity may vary from particle to particle, especially in tur-

bulent flows. Furthermore, the particles cross the laser probe volume with

different orientations, some of them may cross the probe volume at its edge,
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covering a shorter distance, while others cross the whole diameter (figure C.7).

These, among others, lead to an error (called velocity bias) in the arithmetical

statistic momentum not being representing of the flow characteristic since the

velocity distribution of the particles is biased.

Figure C.7: Two particles cross-
ing the probe volume with different
trajectory.

To ensure statistically independent samples, a

weighting factor can be used. Among the dif-

ferent weighting factors suggested in the lit-

erature (Albrecht et al., 2013), a common one

is the transit time (TT), defined as the time

that a particle takes to cross the probe vol-

ume:

fw,i =
TTi∑N
i=0 TTi

(C.9)

Figure C.8: Example of mean and RMS of the stagnation point flow on the unswept
Cylinder: • arithmetical momentum, • weighted momentum (coordinate system accord-
ing to figure 4.6).

As explained, the bias error is related more to the flow rather than to the

optics, therefore, to verify the need of using the weighting factor for the ex-
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periments reported in Chapter 4, the following analysis has been carried out.

Figure C.8 shows the mean and RMS of the two velocity components (V , W

according to the coordinate system in figure 4.6) for a typical boundary layer

scan at the edge of the unswept cylinder, as reported in Chapter 4.

The measurements have been carried out in semi-coincidence mode, therefore

the velocity measured at each time from LDA1 and LDA2 should correspond

to the same particle crossing the probe volume at that time.

The two curves correspond to, respectively, the arithmetical statistic momen-

tum and the weighted momentum according to equation C.9. The effect on

the mean is practically irrelevant, while the differences on the RMS are quite

heigh, overestimated by the arithmetical moment.

To further understand this error, the distributions of the two velocity compo-

nents, for the fourth point, counting from η = 0 in the boundary layer scan of

figure C.8, have been plotted as function of the number of particles (N) and as

function of the transit time (TT) in figure C.9. For the same point the static

momentum, with and without weighting factor, are also reported in table C.3.

The same procedure has been carried out for one point in the freestream, 200

mm in front of the stagnation point of the cylinder. Table C.4 shows that for

the last case the statistic momentum calculated with and without the weight-

ing factor do not differ. The difference between the two signals is immediately

clear comparing the data points distributions, as function of N and TT (figure

C.10 and C.9).

Boundary layer fourth point

V VRMS Vsk Vku W WRMS Wsk Wku

[m/s] [m/s] [m/s] [m/s]
0.0610 0.0343 -0.0460 7.5077 -0.0567 0.1143 -0.0483 3.5088
Vw VRMS,w Vsk,w Vku,w Ww WRMS,w Wsk,w Wku,w

[m/s] [m/s] [m/s] [m/s]
0.0602 0.0190 -0.0128 14.8849 -0.0573 0.1060 -0.0722 3.4478

Table C.3: Arithmetical and weighted momentum for the fourth point of the scan in
figure C.8.
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Figure C.9: Velocity distribution as function of the number of particles (N) and the
transit time (TT) for the point in the boundary layer in table C.3. - weighted mean, -
- weighted RMS, - arithmetical mean and - - atihmetical RMS.

Figure C.10: Velocity distribution as function of the number of particles (N) and the
transit time (TT) in the freestream. - weighted mean, - - weighted RMS, - arithmetical
mean and - - atihmetical RMS.
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Freestream measurements

V VRMS Vsk Vku W WRMS Wsk Wku

[m/s] [m/s] [m/s] [m/s]
6.0566 0.0848 0.1852 3.9408 0.0607 0.0805 0.0159 4.1990
Vw VRMS,w Vsk,w Vku,w Ww WRMS,w Wsk,w Wku,w

[m/s] [m/s] [m/s] [m/s]
6.0566 0.0815 0.1848 3.9830 0.0611 0.0729 -0.0052 4.2283

Table C.4: Arithmetical and weighted momentum for a point at 200 mm from the
cylinder stagnation point.

The freestream signal appears homogeneously distributed in the whole veloc-

ity range with narrow tales; while, the signal inside the boundary layer, and

in particular the V -velocity component, shows a distribution gathered around

the mean with long and disperse tales, whose influence the RMS, the Skewness

and the Kurtosis.

The reason of this difference is to be sought in the type of flow under investiga-

tion, which quickly decelerates while approaching a wall at low velocity. There-

fore, the data rate inside the boundary layer is intricately less respect to the

freestream; the relative turbulence intensity (TV = VRMS/V , TW = WRMS/W )

close to the wall is much higher respect to the freestream; the maximum time

that particles take to cross the probe volume is obviously much longer com-

pared to the freestream signal, since the flow is almost at rest and the velocity

distribution is spread over a higher TT range, as shown in the figures.

From this study it can be concluded that, since the flow under investigation

has a high level of turbulence and is quite slow, it is necessary to use the TT

as weighting factor to correct for bias error. This has been adopted for the

measurements discussed in Chapter 4.

C.4.2 Spectral analysis

The spectral analysis for the LDA signal cannot be evaluated applying di-

rectly a Fourier algorithm due to the random character of the signal itself,

unless some manipulations are done beforehand.

Several methods have been proposed in literature, among which the slotting

technique, developed by Gaster and Roberts (1975; 1977), has been chosen.
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The slotting technique is based on the autocorrelation function Ru(t, τ), de-

fined to study the periodicity of a random process:

Ru(t, τ) = E[u(t) · u(t+ τ)]

where E[ ] is an operator to indicate the expected or mean value. For a

stationary process the autocorrelation is independent on the acquisition time

(t) but depends only on the lag time (τ); furthermore Ru(τ) = Ru(−τ). Ac-

cording to the Wiener-Khinchine relationship, the Fourier transform of the

autocorrelation function is the Power Spectral Density (PDS):

Su(f) =

∫ +∞

−∞
RX(τ)e−j2πfτdω (C.10)

where f is the frequency.

The slotting technique (see figure C.12) divides the autocorrelation function

in K slots equally spaced in time (∆τ) and for each of them calculates the

average weighted on the number of cross-products ([u(ti) ·u(ti+ tj)]). For each

slot:

Ru(k∆τ) =
1∑N−1

i=1

∑N
j=i+1 bk(tj − ti)

N−1∑
i=1

N∑
j=i+1

u(ti)u(tj)bk(tj − ti) (C.11)

where k = 1, 2, ...K indicates the slot and bk is defined as:

bk(tj − ti) =

1 for| tj−ti
∆τ
− k| < 0.5

0 otherwise

(C.12)

Before applying the slotting technique and to obtain a low noise spectra, the

signal is divided in blocks of equal time and the PSD of each block is calculated.

In addition, it is important to remove the first point in the autocorrelation.

For the same reasons discussed in the previous section, the weight factor can

be used also when evaluating the autocorrelation function. In this case, con-
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sidering also the TT as weight, bk in the equation C.11 becomes:

bk(tj − ti) =

TTk(tj − ti) for| tj−ti
∆τ
− k| < 0.5

0 otherwise

(C.13)

Figure C.11 compares the PSD for the V and the W velocity component with

and without weighting factor for the same signal discussed in the previous

section (see figure C.9), corresponding to the fourth point of the boundary

layer profile in figure C.8.

(a) (b)

Figure C.11: Example of PSD for the V and W velocities: - with and - without the
weighting factor.

The difference on the V component is almost not detectable since the signal

has already a quite low energy; while the spectra for the W velocity component

shows a different only in the high frequencies with the PSD being underesti-

mated if the weighting factor is not used. This can be understood by looking

at the distribution of the W data points as function of the TT in figure C.9.

The W-TT distribution of the signal is highly dispersed at high transit time.

Considering two ideal particles travelling at the same velocity and crossing

the probe volume with the same trajectory, the particle fluctuating at higher

frequencies has a higher transit time and vice versa. The weighted spectra ac-

counts for this type of effects. For this reason the weight has been considered

also for the evaluation of the PSD.

Overall, the analysis can be summarised in the following steps:

1. each signal, having a number of samples N, acquired in a sampling period
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T, is divided in B blocks of equal time period ∆Tb. Each individual block

has a different number of samples still randomly distributed;

2. for each block the mean is removed from the block signal and then the

autocorrelation is calculated, which will be still randomly spaced,

3. each block is divided in slots. It is desirable to have a high number

of slots, but on average at least few points per slot are necessary. If

one slot does not have any data point the code takes the value of the

autocorrelation function of the previous slot. The period of each slot

∆ts, depending on the number of slots chosen per block, is:

∆ts = avarage n◦ points in slot
datarate

It must be constant within the blocks of each signal.

From ∆ts the resolution in the frequency spectra, in order to avoid alias-

ing, must be:

∆f = 1
2∆ts

∆f corresponds also to the minimum frequency fMIN of the spectra. On

its turn, the maximum resolvable frequency in the spectra is given by:

fMAX =
(
Nslots

2
+ 1
)

1
2∆ts

4. at this stage the autocorrelation function for each block has the same

time resolution and it is not random any more; the number of points per

block is constant. Therefore, a Fast Fourier Transform (FFT) algorithm

can be applied to calculate the PSD for each block (S∗b (f)). To prevent

leakage errors the signal is firstly multiplied by the Hann window:

Hw(t) =


1
2

(
1− cos 2πt

∆TB

)
for 0 ≤ t ≤ ∆TB

0 otherwise

(C.14)

5. the PSD S∗b (f) of each block are averaged to get a clean PSD of the

whole signal:
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S∗(f) = 1
B

∑B
1 S

∗
b (f)

The code for the spectra for the random data is validated with randomly

samples taking from simulated sine waves.

6. the spectra is normalised (S(f)) so that the Parseval theorem is verified

for each block and the RMS level can be directly calculated.∑N
i=0 u

′2(ti) =
∑fmax

f=0 S∗(f)
√
γH

B
NB

where γH is the window factor equal to 8/3 for Hann Window (Bendat

and Piersol, 2011), NB is the number of the sample in each of the B

blocks.

Figure C.12: LDA data analysis: the slotting technique.
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Uncertainty analysis

D.1 Experimental errors

The experimental measurements are influenced by different types of errors that

have to be identified, possibly removed or otherwise quantified.

The first type regards errors in a strict sense, for example due to miscalcula-

tions or to mistakes in the procedure. These, commonly called human errors,

can be identified and prevented.

Nevertheless, even if the procedure has been carefully followed without mis-

takes, the measurements are indeed affected by other two types of errors: ran-

dom and systematic. The appearance of random errors in the measurement

is unpredictable and their sources are not always identifiable. However they

can be reduced by repeating the measurement or refining the measurement

methodology or technique.

Systematic errors, associated with accuracy of tools or instruments, cannot be

completely eliminated. Nevertheless, their contribution to the final result can

be quantified through the uncertainty analysis.

In the descriptions of the experiments some human and random errors have

already been discussed, while the contributions to the final results of the sys-

tematic errors are quantified in this appendix through the uncertainty analysis.
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D.2 Uncertainty analysis

Let Y be a quantity measured not directly but derived from measurements of

other quantities (xi), to which it is related to through a function f :

Y = f(x1, x2, ...xn). (D.1)

The uncertainty of Y will be affected by a combination of the uncertainties of

the measured xi quantities (∆x1,∆x2, ...∆xn).

If f is a linear function of the variables xi, i.e f = x1 + x2 + ...xn, the uncer-

tainties can be calculated as the sum of the absolute errors ∆xi:

∆Y =
N∑
i=1

∆xi (D.2)

or, in term of standard deviations as:

∆Y =

√√√√ N∑
i=1

∆x2
i . (D.3)

In case of a non linear relation, i.e. f = xp11 x
p2
2 ...x

pn
2 , the combined uncertainty

is the sum of the relative errors:

∆Y

Y
=

N∑
i=1

(pi∆xi
xi

)
(D.4)

or in term of standard deviation:

∆Y

Y
=

√√√√ N∑
i=1

(pi∆xi
xi

)2

. (D.5)

Following the JMG 100:2008 guide for the error analysis (BIPM, 2008), the

standard uncertainty has been adopted. The uncertainty of a quantity Y

expressed by a generic function f is defined as:

∆Y =

√√√√ N∑
i=1

( ∂f
∂xi

)2

∆x2
i . (D.6)

188



D.3. Density of the air

For a more precise evaluation of the propagation of the errors, often the ex-

panded uncertainty is adopted. This can be obtained by multiplying the com-

bined standard uncertainty by a coverage factor (kc):

∆Y = kc∆f. (D.7)

The value of kc depends on the probability distribution of the measured vari-

able and the desired confidence level. It is typically in the range of 2÷ 3. For

a normal distribution kc = 1.96 corresponds to a confidence level of 95% and

kc = 3 to a confidence level of 99%. In the following the combined uncertain-

ties have been calculated.

In the current thesis, two experimental investigations have been presented.

One on a vertical flat plate and one on cylinders carried out in two different

wind tunnels equipped with different instrumentations. The general procedure

to calculate the uncertainties is reported hereafter. The results are listed in

tables D.1 and D.2.

D.3 Density of the air

The density of the air is calculated from the ideal gas law:

ρair =
PATM
RT

(D.8)

where T is the air temperature, PATM the barometric pressure and R the

Boltzman constant for dry air.

Based on the uncertainties of the measured quantities (PATM , T ) the corre-

sponding relative error is:

∆ρ

ρ
=

√(∆PATM
PATM

)2

+
(∆T

T

)2

(D.9)
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D.4 Freestream velocity

The freestream velocity is derived by the differential pressure measured with

a Pitot tube, according to:

U∞ =

√
2(p∞ − ps∞)

ρair
(D.10)

The combined uncertainty is given by:

∆U∞
U∞

=

√(1/2∆PPitot
PPitot

)2

+
(1/2∆ρair

ρair

)2

(D.11)

D.5 Pressure distribution

D.5.1 Gaster wind tunnel

The pressure distribution on the model, in the Gaster wind tunnel, is mea-

sured by connecting the pressure tubes to a scani-valve which is connected to

a pressure transducer. The pressure transducer acquires the static and the to-

tal pressure from the Pitot. Therefore the differential pressure Pdiff is directly

obtained from the transducer output.

The pressure distribution on the model has been reported through the dimen-

sionless coefficient:

cP =
Pdiff

1/2ρairU2
∞

(D.12)

In this case, the error on this parameter results:

∆cP
cP

=

√(∆Pdiff
Pdiff

)2

+
(∆ρair
ρair

)2

+
(2∆U∞

U∞

)2

(D.13)

D.5.2 T2 wind tunnel

The pressure distribution in the T2 wind tunnel on the model is measured

using an inclined manometer:

Ps = hsin(φm)gρm (D.14)
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where h is the differential height of the column of fluid in the manometer,

ρm is the density of the alcohol, g the gravity acceleration and φm the angle

of inclination of the manometer, which is measured using an inclinometer.

Considering the ρm as a known quantity, the resulting combined uncertainty

for the pressure is:

∆Ps
Ps

=

√√√√(∆h

h

)2

+

(
∆φm

tan(φm)

)2

. (D.15)

The pressure distribution has been represented with the pressure dimensionless

coefficient:

cP =
Ps − Ps∞
1/2ρairU2

∞
(D.16)

The error on this parameter is:

∆cP
cP

=

√(∆Ps
Ps

)2

+
(∆Ps∞
Ps∞

)2

+
(∆ρair
ρair

)2

+
(2∆U∞

U∞

)2

(D.17)

Since the Pitot is connected to the manometer during the pressure measure-

ments, the uncertainty on Ps∞ is the same of Ps.

GASTER WIND TUNNEL
Transducers Quantity x ∆x ∆x/x

Thermocouple NI T 20◦ 0.1◦ 0.5%
Setra 239 PATM 101325Pa 55Pa 0.05%
Setra 264 PPitot 154Pa 0.2Pa 0.12%

Furness FCO56 Pdiff 31Pa 0.2Pa 0.6%

Derived quantities ∆Y/Y
ρair 0.5%
U∞ 0.25%
cP 0.6%

Table D.1: Uncertainties on measurements carried out in the Gaster wind tunnel.
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T2 WIND TUNNEL
Transducers Quantity x ∆x ∆x/x

Thermocouple NI T 20◦C 0.1◦C 0.5%
Barometer B740 PATM 769mmHg 0.1mmHg 0.013%

Furness F318 PPitot 21Pa 1Pa 4.76%
Inclined manometer h 3 in 0.1 in 3.33%

Inclinometer φm 10.64◦ 0.01◦ 0.094%

Derived quantities ∆Y/Y
ρair 0.5%
U∞ 2.39%
Ps 6.58%
cP 9.91%

Table D.2: Uncertainties on measurements carried out in T2 wind tunnel.

D.6 Hot-wire measurements

Hot-wire measurements are velocity measurements based on heat transfer. The

output of the anemometer is a voltage signal (E), which has to be converted

in velocity through a calibration law (Jørgensen, 2005). The uncertainties of

the hot-wire measurements can be calculated considering three stages: (1) cal-

ibration procedure, (2) data acquisition, (3) experimental and environmental

conditions. The three uncertainties are here discussed and quantified, and

their values are reported in table D.3. The final uncertainty is:

∆UHW =

√√√√ N∑
i=0

∆U2
i (D.18)

Calibration

The calibration procedure, as reported in appendix B, has been carried out by

placing the hot-wire close to the Pitot. The velocity from the Pitot (U∞) is

used to find the constants in the relationship with the hot-wire voltage (E).

Therefore, part of the uncertainty during the calibration is due to uncertain on

the Pitot velocity (∆U∞), which has been calculated in the previous section.

At the reference velocity 10m/s, the absolute error of the Pitot is 0.025m/s.
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Another source of the uncertainty is due to the curve fit that is carried out

to determine the constants A, B, n in the King’s law. Taking the data from

the calibration shown in figure B.2, the difference between the U∞ and Uest

from the hot-wire voltage, using the corresponding calibration factors, leads to

an uncertainty of ∆Ulin = (Uest − U∞) = 0.007m/s for the reference velocity

U∞ = 10m/s.

Data acquisition

The hot-wire voltage signal is converted from an analogue to a digital signal

using an A/D board. As described by Jørgensen (2005), the resolution is:

∆UAD =
1

U

EAD
2n

∂U

∂E
(D.19)

where U is the reference velocity, EAD is the input velocity range(10V ), n is

the resolution of the A/D board (16 for a 16-bit A/D) and ∂U
∂E

is the sensitivity

(27m/s/V ).

Experimental and environmental conditions

The experimental and the environmental conditions may influence the uncer-

tainty of the hot-wire measurements.

The probe may be misaligned of an angle γHW :

∆Upos = (1− cos(γHW )) (D.20)

According to Jørgensen (2005), to quantify the misalignment an uncertainty

of ∆γHW = 1◦ must be considered.

Another systematic error is introduced by the temperature during the mea-

surements, which may differ from the calibration temperature. This has been

prevented by applying temperature corrections in the post-process procedure.

Summering, the uncertainties of the hot-wire are reported in the following

table and the final uncertainty results 0.08%.
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Error source ∆Ui[m/s]

∆U∞ 0.025m/s

∆Ulin 0.007m/s

∆UAD 0.004m/s

∆Upos 0.00015m/s

∆UHW 0.008m/s (0.08%)

Table D.3: Hot-wire uncertainties for a reference velocity of 10m/s, corresponding to
E = 4.16V and calibration coefficients A = 4.29, B = 7.74 and n = 0.35.

D.7 LDA measurements

The LDA system is an absolute flow measurement method that does not need

calibration. The data are converted to velocity by the Fiber Flow software.

To estimate the uncertainty of the velocity computed by the software, the

guidelines published in the 25th International Towing Tank Conference (2008)

have been followed.

The equation used by the FiberFlow software to calculate the velocity is:

ULDA =
λLDA

2sin(θ/2)
fD (D.21)

where λLDA is the wavelength of the laser light, θ the angle between the laser

beams and fD the doppler frequency.

The uncertainty on the doppler frequency and on the laser wavelength are

negligible, while the beam intersection angle is derived from:

θ = 2atan
( Bs

2fL

)
(D.22)

where Bs is the beam spacing and fL the focal length as shown in figure D.1.
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Bs

fL

θ
UPe1

e2

Figure D.1: Two laser beam and a particle crossing the probe volume with velocity
UP .

The reference beam spacing is provided by the assembly test and inspection

certificate provided by the Dantec Dynamics during the system installation and

corresponds to 38.84mm±0.02mm. While, the error on the focal length, fL =

800mm, is considered negligible. Therefore the beam intersection reference

value is θ = 2.78◦ and the relative error is:

∆θ =

(
1

1 + (Bs/2fL)2

)
2fL
B2
s

∆Bs (D.23)

that results 0.03◦.

Knowing the relative error on the intersection angle, the combined uncertainty

for the velocity is:

∆ULDA
ULDA

=

√(1

2
tan−1

(θ
2

))2

∆θ2 (D.24)

which corresponds to 5.4 · 10−5% considering ∆θ in radians.

Transformation matrix

In the case of two- and three- dimensional measurements, the acquired veloc-

ity components,
−−−→
LDA1,

−−−→
LDA2 and

−−−→
LDA3, are in a non-orthogonal coordinate

system and are then transformed to the wind tunnel orthogonal coordinate sys-

tem. This transformation is carried out through the so called transformation

matrix. The procedure to obtain the matrix has been explained in appendix

C, here the analysis of the uncertainties on the matrix itself is reported.

The procedure consists of calculating the individual LDA laser orientation by

indirectly measuring the beam positions on a high resolution camera. The pro-
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cedure consists of three main steps (see figure C.4): the camera is positioned

at the focal point of the laser; each laser is moved such that they all cross on

the focal point, which location is marked on the screen; the laser optics groups

are traversed perpendicular to the camera and the new positions (XT , YT , ZT )

of the laser beams on the screen, respect the point previously marked, are

recorded (see table C.2).

The first step may cause errors due to the beams that do not cross precisely

at the focal point. This situation would affect the signal itself by reducing the

data rate up to the worst scenario in which it would not even be possible to

take measurements in coincidence mode. Therefore, it be would a human error

and not an uncertainty of the velocity measurements. In these circumstances,

the alignment procedure must be repeated.

For the other two steps of the procedure, the systematic errors are related

to the localisation of the laser beam on the camera view. To calculate those

uncertainties the beam dimension of each laser beam on the camera view at

each step of the procedure has to be calculated. However, since the diameter

of the laser beam is not constant, first of all it is necessary to explain how it

varies.

The beam coming from the LDA is a gaussian beam, which means that at all

the cross sections the light intensity has as a Gaussian distribution and the

width of the beam is defined by the edge-intensity (Zhang, 2010). Figure D.2

shows a sketch of two crossing beams with variable width, exaggerated for

clarity.

Figure D.2: Two laser beam crossing in the probe volume.
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The smallest width is at the focal point where the beams cross. At this point

each laser beam is described by the so called beam waist. Knowing some

characteristics of the optical system the diameter df is uniquely defined as

followed:

df =
4fLλLDA
πED

(D.25)

where fL is the focal length, λLDA the laser wavelength, D the waist diameter

of the laser beam before passing through the front lens and E is the beam

expander ratio. The value of D has been measured during the installation by

Dantec Dynamics and it has been certificated as equal to 2.2mm ± 0.02mm.

The beam expander is a combination of lenses in front, or replacing the front

lens, of the LDA system, used to reduce the size of the measuring volume at the

measuring distance, allows one to reach greater measuring distances without

sacrificing the signal-to-noise ratio,(Dynamics, 2011). The beam expander

ratio represents the reduction of the probe volume after the beam has passed

across the beam expander; for the system used it corresponds to E = 1.95.

The focal length is the same for each LDA group, while the wavelength changes

as shown in table D.4.

Therefore the waist beam diameters with the associated uncertainty for each

LDA group are:

df1 = 0.12mm df2 = 0.11mm df3 = 0.13mm%.

The probe volume, as shown in figure D.2, is identified by:

dx =
df

cos(θ/2)
, dy = df , dz =

df
sin(θ/2)

.

The resulting probe volume dimensions are reported in table D.4.

Coming back to the indirect procedure to calculate the laser beams orien-

tation, when the camera is placed at the focal point, each beam on the screen

of the pc appears as a bright circle (see figure D.3). The diameter of the circle

depends on the diameter of the beam and the orientation of the optics. Since

the camera has a high resolution and the inclination of the optics group is usu-
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LDA1 LDA2 LDA3

λLDA [nm] 514.5 488 532
fL [mm] 800 800 800
θ [◦] 2.78◦ ± 0.03◦ 2.78◦ ± 0.03◦ 2.78◦ ± 0.03◦

df [mm] 0.12 0.11 0.13
dx [mm] 0.12 0.12 0.13
dy [mm] 0.12 0.12 0.13
dz [mm] 2.60 2.39 2.60

Table D.4: LDA parameters

ally small, the diameter of the circle on the screen is approximately dx. The

uncertainty on the location of the focal point on the screen is half of the beam

diameter (dx/2), that is also the uncertainty on the origin of the coordinate

system for the axes XT and ZT , plane captured by the camera.

Figure D.3: Four laser beams captured by the camera during alignment procedure.

In the second step of the procedure, the optics are traversed along YT by a fixed

distance and the traverse is then moved along XT and ZT to record the new

position of the beams with respect to the previous point. The uncertainties

on the XT and ZT are related to the beam diameter. As shown in figure D.2

the diameter of the Gaussian beam varies with the distance. Considering the

angle between the beams small enough the diameter (d(YT )) at the YT location

can be calculated according to (Dynamics, 2011):

d(YT ) = df

√
1 +

(4λLDAYT
πd2

f

)2

. (D.26)
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For YT = 200mm it corresponds, for all the six beams, to d(200) = 1.07mm.

The laser beam positions at YT = 200mm are calculated as the difference be-

tween the (0,0,0) and the new (XT , YT , ZT ), therefore the error is the sum of

the absolute uncertainties of the two positions:

∆XT = ∆ZT = d(YT )/2 + df/2

The uncertainty regarding YT is only due to the traverse, which has an absolute

error of 0.01 mm. An example of transformation matrix, together with the

relative error is reported in table D.5.

Laser Beam XT [mm] YT [mm] ZT [mm]

G shifted � +10.80± 0.24 −220.00± 0.01 −3.85± 0.24
unshifted −7.00± 0.24 −220.00± 0.01 6.75± 0.24

B shifted • +7.15± 0.25 −220.00± 0.01 10.05± 0.23
unshifted ◦ −3.10± 0.25 −220.00± 0.01 −7.35± 0.25

V shifted � −5.80± 0.25 −220.00± 0.01 −84.41± 0.25
unshifted −6.00± 0.25 −220.00± 0.01 −64.81± 0.25

Table D.5: Example of wind tunnel coordinate to find the laser beams orientations
with their absolute uncertainties.
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