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Abstract

This thesis investigates the average and conditipnee discovery relationship between the
Moscow equity markets and London market for eighis$®an cross-listed securities in six
overlapping and continuous trading hours. The pdiseovery analysis is based on a range of
sampling frequencies of quote and trades data etbfirom MICEX, RTS and LSE limit order
books and the investigation is divided into two swbas: the home market and the cross-border
market. The analysis was carried out with respectidta type, price discovery contribution
methodology, a cross-section of individual secesitichosen sampling, trading time, volatility
and trading volume conditions. Overall, there igexce from the analysis that MICEX is the
major price discovery market for the eight crosselil most liquid Russian securities, while RTS
and LSE are satellite markets and have a suppaiee The findings of the conditional price
discovery relationship suggest that volatility isspively correlated with the higher price
discovery contribution of the higher volume tradinwarket. In addition, the time at which
trading takes place in overlapping trading hours Ib@en shown to be associated with different
price discovery proportions in the London and Megceonarkets. Mid day trading has the lowest
Moscow price discovery contribution. The daily gridiscovery relationship may not be affected
by relative trading size, given that the findings frading size effect were inconclusive. The
overall findings can be attributed to the fact tNHCEX is a more active trading market than
RTS and LSE.
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1.1 BackgroundtothisThesis

While financial markets are extremely competitiyenfature, the competition between two major
stock exchanges on the Moscow market has come éodas a result of the merger. Prior to the
merger announcement, formerly known MICEX and R1&ls exchanges competed for order
flow. Generally, competition across stock exchareggsesses itself through each market’'s order
flow volume, e.g. equity securities, which are erbsted across these exchanges. The
competition for order flow across multiple markegdlects the informational contribution of
each market, which can be measured by the conéeqntribution to price discovery. One of
the measurements of the informational contributba market is Hasbrouck (1995) information
share. The information share of a market is amesé of the proportion of information from the
total order flow that the market has captured. Asoasequence, markets which compete for
order flow discover an unobservable equilibriuncerof cross-listed security. The equilibrium
price is, in essence, the result of order flow cetitppn across the stock exchanges’ trading

process, a reflection of the reactions of marketigpants to the flow of information.

Historically, the Moscow equity market was madeafpMICEX and RTS exchanges, which
competed for and facilitated the trading of Russiass-listed securities. It could be argued that
the completion for the order flow of the most liquiross-listed equity was lost by RTS to
MICEX, since despite its earlier start, RTS equmding volume migrated slowly to MICEX
over the course of a decade. RTS has, neverthelesgged to reposition itself, despite its loss
of the leading liquidity providing position on thdoscow market. It accomplished this firstly by
changing the security denomination from the USDthe RUB currency of the order driven
market in 2010. By doing so, RTS became similaMi€EX - a national currency based
market. Secondly, RTS has established itself &adirig derivatives market place by attracting
more foreign institutional investors, gaining arvatage over MICEX in this segment of the
market.
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The securities of major Russian companies are -tisisgl locally in Moscow and abroad, for
instance in London and Frankfurt, in the form ofpod&tory receipts (DRs). Despite the
showdown of the domestic Moscow competition for ssristed securities, the battle for
supremacy in order flow continues. Besides overetinter (OTC) trading, trading on cross-
border venues is the third serious competitor. [Bhgest cross-border competition representative
is the London Stock Exchange, which has been fatifig trades for eight major cross-listed
“blue chip” stocks in the form of American Deposjt&Receipts/Shares (ADR/ADS) since before
2006.

The pricing behaviours of the stocks traded acmssiestic and foreign markets are not
necessarily identical, and the objective of thseerch project is to investigate the dynamics of
the spreads by examining the locally traded stouk their foreign traded ADRs over a four

month period. The most intriguing aspect of theartaking is the analysis of the price discovery
relationships and their further analysis based myh-frequency intra-day data reconstructed
from the limit order books. This thesis aims toyde insight into the process of information

transmission and the micro-dynamic behaviour oksilisted securities across the competing
markets.

1.2 Motivation for the Research

There are many publications in the field of cras8fg microstructure which examine price
discovery on the domestic as well as on internatiomarkets. According to the findings of Eun
and Sabherwal (2003), Grammig et al. (2005) andlaRhby and Korczak (2007), and other
research, there is evidence that the order floengitve market may occupy the price discovery
dominant position. However, there is still disagneat about conclusions based on the vast
range of data and chosen sampling frequenciesoédih there is strong evidence that market
liquidity affects the price discovery contributicihe literature hardly touches on the subject of
emerging markets, especially the Russian crossdlisjuity market. The evidence in the cross-

listed equity price discovery literature is insaiént to validate the established thesis that the
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more liquid market dominates the price discovelycpss in the case of the Russian cross-listed

equity market.

The issue of where price discovery occurs for magonally traded securities does not seem to
have been studied in any detail. It remains uncikaas questioned by Grammig and Peter
(2008), trading abroad, in the presence of micoostire effects, follows the home market or the
home market follows trading abroad. A choice ofhleigsampling frequency may adversely
affect the foreign market contribution to price atigery due to increased interaction of
microstructure effects. Furthermore, clarificatienrequired as to price adjustability in both
markets. Does the law of one price or the assumptf no arbitrage opportunities require both
markets to adjust simultaneously to new informati@r is the adjustment completely

asymmetrical, occurring in only one market?

In order to conclude that prices are mainly discedein the home market, especially on the
Russian emerging market, further research in tele fof cross-listing and price discovery is
required. It is necessary to prove that the lacKiguidity of the foreign market does not
significantly affect the home price discovery reaship. For instance, according to Baruch et
al. (2005), there is evidence that liquidity in tleem of order flow is a strong determinant of
where the price is discovered. However, it may &lsdrue that if liquidity in a peripheral or
satellite market rises, the price discovery refetlop may change over time e.g. Harris et al.
(2002a). It may also lose significance or beconm®mclusive, and the causality direction may
become bi-directional. Assuming that prices aredalisred in the underlying home emerging
market by the means of higher liquidity, this wopldbve that the initial assumption made is
correct. However, research using a larger, deepérnaore diverse sample size is needed to

confirm this hypothesis.

1.3 Objectives of the Thesis

The primary objective of the thesis is to invedigéhe price discovery relationship of three

major stock markets MICEX, RTS and LSE, for eighisBan cross-listed securities in six
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overlapping and continuous trading hours. The dataples of all investigations are to be
derived from the three underlying limit order bookisOBs), and the price discovery
investigation are to be based on a range of sampleguencies, different data types, samples

and methodologies.

The first objective of the thesis is to reconstrti MICEX, RTS and LSE IOB limit order

books (LOBs) for the eight most liquid Russian srbsted securities, and in order to minimise
inaccuracies in the LOB reconstruction and data pfiagy the processing is performed

systematically via a SQL program. All the marketsler consideration are order-driven, and are
traded on the double sided auction principle; haweaach of the limit order books requires a
distinct approach because of the differences indtita field nomenclature and peculiarities of
the trading rules. The ultimate goal is to crediupologically synchronised time series samples

based on each data type, and sampling frequen®atir security of the chosen markets.

The second objective is to investigate the pricealiery relationship on the domestic Moscow
stock market between the RTS and MICEX exchangés;hawhave facilitated trading for the

eight most liquid stocks. The analysis is to beedasn an examination and comparison of the
results for both data set types: order quotes mrgsaction prices. The inferences will be based
on a range of sampling frequencies, and the asalydli focus on the performance between the
two major and established price discovery contridsumethodologies in the context of a range
of different sampling frequencies. Cointegratiotvieen the underlying time series is expected.
Lead-lag causality relationship is a point of ietdr as well as cointegration relationship

restriction testing.

The third objective is to examine the cross-boptere discovery relationship between Moscow
and the LSE market. This differs from the secongdlye in that the sample now includes a
cross-border trading competitor and the analysis i performed in a trivariate fashion with
existing state of the art methodologies. Here,ptesence of market microstructure effects will
be taken into account. The analysis seeks to apgitiie choice of a sampling frequency, which,
given the presence of microstructure effects, ugiaf to the accuracy of the findings, and bases

its inferences on this optimised choice, in conttasan arbitrary chosen range of frequencies in
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the previous objective. The choice of an inoppatsampling frequency may lead to misleading
results, and therefore the goal is to choose a lgagnijpequency which minimises the distortion

induced by the effects of the microstructure nowsighout, at the same time, being adversely
affected by the contemporaneous correlation. Mareahe results of cointegration restriction

test of the MICEX-LSE can then be compared to éselts of MICEX-RTS.

The fourth objective is to analyse the MICEX-LSHcprdiscovery relationship in detail, by
conditioning the original data set from the prewabjectives. The investigated price discovery
relationship is conditional because it is no lonigased on an aggregated average of a common
sample. The price discovery analysis is based enstandard multi-market methodology,
however on prior conditioned samples upon the anésetor. A sample can be conditioned by a
factor by permuting the variables in a specificesrd This is achieved by ordering the main
sample by the chosen factor e.g. trading hour &ed dividing the main sample into sub
samples, which contain only the values of the tempfactor e.g. the first half an hour of each
trading day. The permutation can be organised douwpto temporal factors such as the trading

time and trading days, as well as the main tradargables such as volatility and trading volume.

Overall, the following key questions have been adsied in this thesis:

* Is there an unobservable equilibrium price as altres the order flow competition from
multiple (fragmented) market trading?

* Which of the markets leads/lags by discoveringetpailibrium efficient price?

* What is the relative contribution of the individumbrket to the common efficient price?

* How sensitive are the results to the type of daethodology and sampling frequencies?

» How stable is the price discovery when conditiongebn daytime, weekday and

information conditions such as trading volume aakhtiity?

The thesis aims to contribute to the understandintpe information dynamics of cross-listed
securities from the microstructure, emerging-depetb market perspective. The thesis is to
consist of three empirical chapters; Chapter 7 yaesl the price discovery on the fragmented

national Moscow equity market, while Chapter 8 eixe® the combination of the national
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markets and the international ADR counterpartshenliondon Stock Exchange. Chapter 9 seeks
to investigate the effect of factors such as titnading size and intraday volatility on cross-
border pricing, based on the conditioned datarset Chapter 8.

1.4 Contribution to the Literature

This thesis aims to add value to the existing praiscovery, cross-listing and LOB
reconstruction literature in following ways: fingtlby addressing the price discovery issue in the
context of the fragmented equity market in Mosc@hdpter 7); secondly, by investigating the
cross-border price discovery relationship betwden Moscow and LSE markets (Chapter 8);
thirdly by analysing the MICEX and LSE price diseoy relationship conditionally (Chapter 9).
The main aim of the research is to contribute nesights to informational transmission and
dissemination between the London and Moscow clieg=dl equity markets. The uncovered
evidence is based on the analysis of high frequetaty derived from the three limit order
books.

The key contribution is that Chapter 7 is the fatdy that addresses Russian cross-listed equity
market price discovery. There are similarities @ntcal-satellite market constellation between
the Russian and US cross-listed equity markets. édew the data set of this investigation is
distinctively different from US market data, becaudle price discovery issue addressed here is
in the context of an emerging market. The pricedalisry relationship between the Moscow
markets is unique, because of their equally unigeenomic, political and regulatory
environment. For instance, in the research sampléogh the trading is facilitated in an
environment of capital control restriction, whilbet traded securities were denominated in
different currencies. Despite the apparent sintjidretween the Russian and the US cross-listed
equity markets, there are no studies in the priseodery literature that have touched on the
subject of the Russian cross-listed equity markatfhough there is research on cross-listed
equity in the US markets by Hasbrouck (1995, 2@0%) Harris et al. (1995, 2002), Chapter 7 is
the first study that puts forward the hypothesisudtihe relationship between MICEX and RTS.
The hypothesis is that, the MICEX market is thet@@mmarket just as NYSE is the central
market in the US.
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Furthermore, Chapter 8 is the only study that ihgates the Moscow-London cross-listed
equity market relationship; it addresses price aliscy in the context of the emerging home
market (MICEX and RTS) versus the foreign developsatket (LSE). The major difference
between Chapters 7 and 8, besides the geographpichtical and economic differences in
trading environments is that Chapter 8 deals wifhity equivalent ADR securities, not locally
traded stocks. An American Depositary Receipt (ADRnore generally (DR), is a convertible
security which though cross-listed on a foreigncktexchange is representative of an equity
security that has been issued by a local publm.firhe ADR or DR security traded on the
foreign exchange is a mean which allows investotsade the equity of local firms on a foreign

exchange, without needing to trade on the locahamnges.

The price discovery role of the domestic marketthe context of a high frequency data,
previously addressed only by Grammig and Peter §2@010), has been questioned in the
presence of an unknown degree of microstructuetsf which can be attributed to idiosyncrasy
of a market microstructure: e.g. bid—ask bouncaditig rules, type of traders, minimum tick
size, etc. The fact that the degree of the miauotire effects is a function of the sampling
frequency has been demonstrated by Grammig and &@8, 2010) and is supported by the
findings in Chapter 8. The sampling frequency cediffects the trade-off between the degree of
microstructure effects and the degree of data eshgo Choosing sampling frequency extremes
may lead to an inference bias. Therefore a reas®mhbice of sampling frequency is crucial in
order to avoid misleading inferences. Presentirgy fthdings based on the highest sampling
frequency, which is where the highest degree ofastcucture effects is usually found, may lead
to underestimation of the role of the satellite ke#s. The majority of the price discovery
research literature is based on one arbitrarilysehasampling frequency, which may, in fact, be
sub-optimal, or lead to misleading or inconclusiverences. Furthermore, the optimal sampling

frequency issue is a unique feature of each saraptetherefore remains an unresolved issue.

Another important contribution is that the issudstrading volume, volatility and time are
examined in the context of cross-border conditigomede discovery. The literature on conditional
price discovery is limited to studies by, amongs$iecs, Martens (1998), Ates and Wang (2005)
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and Taylor (2008). Apart from Chapter 9, Marten898) is the only study, which deals with

cross-border conditional price discovery relatiopsin terms of the conditional trading volume

and volatility effect on proportions of price disewy. This study is also important in that rather
than modifying a conventional parametric modegpplies a standard methodology on a factor
conditioned data set. This approach differs fromvemtional parametric methodologies, which
are modified to control for the desired factorsafter 9, therefore, avoids the risk of additional
model misspecification caused by controlling foghly correlated variables such as trading
volume and volatility. An additional benefit of tlkenditioning method used in this study, is that

it makes the isolation and analysis of the tradiolggme and volatility variables possible.

The analysis of this thesis is based on a rangampling frequencies derived from the specialty
high-frequency data (HF). Limit order book recounstion has been the key to the HF data
analysis. The methodology of limit order book restomction, as well as the sampling of time
series, still constitutes an under-researched avkest of the studies in the price discovery
literature except, for example Grammig et al. (90@8e based on one or two LOB reconstructed
data sets; this study is one of the few that eslishree reconstructed LOBs. Most price
discovery studies employ, or present their findihgsed on, a data sample arbitrarily sampled at
just one or two sampling frequencies. Additionatlye issue of which data type i.e. quotes or
transaction prices, are better suited to the etitmaf the price discovery relationship, is not
addressed directly in the literature. In the erds price discovery study is one of the few
emerging market studies in which the continuouglapeing trading time spans a daily period

of six hours on the international scale and sevehhalf on the domestic scale.

1.5 Structureof the Thesis

The thesis consists of ten chapters. Chaptersand35 are supportive. Chapter 2 is a general
literature review, which aims to provide an ovewief the findings of the major studies in each
field of the literature. It is intended to supptiré specific and more in- depth literature revidw o
empirical chapters 7, 8 and 9. Chapter 3 preséetsniarket structure of the MICEX, RTS and
LSE markets, and it aims to present the overviesvthg idiosyncrasies of each market. Chapter

5 describes the data set employed in the thesis.

9
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Chapters 4 and 6 are the chapters dealing witluaie processing and empirical methodology.
Chapter 4 seeks to illustrate the LOB reconstractind sampling procedure in order to obtain
the data samples for this study, while Chapters® lthe empirical methodology employed in
Chapters 7, 8 and 9. Chapter 10 concludes thestbgssummarising all the major findings and

discussing their implications.

Chapters 7, 8 and 9 are the main empirical chapéed have a similar structure. They begin
with an overview followed by a specific literatureview and discussion. The findings are
presented in the section on empirical results. fBllewing paragraphs outline the three main

chapters and summarise their main findings.

1.6 Summary of the Main Findings

Chapter 7 focuses on price discovery in the domédihscow market. It examines the price
discovery process across two Moscow stock exchamjES and MICEX, and provides insight

into information flow and transmission between tioenpeting domestic markets, by examining
the most liquid cross-listed shares of Russian @mgs traded in the order driven mode. The
analysis is based on transaction prices and bdst guotes. The price discovery contribution is
measured by two competing and complementary methadsh are based on a decomposition
of price/quote time series into a permanent compbassociated with efficient price of the asset
and a transitory component which reflects micradtie effects. The efficient price should be
identical in both markets, while the transitory gmment may differ. The goal is to establish
which market information is first impounded inteetefficient price. It is hypothesised that the

price discovery will occur to a larger extent i tmost liquid market.

The main findings and conclusions of the chapter sr summary: a) There is a cointegrating
relationship between MICEX and RTS pricing for @ibss-listed stocks. b) Both the Hasbrouck
(1995) and Gonzalo and Granger (1995) measuresaitedthat MICEX is the central market as

it plays the primary role in price discovery. c) 8Toes not Granger-cause MICEX. d) The

10



Chapter 1: Introduction

pricing on MICEX in general does not adjust to RAi®ing. e) More than 80% of innovations
are impounded into the common factor by MICEX. ReTquality of the results is dependent on
the type of data; the transaction based data ss& ihformational source for measuring the

contribution of price discovery under a 120s sangpinterval.

Chapter 8 investigates the cross-border price desgobetween the Moscow markets and the
London Stock Exchange. There is a lack of researichwhether London trading follows the
Moscow market or vice versa. The added value ofs#mond chapter, besides the previously
unexplored data sets, is the idea of optimisingfteguency of analysis in order to minimise the
microstructure effects while at the same time naanimg as much reflected information as
possible. Here, the study addresses the issueccaysthe effects of microstructure noise when
measuring the relative importance of the Moscow haddon market in the price discovery
process of internationally cross listed stocks.

The analysis can be summarised as follows: a) Tisead least one cointegrating relationship
between MICEX, RTS and LSE pricing for all crosstéid stocks. b) The causality relationship
between MICEX and RTS is unidirectional (MICEX isaBger-causing RTS); the relationship
between LSE and MICEX is bi- directional. ¢) Regtan test results support the view that the
satellite markets LSE and RTS are also contribigeificantly to price discovery. d) The
rejection of the theoretical cointegrating vectbetween London and Moscow are indicative of
the cross-border information asymmetry caused byntlarket frictions. e) The results do not
undermine the notion that the home market MICEX @sakhe major contribution to price
discovery. The proportion of the price discoverntcibutions of MICEX, RTS and LSE are in a
ratio, on average, of approximately 60/20/20 respely.

Chapter 9 analyses in detail the MICEX and LSEti@hship in a conditional price discovery
context, examining the time, trading volume andatibly aspects of the international price
discovery. In contrast to Chapters 7 and 8, Ch&ptalaxes the assumption of price discovery
contribution as an aggregate constant. It is asduim trading volume and intraday volatility
are reflective of the information flow between thmarkets. The price discovery relationship

between the London and Moscow markets is analygembhditioning the data set upon factors

11
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determining information flow. The empirical anakyss based on modification of the data set
from the Chapter 8.

To give a brief summary of the results: a) Relatedy trading size does not seem to affect the
price discovery relationship. b) Volatility on MIGEcould be positively associated with
MICEX’s price discovery proportions c) Trading hsuare associated with different price
discovery proportions between the London and Moscskets. Price discovery on LSE seems
to underperform at opening and closing times. Téwekt price discovery contribution on
MICEX is found at mid day overlapping trading tind. Days of the week seem to affect the
information flow intensity. Thursdays seem to be mhost informative MICEX days.

12
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2.1 Oveview

The emerging equity markets are rapidly expandiogonly domestically but also globally. The
expansion manifests itself by the increased volofne order flow across the equity markets,
domestically and internationally in the form of sseborder listings and Russian stock market
index tracking funds (ETFs). The emerging equityrket of Russia itself, however, and
specifically the growing relationship between thentlon and Moscow stock markets, seems to
be neglected by the market microstructure resdaechture.

Despite numerous papers in the research fieldasfselisting market microstructure, there is not
a single study that has investigated the relatigpnisetween the Russian stock markets, despite a
growing relationship between the London and Mosstock exchanges. The objective and the
motivation of this study is to examine the priceativery process, and contribute to the cross-
listing market microstructure research literatured alimit order book reconstruction
methodology. This thesis aims to provide insight imformation flow and transmission between
the competing domestic and cross-border marketgxaynining the eight most liquid cross-
listed shares of Russian companies in 2006; Gazg®@aZP), RAO UES (EESR), MMC
Norilisk Nickel (GMNK), Lukoil (LKOH), RostelecomRTKM), Sibneft (SIBN), Surgutneftgaz
(SNGS), Tatneft (TATN), traded in order-driven moda MICEX, RTS, and its ADR
equivalents traded in London on the LSE market. fids®arch is based on limit order books
reconstructed from intraday databases. It is hygmsied that the price discovery would occur to

a larger extent in the more order flow intensiveneanarket.

The nature of cross-listed stock makes the markermiics process more complicated by
enabling market participants from more than oneketato compete for order flow. While it

appears that the home market plays a major roferige discovery, some studies support the
notion that new markets, especially those abroadplaying an increasingly important role. The
trading environment itself may be an important edestion for cross-sectional variation across
markets. Generally, a stylised fact can be fornedlats following: the contribution of a market

to price discovery is greater if the fraction oblghl trading volume which takes place in the new
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market is higher. This statement is supported uiss by amongst others, Karolyi (2002),
Harris et al. (2003), Eun and Sabherwal (2003), @agand Karolyi (2004), Baruch et al.
(2005), Grammig et al. (2005), and Phylaktis andc&ak (2005 and 2007).

However, whether this relationship has been charngedd by a more permanent or merely
transitory effect in the markets, the causalityttadt relationship still remains an open question.
There is a vast research literature devoted toighges of the cross-listed securities. Karolyi
(2006) may be the primary reference in a detaitadexv of this growing branch of literature.
The market microstructure research field in crestedl securities could be categorised into
certain main areas: price discovery, multi-markatling and arbitrage opportunities, liquidity-
volatility aspects of multi-market trading. Accondi to Karolyi (2006), the impact on multi-
market trading, liquidity and the joint dynamics exjuity returns in the competing markets are
dependent on two categories of factors: firm leaetl country level specific. Firm specific
factors related to the information environment lo¢ ffirm are size, ownership structure and
analyst coverage. Country level factors include ketarand exchange rate volatility and

investment restrictions, together with gross andna@sactions costs.

2.2 PriceDiscovery

Three major directions in research on studies iokpdiscovery can be identified within market
microstructure literature. The first focuses orotletical research and is predominantly based on
a framework for addressing issues related to thestdent of pricing process to information.
The second examines the relationship between tieengrof cross-listed homogenous equity
securities on a national or international scale, wadl as the relationship between the
informationally linked securities traded on diffetdrading systems e.g. dark pools, ECNs and
various exchanges. The third direction could begaized as multi-asset price discovery i.e.
how information is dispersed and transmitted ambeterogeneous, informationally linked
securities in fragmented market segments. The thigttion is the most extensive, with studies
examining price discovery relationships between tiplel asset classes. For instance some
studies investigate a combination between equitydarivatives markets, while others focus on

combinations of foreign currency exchange, fixezbme and derivatives markets.
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This price discovery literature review considerdntyastudies in the first and second direction.
The focus is on the price discovery issue withie ¢hoss-listed equity asset class on a national
and international scale. The following literatumview presents a summarised overview of
seminal studies in each category, and the dethitzdture review is illustrated in the empirical
Chapters 7, 8 and 9. This price discovery revieati@e is structured in three categories:
theoretical and empirical studies on national andrnational cross-listed equity price discovery.
Overall, this thesis aims to enrich the secondctive of price discovery literature, a relationship

between cross-listed equity with the previouslytuded Russian equity market.

Theoretical Background

The explanation for a relationship between pricd goantity is not offered by the efficient

market hypothesis (EMH). The EMH contradicts thé&or of the trading size effect on trades
because it does not explicitly reflect the pricescdvery or formation process, which is
theoretically and empirically documented, for imst@a in Easley and O’Hara (1987) and in
Hasbrouck (1991), respectively. The following imf@tion models stipulate that the informed
investors inevitably reveal their more-precise eaperception to the market when their trade
intentions are communicated.

The trading process itself plays a vital part irc@rdiscovery. Uninformed traders and market
makers are able to infer the perception of asskeieviiom more informed investors, indirectly
from observed trading parameters. Grossman antit&{O80) suggest that competitive trading
might cause prices to be revealed; in such a watyahe price formation would be sufficient to
reveal a true value of a security, if the only utaiaty concerns the private information value of

an informed investor.

The information costs to market makers of tradiggiast informed investors are considered in
the model of Copeland and Galai (1983). The assompff the model is that any private signal
is fully revealed after each trade. However, whils tassumption, a market maker is precluded

from dynamically adjusting his quotes over a seakfades. Trading parameters may become
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visible from transitory liquidity effects and in wwast to private signals, indirect evidence of
value is constituted. This may lead to currentlgefed trading parameters of a value of an
asset being less revealing than the history ofrigapgarameters.

Sequential trade models are the theoretical exieasof information models based on their
predecessors mentioned above. The models of K@@5)lconsider the strategic behavior of an
informed trader under different trading mechanisinghe framework of Glosten and Milgrom
(1985) the Bayesian learning models, which consideitiple rounds of trading and quote
adjustments are applied. The signals are drawn frenprice of each trade rather than from a
sequence of prices over a series of trades, wimebertheless, model price adjustment. The
framework allows market makers to set bids andcagkes, which results in transaction prices
which ought to reflect the information of the tradensacted by the traders.

Multi- market Price Discovery

A fundamental question that remains unansweredhgh of the competing markets contributes
on average most to the price? There are numerodgestthat have attempted to address this
issue however these papers seem not to reach ensussbecause of different methodologies
and the quality of data utilised. The field of nnattarket equity price discovery literature could
be ordered into categories which address the oelstiip between locally listed equity securities

and the relationship between international crassngs.

There are two pioneer studies by Harris et al. $19%nd Hasbrouck (1995) in the field of
national multiple cross-listed equity market pridescovery, which examine the relative
contribution to price discovery between NYSE andioral exchanges of domestic stocks
trading on these exchanges. The market with thieelstginformational contribution is called the
central or the information dominant market, thaiciimakes substantially less of a contribution
is called the periphery or satellite market, arg $tudies of Harris et al. (1995) and Hasbrouck
(1995) reveal significant price discovery in both.order to measure the extent of differences in
prices between exchanges reacting to the crossetiafiormation flows, the Harris et al. (1995,

2002) study employs the common factor error-coiwac(ECM) estimation methods of Engle
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and Granger (1987) and the Gonzalo and Grangebjfe@mework. Hasbrouck (1995), on the
other hand, employs a common-trends vector aut@ssmpn (VAR) representation utilising in
essence Johansen’s (1988) procedure. He defiraaftirmation share as the fraction of long-

term total variation of returns explained by eadrket from a variance-decomposition analysis.

A sub-strand of national market price discoveryeréiture is concerned with market
fragmentation between the electronic crossing net{&CN) an order-driven and dealer market
segments. For instance, Huang (2002) and Barclagl.e(2003) find that ECNs have the
dominant price discovery share in the NASDAQ mark@t the UK equity market, LSE SETS
traded securities are studied by Friederich anch®42001), Lai (2003) and Cai and Dufour
(2003). These studies find that the price discoymncess occurs mainly on the order driven
SETS LOB. In sum, the electronic order driven markegment leads the price discovery
process.

Cross-border Price Discovery

The research in the area of international multikegprice discovery suggests that the prices of
stocks traded on the home market lead relativehéir tforeign listed “derivative” securities
market, if the home market has higher trading vautiman the foreign market. The studies
mainly concentrate on a variety of different maskdéiarlier studies employ low frequency daily
data, testing only for informational linkages betwehe underlying securities and their markets.
For instance, Kato et al. (1991) examine UK, Japamad Australian stocks traded in New York
and found evidence that the price in the home eguntrket leads the price in the New York
market. Lau and Diltz (1994) study Japanese sttrekled in New York, and find bi-directional
causality but a stronger impact of NYSE returnsTokyo returns than the reverse. Wang et al.
(2002) examine a group of Hong Kong stocks whiah aso traded in London. Their findings
indicate a bi-directional causality for local marketurns between the two markets, but with
Hong Kong the dominant market. Although the eariece discovery studies are pioneering and
informative, they differ in their data sets and lgyeof data utilised. Moreover, they also use
exchange rates to convert equity prices into comuarots across countries, but do not explicitly

model the exchange rate process.
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The majority of the studies, which utilise highduency data reveal significant price discovery
in the home market. For instance, Ding et al. (139&mine the links between Singapore and
Malaysia trading for one Malaysian firm and Eun &uabherwal (2003) the links between US
and Canadian trading for a sample of Canadian coiepaThe estimated relative contributions
of the two markets from cross-sectional regressghasv that the most important variable is the
proportion of total trading volume: the higher fingction of total trading taking place in the US

market the higher the contribution of the US matketrice discovery.

Grammig et al. (2005) investigate the issue ofrmdgonal price discovery for cross-listed equity
by applying the Hasbrouck (1995) methodology tor@er companies as well as to stocks from
Canada, France and the UK cross-listed on the N¥&ked on intraday data. They find that
price discovery occurs largely in the home market, their results differ across three firms
between the German (XETRA) and US (NYSE) marketsrddver, even though the exchange
rates are modelled, their impact on price discowsagms to be insignificant. The results are
similar to those of Phylaktis and Korczak (2005 2007) who examine the contribution of US
trading to the price discovery process of Britistd &rench companies cross-listed on NYSE.
Like Eun and Sabherwal (2003), both studies shaw tte liquidity of US trading discovery is
positively related to the extent of the US pricegaploiting a large cross-section of stocks. They
find strong evidence that the concentration of lsfoftom a given country in an individual
specialist has increased the share of US tradingrice discovery through the reduction in
information asymmetries. These studies confirm thatintraday exchange rate effect on price
discovery is not statistically significant. Overdlhe price discovery largely occurs in the home
market despite the globalisation trends of equigykats.

Grammig and Peter (2008) study the price discovelationship between Canada and US for
Canadian cross-listed securities. They employ a dat similar to Eun and Sabherwal (2003),
but their work indicates that the role of the fgremarket may have been underestimated. This
has been attributed to a potential bias of estichatformation shares by microstructure effects,
in papers which apply the Hasbrouck (1995) framé&wby relying on high frequency data. The

avoidance of large bounds of information shardswaér sampling frequency comes at the cost
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of potential bias of the estimated information sisaat higher sampling frequency. This is the
first price discovery study that addresses andmgte to resolve the issue of the optimal

sampling frequency.

Harris et al. (2003) investigate the high-frequespyead and transaction price dynamics for
Daimler-Chrysler after the creation of the globalinary (GRS) shares. Their study and that of
Karolyi (2002), illustrate how US interest in DCXadling decreased in the first six months
following the merger of Chrysler and Daimler-BeHtarris et al. (2003) provide a link between
liquidity, information, and home bias in internatad investment. They conclude that domestic

investors may be better informed about and beltierta monitor local firms than foreign firms.

2.3 Liquidity and Volatility

The liquidity issue in the context of price discovevas first analysed by Pulatkonak and
Sofianos (1999). Their analysis includes globalitrg data on NYSE cross-listed foreign stocks,
and they find that, on average, one third of trgdakes place on the NYSE. Forster and George
(1995), Chan et al. (1996) and Werner and Kleidb®96) examine the patterns in bid-ask
spreads, price volatility and trading volumes inRdafter cross-listing on US markets. Werner
and Kleidon (1996) discover unusually high volgtiland trading volume at the opening for
Japanese ADRs in the period after Tokyo closing fandUK ADRs when London had closed.
Gagnon and Karolyi (2004) demonstrate that theidigion of the trading volume is important,
by evaluating a wider range of firm and countrydleattributes. In particular, higher excess co-
movements of the ADR shares with the US marketxnaéurns have been attributed to stocks

for which the US trading volume is proportionaligimer.

Baruch et al. (2005) provide a theoretical model ampirical support for the claim that trading
volume of cross-listed firms is concentrated in tharket with the highest correlation of cross-
listed asset returns and other asset returns imthgket. It is to be expected that the liquidity o

each market should be a major factor in determittiegocation of price discovery as well as the

trading volume.
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Liquidity in markets, especially in emerging maskeas a significant factor in return distributions
analysis. Market liquidity may play an importanterin the empirical results. For example, Park
and Tavakkolb (1994) indicate that ADRs are traoshed much more liquid market than their
corresponding shares, but the opposite may alstvuee Many local emerging markets trade
under capital flow restrictions, which by themseslveay create low trading liquidity and may
provoke home bias, and some bias of the analysidpi@ign capital flows in and out of the
market. However, if there is less capital restoigtithe local market may become more efficient
and a higher level of liquidity is expected, cetepiaribus. Furthermore, Park and Tavakkol
(1994) exhibit some evidence that returns of Jaga®dRs are not significantly different from
the returns on the underlying stocks traded indaphey found that the return of the underlying
stock volatility is smaller than the volatility &DRs. They have concluded, however, that this
larger volatility of ADRs is the result of the caiance between the stock, the currency returns
and the volatility currency returns. After all, théference in hours of trading causes a lead-lag
relationship in flow and dissemination of infornuatibetween the ADR and the local markets.
The arbitrage activity may be hindered, becauseesantertainty induced by non-synchronous
trading hours of the ADRs and their underlying sigus shown by the study of Kim et al.
(2000).

The liquidity impact of the listing decision itsélés been considered by several studies. Noronha
et al. (1996) provide evidence of no measurablierihce in daily weighted average spreads for
US firms after listing in Tokyo or London. On thtéher hand Foerster and Karolyi (1998) show
an increase in intraday volume and decline in ddyaeffective spreads for Canadian firms
which have been listed in the US. Domowitz et B098) offer an interpretation which is related
to the degree of transparency between the order dampeting markets, by examining weekly
returns, volatility and their volumes of crosséidtMexican stocks on the US market. It is
established that lower market impact costs anddnigblume have resulted only for those firms

with no foreign ownership restrictions.

The aspect of the trading volume-volatility relasbip is addressed by Lamoureux and
Lastrapes (1990), who apply stochastic time sariedels of conditional heteroscedasticity to

explore the contemporaneous relationship betwedstivty and volume data. They find the
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persistence in stock return variance mostly vasishben trading volume is included in the
conditional variance Equation. If trading volumecnsidered to be an appropriate measure for
the flow of information into the market, this fimdj is consistent with the mixture of
distributions hypothesis (MDH). The observationlamoureux and Lastrapes (1990) indicates
that trading volume and return volatility are dnviey identical factors, leaving the question of

the source of the joint process largely unresolved.

The relationship between the underlying stock ntavkéatility and the trading activities of the

Korea Stock Price Index (SPI) 200 derivatives cmtty is studied by Kim et al. (2004). They
find a positive contemporaneous relationship betwsteck market volatility and the volume for
both futures and options contracts. This confirimat the derivatives volume, which largely
proxies speculative trading activities, tends toréase the underlying stock market volatility,
while the open interest, which mainly reflects hadgactivities, tends to stabilise the cash
market. They also find that the lagged futures n@wcauses the current stock market volatility,

and that the lagged cash volatility also causesuhent trading volume.

Chatrath et al. (1995) examine a relationship betweash market volatility and option market
activity on the S&P 100 index. Their evidence swgggethat while increased cash market
volatility is followed by an increase in the leva option market activity, an increase in option
market activity is followed by a decline in cashrket volatility. They use a bivariate VAR with

options trading volume and spot price volatilitydaexecuted conventional causality tests,
providing evidence that there is strongly significdeedback between the two variables. An
increase in cash market volatility seems to causénerease in the level of options trading,

whereas an increase in options trading is followed decrease in spot market volatility.

The relationship between derivatives trading attignd spot market volatility is investigated by
Kyriacou and Sarno (1999). Their study is basedaity data for the UK market. The dynamic
relationship between spot market volatility, fusiteading and options trading, is investigated.
Their results provide strong evidence that sigaiitcsimultaneity and feedback characterise the
relationship between the spot market volatility atativatives trading. In the structural model

proposed, futures trading and options trading anad to have an opposite effect on spot market
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volatility. The results suggest that the failureatmcount for any contemporaneous interaction
between the variables under consideration, as agellhe omission of any of the derivatives
trading activities examined in their study, may gmate serious misspecification and ultimately

produce misleading estimation results and statdilsiinéerences.

2.4 Arbitrage Opportunities and Multi-Market Trading

The relationship between prices of informationdlhked or cross-listed securities traded in
multiple markets are of interest to researchersafdiollowing reason. A central notion in
fundamental financial theory of market efficientgw of one price and arbitrage theory states
that: In perfectly efficient markets, the arbitraffee assumption would imply that all new
information transmitted into the market should beniediately reflected in all of the markets
simultaneously as prices would adjust instantardgoasd fully to all relevant information.
When transaction costs are taken into accountetileould be no systematic lagged responses
large enough or long enough, to be economicallyioibgal. However there is evidence in the
empirical market- microstructure literature thatrkeds are imperfect. For instance, DeJong and
Donders (1998) illustrate the issue in the studg oflationship between cash index, futures and
call options. They find that futures lead cash mdad options markets and that there is lag of
approximately ten minutes between futures retunaskath options and cash index returns. The

relationship between options and the cash markedtiexclusively unidirectional.

Gagnon and Karolyi (2004), Ji (2004) are the stithat research a broad cross-sectional sample
of foreign cross-listed stocks on US exchanges.n@agand Karolyi (2004) compare the
synchronous, intraday prices of ADRs cross-listedusties in US markets relative to their
home-market on a currency-adjusted basis. They ieeathe magnitude of the deviations from
parity, their persistence and their systematic cxements with market indexes and currencies.
Gagnon and Karolyi (2005) uncover the band of deana that fluctuated significantly from a
premium to a discount for some ADRs. Gagnon andok@an2004) demonstrate that the
distribution of the trading volume matters by ewding a wider range of firm- and country-level

attributes. In particular, higher excess co-movemerh the ADR shares with the US market
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index returns have been attributed to stocks foickvkthe US trading volume is proportionally
higher. Ji (2004) finds that larger systematic de8ons from parity could be attributed to a
higher US institutional lag explained by these ssceo-movements in terms of the ownership
structure of the stocks. Both studies find subs&thaystematic excess co-movements patterns in

the deviations.

There are studies that find arbitrage opportunitetsveen ADRs and underlying equity. Wahab
et al. (1992) and Rabinovitch et al. (2003) analysgkets in Chile and Argentina. It has been
shown that the estimated arbitrage trading coshverage daily returns spreads in Argentina
have been on average significantly lower than ileCRurthermore, dramatic mean reversion to
relatively large spreads in Argentina has been destnated. A follow up confirmation on these
findings has been offered by two studies of theatfbn the ADR market of the elimination of
the US dollar peg of the Argentinian currency bosrd2001. Melvin (2004), Auguste et al.
(2002) indicate that the capital controls that waenposed by the government and with the
expectation of a peso devaluation lead to sigmfieabitrage spreads which arose in the form of
an ADR premium.

The Stulz (1999) critique is a catch up to the aede interest in multi-market trading and
liquidity, unlike the bonding hypothesis, inform@ti asymmetry and agency conflicts problems.
Technological developments such as the more rigoresearch methodologies researchers have
at their disposal, and higher frequency data abigleor more markets around the world, provide
increasing insight into liquidity such as spreagdume and volatility changes for newly cross-
listed firms, that may be related closely to chanigethe information environment, the corporate
governance systems and ownership structure ofra frespite the progress made, a question
remains about the causality relationship betweerketantermediaries such as brokers and

traders, and the liquidity that arises in the melk@mpeting for their shares.

24



Chapter 2: General Literature Review

2.5 Conclusion

To summarise, in the context of price discoveryrkag microstructure literature considers
numerous securities, market combinations and metbges. The Asian and Latin-American
emerging markets have been studied, but the Russaket and specifically the growing
relationship between the London and Moscow equigykets has not been investigated in the
literature reviewed above. On the Russian equitgketaas well as on other emerging markets,
there is no consensus about the price discoveeyabthe domestic market in the presence of
microstructure effects. Furthermore, in additiorthe research gap on the cross-listed Russian
equity market, the price discovery segment requspecialty high-frequency data. In addition,
there is no agreement in the literature which dgpe i.e. quotes or transaction prices, are
optimal for price discovery. Also, the optimal sdmg frequency issue is a unique feature of
each sample, and therefore remains an unansweestiau A more detailed review of literature

is presented in Chapters 7, 8 and 9.

Overall, the following key questions have been adsied in this thesis:

* Is there an unobservable equilibrium price as alres$ the order flow competition from
multiple (fragmented) market trading?

* Which of the markets leads/lags by discoveringetpeilibrium efficient price?

* What is the relative contribution of the individumarket to the common efficient price?

* Does the home market price discovery dominatedredgn market?

* How sensitive are the results to the type of daethodology and sampling frequencies?

* How stable is the price discovery as conditionednugaytime, weekday and information

conditions such as trading volume and volatility?

The studies such as Harris et al. (1995, 2002)Hasbrouck (1995, 2002) address the question
of price discovery between central and satelliéglitrg venues in the national markets. There is
research into the established market, but the Mestock market is distinct, not only micro-

structurally but due to the fact that it is a st emerging market. The capitalisation of the

Russian equity market has grown over the yearkatattis in the world top ten stock markets in
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terms of trading volume. Despite this, there ia&klof research on the relationship between the
RTS and MICEX. Is the price discovery relationslip the national Russian equity market
comparable to the central-satellite relationshiglennational US market? The issue of national

price discovery is addressed in the Chapter 7.

The internationally cross-listed price discovengrature seems to have reached a consensus,
firstly that the home market is usually dominanpiice discovery, and secondly that the degree
of dominance is dependent on the degree of rel&tjuaity between the home and the foreign
market. The question which however remains is: mithee presence of microstructure effects in
the high frequency sampled data, does the homeamnddminate its foreign counterpart in the
price discovery? Surprisingly, there is only thea@mig and Peter (2008, 2010) study which
addresses the issue of microstructure effectsiveléd international price discovery. All other
studies seem to utilise one single sampling frequelRurthermore, there is a gap in the research
literature on price discovery between the Moscoandon stock exchanges despite a substantial
number of cross-listings. The question of crossiboprice discovery between home and foreign

markets is addressed in the Chapter 8.

The price discovery literature seems to focus arage price discovery contributions. There is a
lack of literature on specific regimes or condisan which the price discovery process takes
place. In addition, the price discovery literattihat focuses on equity market with respect to
trading volume and volatility conditions is limite@ihe use of intraday data is found usually only
in recent studies, such as that of Taylor (2008gr€ is limited evidence of the indirect approach
of measuring the effect of volatility and tradinglwme on price discovery proportions, and the

temporal aspect of price discovery is still an urrésearched sub area.

This thesis aims to close the identified researgbsgof price discovery literature by bringing
new insight into information flow and transmissionthe cross-listed Russian equity markets.
Chapter 7 aims to contribute to the cross-listeditg@rice discovery literature on the national
scale, while Chapter 8 aims to contribute to tkerditure on the international scale. Chapter 9

aims to contribute to the limited field of condital price discovery literature. Market structure
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is presented in the next chapter. The price diggoframework is reviewed in the following

chapter on data processing, and in the chapteldsgeaith limit order book reconstruction.
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Figure 1 Total trading volume shares of the competing mar kets

(Source:http://www.nes.ru/~agoriaev/FM14%20primaB@and%20secondary%20markets.pdf )

Stock markets, which facilitate trading of Russemuity securities, can be categorised into three
main segments: home markets such as the Russiafingr&ystem (RTS), the Moscow
Interbank Currency Exchange (MICEX) and marketsoathr which deal with American
Depository Receipts (ADRSs) such as the London SEathange (LSE) and the Frankfurt Stock
Exchange. Figure 1 and Table 2 exhibit the tradeggacity of the stocks markets competing for
order flow. Most stocks are still traded in RTS e trading volume has migrated from RTS to
MICEX and foreign exchanges such as LSE and FSEBMIis a more liquid market than RTS.
The trading volume of these two markets in Decen2®®6 was expressed in a ratio of 20 to 1.
Although trading on MICEX is concentrated on bliigps, which make up more than 80% of all
equity trading (Gazprom, Lukoil, Norilsk Nickel afRtAO UES), the RTS index still remains the
benchmark for the Russian equity market. The otmam visible, albeit equally important

common competitor, is over-the-counter (OTC) whhels comparable trading volumes.
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Jan-May
2003 2004 2005 2006
MICEX SE 99.1 151.2 225.6 164.4

% of total market 88.20% 85.30% 85.60% 83.20%

RTS 133 26.1 38 331
% of total market 11.80% 14.70% 14.40% 16.80%

The table presents the historic amount of tradiolgme in USD and the total market share of the Masequity market of
MICEX and RTS exchanges

Table 1 Turnover of the Russian exchanges 2003- 2006, bin USD

(Source: MICEX)

Historically, RTS originated in 1993 almost fronratch, whereas the MICEX exchange was
created from a former Soviet institution in 1999.Rhas been established from a private and
foreign banking conglomerate. The MICEX exchangayéver, evolved with the help of state
funding. Table 2 shows the position of the MICEXrk& in the world league. On the basis of

the ratio of trading volume per issuer, MICEX swsges all emerging market exchanges.

usD Number of Average Volume/

Billions Issuers Issuer
NYSE 6991.9 2176 3.21
NASDAQ 4081.3 3150 1.3
London SE 2432.3 3169 0.77
Tokyo SE 2168.5 2372 0.91
Euronext 1214.6 1225 0.99
Deutsche Boerse 877.0 757 1.16
Hong Kong Ex 266.7 1143 0.23
Shanghai SE 1432 831 0.17
MICEX SE 120.4 184 0.65
Singapore Ex 60.8 680 0.09
Wiener Boerse 24.0 110 0.22
Warsaw SE 17.1 240 0.07

The table illustrates the overall amount of tradimegume in USD, number of listed securities ancamarage traded volume per
listed securities for the major stock exchangeatira to MICEX for January-April 2006

Table 2 Equitiestrading volume

(Source: MICEX)
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3.1 Moscow I nterbank Currency Exchange (M1 CEX)

The Moscow Interbank Currency Exchange (MICEX) idudly electronic high-technology

exchange. MICEX is the largest currency exchandeussia. Since the reorganisation of Russia,
the Central Bank of the Russian Federation hasi@eéfan official RUB rate based on the results
of currency trading in MICEX. The United tradingss®n for the realisation of export revenues
is implemented in the MICEX System of Electroni@ading as well as the usual trading session
in 11 foreign currencies, including the USD and EXMR he securities are traded in order driven

mode. Trading hours are from 10:00-18:30 Moscovetim

3.2 Russian Trading System (RTS)

The Russian Trading System (RTS) was the firstledgd stock market established in Russia as
a fully electronic exchange, based originally on $IMQs technology. The RTS exchange

currently trades the full range of financial instrents from cash equities to commodity futures.
The RTS Group operates the central counterpargy séttlement securities depository and the
settlement house for RUB and foreign currenciesS &Tthe only trading platform in Russia that

allows for settlement in both Roubles and foreignrency (USD). The RTS Classic market is

equally accessible to both Russian and foreignsitors. There is no requirement to deposit
securities and cash before a trade. The classikemaonsists of the eight most liquid stocks

which have been traded since 2005 in order drivedarand are available for direct market

access. Trading hours are from 10:30-18:00 Mosamert

! The stated facts about the exchange trading, ngeimes and trading rules were valid for the samriod of
01.01.2006- 28.04.2006
% ibid
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RTS MICEX

Created in 1995 as a stock Started in 1992 as FX market
market Stock market — since 1997

e Hybrid Dealership system |e Order- driven system

e Quotes in US dollars e Quotes in Roubles

e 230 listed stocks ¢ 130 listed stocks

—40 actively traded stocks |—80 actively traded stocks
¢ 250 brokers/dealers ® 530 brokers/dealers

The table presents a comparison of the main feateveen MICEX and RTS markets

Table 3 Comparison between thetwo Russian exchanges

Table 3 summarises the main trading rules diffezsrietween the MICEX and RTS exchanges
valid for the sample period in 2006. The stock exaes in Moscow are electronically fully
automated and are quite similar to the developedkets equivalents. Nevertheless, some
differences with the major order- driven exchange®xist and can be summarised as follows.

1. MICEX is a purely order-driven market whereas R$8ybrid, which is quote and order
driven.

2. There are no hidden orders. The quote and quanitian order are fully displayed and
are obligatory in auction order-driven mode on bRHCEX and RTS, but the counter
parties are anonymous. The RTS system in the glroten mode accepts only limit
orders with stated price. It also supports GOC @bl Cancelled) orders, FOK (Fill Or
Kill) and Iceberg orders.

3. On RTS all quotes are accepted through the RTSs#attitkn. There is a minimal trading
lot of 5000 USD. Over-the-counter transactions atest over the telephone may also be
reported. On MICEX, it is possible to register sffstem deals indicating counterparty.
There is also no minimum size requirement. The mim price move is one tick, 0.01
USD on RTS and 0.01 RUB on MICEX.

4. Trading is continuous from the opening, but thereo overnight trading or call auction

at the opening or closing. On MICEX there is a @@ening session.
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Order revision is unlimited unless an order isyfuflatched. The price of an order can be
bettered and worsened, i.e. raised if it is a buderoand lowered if a sell order, a rule
which facilitates trade execution. Order splitliswed.

An order hit occurs when two orders posted by thanter parties match. In this case, the
trade would take place soon, according to settlémegulation, if no better order arrives
and transaction is executed. If another orderestme price level and direction arrives,
both orders are executed, if possible, by the “iglkhe book” process; otherwise the
waiting limit order is shared according to specifites between these competitive market
orders.

On RTS, the names of brokerage houses in buy alhdsides of a transaction are
displayed in the screens in quote-driven mode, lvfacilitates a high level of post-trade
transparency. Both exchanges have central cleaoogterparty. The settlement can be
delayed by four trading days on RTS, but not on EXC

There are no market orders de juro. Only markethivli orders, i.e. buy orders at the
ask price or higher and sell orders at the bidepoiclower, can be given to accomplish an
immediate transaction.

No short-selling is permitted on both markets, wmplete contrast to established

exchanges such as LSE or NYSE

In sum, the available order types on MICEX and Rf&

limit buy or sell orders;

market buy or sell orders existing only de facto;

special bloc orders with limited value: special emdwith or without limited price, but
with a specified limited value;

special negotiation orders with a limited price RMS: similar to a market buy or sell

order that satisfies all the waiting orders up @wd to the specified price level.

3.3 London Stock Exchange (LSE)

The London Stock Exchange (LSE) is a dealer mavikétan electronic order book, SETS, used

to trade blue-chip stocks. Large trades are eréconh exchange, but can also be negotiated by
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telephone or executed through the order book. Tisea@ obligation to quote bid-ask prices for
normal quantities during official trading hours ftbre market makers allocated to particular
stocks. Except for ADRs and other forms of DRslo international order book (I0OB), trading
occurs in British pounds and the minimum price émeent depends upon the price of a security.
The ADR trading is facilitated on the 10B. The ADBfsthe underlying foreign stock are issued
by a depositary bank where the shares are accurdudad taken into custody. The fungibility of
securities differs across ADRs, as some are isatiedfixed multiple relative to the underlying
shares, unlike others which have a multiple of i (jgmesented in Chapter 5, Table 8). They are
priced in US dollars, therefore trade and setti as any other stock in the UK and US. The
dollar price of the ADR will differ from the homearket price by at least a factor incorporating
the exchange rate. Trading hours are from 8:00aL&rfl continuous trading session on the |IOB
for Russian ADRs was from 9:00- 15:30 London time

The trading mechanism on LSE IOB is similar to MKCBNnd to RTS electronic order book
trading. In a continuous trading session it is atkeo driven double-sided continuous auction
with an automated matching trading mechanism. Hewem contrast to MICEX and RTS, there
are de juro market orders on LSE. The trading &atterised by the possibility of short selling
and a minimum order size of 50. One tick, 0.01 UiSQhe minimum price move for most

Russian cross-listed securities.

In sum, available order types on LSE are:
» limit buy or sell orders;
* market buy or sell orders existing de juro;
* iceberg orders;
* FOK (Fill Or Kill) orders;
* hidden limit (no display of price or size for ordagreater than USD 14Kk);

» stop loss and stop limit orders

® The stated facts about the exchange trading, ngdites and trading rules were valid for the sang@riod of
01.01.2006- 28.04.2006
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The limit order book reconstruction process requikmowledge of the trading rules and
mechanism. The trading rules are similar acrossethmarkets, but the differences mentioned
above should be considered when working with theéeis databases and order books on
MICEX, RTS and LSE.

3.4 Continuous Trading Time Overlap

As illustrated by Figure 2, the trading on both w8 exchanges overlaps for almost the entire
trading day. MICEX starts to trade from 10:00 atases at 18:30 Moscow time. RTS start to
trade at 10:30 and closes at 18:00 Moscow timehodlgh MICEX covers RTS, trading time

indicates that the intersection of the continugasgihg hours of both exchanges is from 10:30-

18:00 Moscow time, that is a continuous seven analfehours per day.

Overlapping Trading Period

MICEX

10:00 RTS 18:30

Y.

10:30 18:00

Figure 1 Overlapping trading time on the domestic market

Besides the competition of these two markets, ¢reilld not ignore the fact that international
markets, where the stock ADRs are also listed, @opete with each other, as well as other
available ADRs, are also internationally traded.CEK and RTS trading times do overlap
completely with the other exchange such as thekfuanStock Exchange (FSE) and the London
Stock Exchange (LSE), which directly compete with home markets, but they also contribute
to some extent to the price discovery process. @mternational scale there is FSE, the first
foreign market. It has a one hour advantage ovér inSime lag terms, starts to compete earlier

with MICEX and RTS, and shares one overlapping hath LSE before the trading day closes
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there. This competition between markets and altemnastruments demonstrates that in fact the
existence of a multi-dimensional contribution t@ tprice discovery, is not just a uni- or bi-

directional, but possibly a multi-directional retatship. However this is an issue for further
research.

The cross-border analysis provides the opportuttithave six overlapping trading hours for
trivariate or even six and half hours for bivaria®delling. Although MICEX covers LSE
trading time, the intersection of the continuowsliing hours of both exchanges is from 12:00-
18:30 for bivariate or from 12:00- 18:00 Moscow éirfor trivariate analysis (please refer to
Figure 3). There is a three hours time differeruetsveen the two time zones. MICEX starts to
trade from 10:00 and closes at 18:30 Moscow tin8E kstart to trade at 9:00 and closes at 15:30
London, Central European Time (CET). RTS overlapametely with MICEX and LSE.

Overlapping Trading Period

MICEX Moscow Time
10:00 < 18:30
RTS Moscow Time
10:30 12:00'« 18:00
LSE CET
9:00 15:30

Figure 2 Overlapping trading time of the cross-border markets

The focus of this empirical study is on the contiasly traded overlapping period of the
MICEX, RTS and LSE markets. Trading of Russian lstcaccurs in US Dollars on LSE and on
RTS yet not on MICEX, where trading is only peremittin the Russian Rouble. Changes in
exchange rates require a change on RTS and LSIMBREX stock prices, in order to preserve
the law of one price and avoid arbitrage opportesitHowever, the Russian economy operated
under capital flow restrictions and therefore thmuBle exchange rate is fixed overnight, based

on central bank policy and the closing results dGEX.
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In order to avoid the problem of infrequent quotitigs thesis proposes to investigate pricing
dynamics based on the reconstruction of the limmdeo books, with a range of sampling
frequencies, from the highest resolution of 1 sdagmto 1920 seconds. The focus is directed on
the eight most heavily traded stocks with the heglteading volume on the home market and
abroad, which are a good representation of theerthosarkets. All these stocks are traded in the
auction mode which has been, with liquidity, thbestcriterion of choice. Despite RTS being
essentially a quote-driven market, the RTS clagsicently renamed to RTS Standard) market
operates in order- driven mode, so these differ®noald be mitigated. Furthermore, if far fewer
liquid stocks were considered, then there would Ipgoblem of in-signal asymmetries between
the markets which would bias the results, due $8 B/nchronous quoting in the home markets
and in London. The reconstructed limit order boakd the interpolated trade data sets started

each day with observations on the actual tradimggi no overnight quotes or prices were used.

The focus of this thesis is the analysis of thed&t derived from the limit order books (LOBS)
of the eight most liquid, cross-listed Russian séies: RAO UES (EESR), Gazprom (GAZP),
Norilsk Nickel (GMNK), Lukoil (LKOH), Rostelecom (RKM), Sibneft (SIBN), Surgutneftgaz
(SNGS) and Tatneft (TATN). All these securities /énraded electronically and order driven in
similar fashion across the three stock exchandes.tfading mechanism is a continuous trading
session, an order driven double sided continuoeficauwith automated matching for all the

above listed securities.

Table 4 presents the summary of USD trading volufoethe eight securities. The total trading
volumes ratio of LSE and RTS together with MICEXajsproximately 1/10 because of EESR
which has the largest trading volume. If the EE&Hihg volume is excluded from MICEX, the
proportions of RTS and LSE to MICEX are Y. LSE ingds similar to RTS, but it is the lowest
trading volume market. EESR is by far the mostedasecurity across all three stock exchanges.
The trading volume proportion of EESR is above 0%all three markets. The trading volume
of MICEX dominates most securities with the excaptof GMNK, LKOH, whose total LSE

trading volumes are in similar proportions to MICEX
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MICEX % Total RTS % Total LSE % Total
EESR 49,715,018,100 89.07% 1,580,064,214 73.28% 937,682,928 55.56%
GAZP 1,449,095,979 2.60% 401,976,300 18.64% 218,069,550 12.92%
GMNK 49,013,041 0.09% 3,130,258 0.15% 54,153,883 3.21%
LKOH 237,876,240 0.43% 12,626,761 0.59% 303,070,864 17.96%
RTKM 1,498,663,163 2.68% 33,601,418 1.56% 51,379,729 3.04%
SIBN 113,147,513 0.20% 6,388,948 0.30% 31,208,163 1.85%
SNGS 2,611,038,800 4.68% 113,788,777 5.28% 86,392,820 5.12%
TATN 149,051,429 0.27% 4,567,891 0.21% 5,663,499 0.34%
Total 55,817,536,248 2,156,054,567 1,687,621,436

The table reports the amount of trading volume 8DUor the eight securities in the first four mantf 2006

Table4 Summary of USD Trading Volume

The MICEX market total trading result for the fifstur months of 2006 is “thicker” than RTS
and LSE trading, despite the fact that overallitrgdzolume on LSE is slightly larger than on
MICEX for GMNK and LKOH. The MICEX set has on avgetwenty thousand transactions
per trading day. With much lower liquidity, LSE, aontrast, has on average only five hundred
transactions per trading day, where RTS has evarerfeThese are the major liquidity

differences.

3.5 Outlook

Given the Russian cross-listed equity market strectonstellation, the superior market liquidity
of MICEX may determine the superior price discoveontribution of MICEX. This may be
taken into account in the initial analysis of Clept, and 5, and when interpreting the findings
after the empirical analysis is performed in Chepig 8, 9 and 10. It is expected that the price
discovery contribution of MICEX is superior to RE®d LSE. In order to examine the price
discovery relationship empirically between the srbsted equity on MICEX, RTS and LSE
markets, the data from these exchanges must beegzed to a necessary format. The data

processing is described in following Chapter 4 #reddata set is presented in Chapter 5.
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Generally there two types of data available: traaled quotes. Both types of data have been
extracted from the MICEX, RTS and LSE order bodkach type of data requires a different
processing approach. One approach in the pricevksg literature utilising high frequency data,
is the trades (transaction prices) based samplang. {Harris et al. (2002a), Phylaktis and
Korczak (2005, 2007)}. The other is an order qudiased approach {e.g. Hasbrouck (1995),
Eun and Sabherwal (2003), Grammig et al. (2005)3thBapproaches have their merits and
shortcomings. Neither method is mutually exclusivat a transaction based approach is easier
and quicker to implement, while data processingléeto be more accurate, because there is
usually less room for mistake. The drawback assediaith trades is, however, that there is less
informational completeness relative to quotes. @ndther hand, the quotes based or complete
order book reconstruction approach usually resaltsiore information, and requires a careful
and more sophisticated reconstruction process deroto extract the relevant information.
Therefore, it tends to be slower and more compteiriplement. By reconstructing the limit

order books, both types of data and approachestiéised in this study.
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This chapter describes the process of limit ordmkb(LOB) reconstruction. It also discusses
the derivation of the best prevailing quote, and thata sampling procedure. The empirical
foundation of this study is based on the reconstrmof three limit order books. It is possible to
skip the LOB reconstruction, and base the empiacallysis on the interpolated transaction tick
data. However, since the information content of tl@saction data is restricted relative to the
guotes data, the resulting empirical findings may provide firm enough evidence to illustrate
the price discovery relationship at higher samplirggjuencies. The transaction or trades tick
data is an informational compromise, because tHermmation provided by each tick is
incomplete compared to the breadth of quotes degrifrem a LOB. Incompleteness is
characterised by the absence of observations betiickes, and that is crucial to the lesser liquid
securities which may remain untraded for multiplewutes. Giventhe incompleteness, if the
sampling frequency is chosen fairly high (beyonchiaute), the absence of trade observations
for each sampling interval becomes substantialsum, sampling transaction based data at
higher frequencies is insufficient to provide thecessary information about pricing behaviour.
This happens because the discrete nature of thearthon data contributes to the widening of
the observationless periods at higher samplingurgies. Deriving the best prevailing quotes

from the LOB largely overcomes the problem of nmgspbservations.

Utilising inter-temporally aggregated low frequendsta does not allow an insight into the
dynamics of market microstructure. Market microstinwe dynamics only become significantly

visible with the use of high frequency data (HF}. daily sampling frequencies, meaningful

inferences cannot be made about the actual trggliogess. If closing prices from different

markets are used, there is an issue of non-synehsoguotes arising from different market
closing times. If lower frequency data is employk, pattern of adjustment of security prices to
information shocks may dissolveie to inter-temporal aggregation. However, higheguency

is associated with rising microstructure effectshsas bid-ask bounce, within the impounded
information {see Grammig et al. (2002 and 2008)}.

The main benefit of using high-frequency data &t tih reveals microstructure dynamics. At a

high sampling frequency there may be unidirectiaralsality among variables, which would
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tend to disappear into contemporaneous correlaiam lower sampling frequency. Changes in
information flow cause traders to respond quicklyéw information, therefore the data must be
examined immediately in order to be able to makg imferences about the security price
response. The issue arising from optimum sampheguency can also only be investigated with
high quality specialty data reconstructed fromraitliorder book. The trade-off between the
fundamental price components (signal) and microtire effects (noise) can then be directly

examined. This issue will be analysed in Chapter 8.

The main research focus of this study is the pdiseovery relationship between LSE, RTS and
MICEX. In order to investigate the multiple marketationship, the best quote or trade based
time series were derived from the reconstructed $@Bthe three underlying markets. The
RUB denominated prices of MICEX stocks were coreetinto USD prices as quoted on RTS,
with officially set daily exchange rates obtainesbni MICEX. All relevant LSE ADR
instruments were denominated in US Dollars.

4.1 Function of a Limit Order Book

An electronic LOB is essentially a “black box”, whi stores a threaded list of all orders
submitted by the traders. From the list of all siited and prevailing (active) orders, the best
order quotes are defined as the best (maximumpiie and the best (minimum) ask price. The
prevailing quote for an exchange is the most reeald quote on that exchange. If a submitted
market order is for a smaller quantity than therqiiya at the best quote in the limit order book,

the market order will be completely filled at aqariequal to the best quote. If a market order
cannot be filled completely at the best quote, ilt thansact with multiple quotes by “walking”

in the book until it is either completely filledy the book is empty. Any unfilled portion of a

market order converts into a limit order.

Marketable limit orders are submitted limit ordewghich cross the best quote of the
corresponding order on the opposite side of the LTk electronic limit order book stores all
submitted, but unfilled, limit orders. The storauit or market orders are automatically filled by

market or marketable orders if the order quotesmathe unfilled limit orders in the order book
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are prioritised first by price, then by time, folled by size of the order submission. The prices
of the sell limit orders in the book are called asiotes and the prices of the buy limit orders in
the book are called bid quotes. The electronic LtfaBing in Moscow and the trading on LSE’s
International Order Book (IOB) is essentially a Hieusided auction with automatic order
matching. Unlike London where market orders exist, Moscow LOB contains only marketable

limit orders.

The unprocessed LOB database contains a list adriually submitted orders. These orders
appear unsorted, but each order usually contaitimme stamp to the nearest second and a
uniquely assigned number. In reconstructing tleiobook, it was necessary to keep track of
incoming limit buy and sell orders. If an incomilgit buy order is greater than or equal to the
ask, then it is classified as a market buy order idan incoming limit sell order is less than or
equal to the bid, then it is classified as a madett order. Market orders are placed by those
demanding liquidity, since they allow for immediatansactions. The flow of limit and market

orders constantly updates the electronic order book

The LOB reconstruction has several advantagestbeesimple reproduction of a time series of

trades based on transaction data. The first aneh mdvantage is that the order quote data
provides a more complete picture of the behaviduthe market participants. There is an

opportunity to analyse, for instance, the bid-apkead and the associated indirect costs of
trading, risk, inter-trade duration and many oth@portant aspects of financial research

interests. The other advantage is that orders @steg more frequently than transactions occur,
because a transaction is the result of an exedradd based on a match of bid and ask orders.
This eliminates the need for interpolation, whiaises with the discrete nature of transaction
data-missing observations in a given time periothjciv happen due to asynchronous and
infrequent transacting, and the liquidity of a tmadar equity instrument on the particular

market. In respect of the lead-lag relationshiprice discovery, the results are very sensitive to
the way the datasets are manipulated. Employinga@ions data requires different assumptions
to be made as to what is happening in the timeniate where there are no observations.
Different missing data filling methods may leadditierent and sometimes ambiguous inference

results. Depending on the assumption of the intatjpm technique, it could sometimes be a
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costly compromise, possibly resulting in completebayuity of a lead-lag relationship. On the
other hand, interpolation can be mitigated if thetadset can be reduced (inter-temporally
aggregated) to a lower sampling frequency. The atdge of inter-temporal aggregation is that
the data set also requires less interpolationltdhie missing values. This solution, however,
comes with the disadvantage of data censorshipe sinaling to larger intervals would lead to

less informational completeness.

4.2 Literature Review

Although the literature strand studying the limider book has grown over the years, the strand
of order book reconstructing literature is still time development stage. Recent technological
advances enable the high frequency specialty ddia tmore readily available to researchers and
easier to process, but despite the commonalitiemuation designs across security markets, it
seems that each market limit order book requirewn complex and unique reconstruction

procedure. Furthermore, information about LOB ratarction technique is limited.

There have been attempts to illustrate the proeeftur reconstructing the limit order book.
Following the pioneering works of Hasbrouck (19%)d Harris (1995), Kavajecz (1999)
construct an estimate of the NYSE limit order baokour steps, using the TORQ database:
limit orders at the start of the sample are idesdifthe current orders are added to the pre-book;
order records are matched with execution recordscancellations. As a result, snapshots at 30

minute intervals are obtained. Goldstein and Kasxza{2000, 2004) replicate this methodology.

Hall and Hautsch (2004) reconstruct the completstralian Stock Exchange order book at real
time frequency. Auguy and Le Sao(t (2001) and Augtiyal. (2000), briefly describe the
reconstruction procedure prepared in SAS, in tpapers on the LOB analysis of the Paris
Bourse. Beltran et al. (2005) and Frey and Gram(@20§5) perform the LOB reconstruction for
DAX stocks with the same dataset from the XETRA@ys They reconstruct two separate limit
order books based on the Gauss program, usingledheimilar to that used by Auguy and Le

Saolt (2001). One of the books is visible to tradand the other contains Iceberg orders, with
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snapshots each time a trade takes plata similar fashion, De Winne and D’Hondt (2005)

reconstruct the LOB for eighty-two selected stockm Paris, Amsterdam and Brussels.

Based on the literature above, Ekinci (2005) disesghe use of the limit order book as a source
of information and shows step by step, the procedar its reconstruction, in this case of the
Istanbul Stock Exchange. The study offers an inheeaapproach by incorporating trades into
the order book. The proposed approach consequiamily trades to orders at defined snapshot

periods.

Hasbrouck (2010) describes how to determine thé liidsand offer (BBO) from the NYSE's
monthly TAQ data by employing SAS. The quote retrmrcsion technique is in three stages: 1.
Filtering; 2. Order Sequencing and 3. DerivatiorB&O. The BBO derivation differs from the
definition of Wharton Research Data System (WRD&udnentation. He explains the problems
associated with order sequencing. The accuracyBsd Bampling is dependent on the correct
ordering of the quote records. He concludes thedriect sequencing within a LOB is much

more profound than incorrect sequencing betweehanges.

The LOB reconstruction algorithm of this study inoorates five stages, but contains essentially
the three step procedure of Hasbrouck (2010) plasotder sequencing suggestions of Ekinci
(2005). This limit order book reconstruction of thoscow and London stock exchanges
contributes to the literature of order book recargdton. By generating new variables, it
contributes to understanding the complex behavi@umulti-market trading and the price
discovery process of the MICEX, RTS and LSE exclkanghis is the first and the only study
that reconstructs LOBs of two Russian stock excheanghis is also one of the few studies that
combines three reconstructed LOBs for eight criz$sd securities. The reconstruction approach
utilised in this study, methodologically links tesdto orders, i.e. marketable limit/market orders,
and leaves only valid limit orders in the LOB. Tihest prevailing quotes are derived from the
LOB at a range of discrete sampling intervals. Retoicting the LOB by using varying
sampling frequencies to derive the best prevaifjogtes is a best quote sorted alternative to

other simpler methods of reconstructing limit ordeoks.
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4.3 LOB Reconstruction and Best Quote Sampling Algorithm

The goal of the following algorithm is to restoreetchronological sequence of the continuous
double sided auction in regularly spaced snapshatsgssence a time interval sampling
procedure, as accurately as possible. Since tlratéc LOBs of the MICEX, RTS and LSE
exchanges operate according to similar princighes reconstruction algorithm is common to all
three markets. The emphasis is placed on the diervaf the best prevailing bid-ask offer quote
in a chosen sampling interval for each LOB. Bedtdnd best offer mean the highest priced bid
and the lowest priced offer prevailing in the srmysperiod. The reconstruction procedure
results in a scalable moving picture, sampling Uy defined sequence of snapshots, of the
order flow activity, which in the end contains ttime series of best prevailing quotes of the
trading session for chosen market(s). The essdnite @lgorithm is structured in the following

consecutive stages:

Stage 0: Data Preparation: All databases, including the daily exchange réteg series, are
uploaded and stored in one common uniform databdseever, each market is reconstructed
individually, since all markets are unique in théata record nomenclature and topology. For
each market LOB, there are filtering options toade instrument name, date and time period,
exchange rate and ADR rate conversion, samplirgquéecy, order depth, trade prices and how
many markets are to be included in the final dagab®ne must choose the sampling period as
well as the sampling frequency, which defines tim@ing time stamp (clock). This sampling

clock is essential to all subsequent proceduregeStl - 4 occur subsequently in one process.

Stage 1: Database Querying: All orders relevant to the chosen instrument egldtelds such as
order ID, order type with corresponding bid-ask tggdn a chosen time period, are queried and
filtered. In this Stage all bid and ask orders fdtered out. The bid and ask side of orders are

from this point on processed separately.

Stage 2: Sequence ordering: There are two time stamps: that historically assigto an order
by exchange and sampling frequency, and the spdciime stamp, referred to here as a

sampling clock. The sampling clock is the base ating to which snapshots are subordinated.
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A snapshot is a fixed point in time, which crosstgmally captures all valid and sequentially
sorted orders sharing an equal time point (Figyré&dndamental to all subsequent procedures is
the continuous sampling clock specified in Stagdite sampling clock is the reference time
stamp for all sequence ordered snapshots. All srdemtained in the relevant period of LOB are
linked by their assigned order numbers (IDs) ag #re found in separate databases. Order quote
validity is clearly defined by the order's LOB entand exit time points for each order. Each
valid order quote is made up of the sequences e&pin any given time snapshot. All valid
orders captured by time snapshots are ordereddingaio best prevailing quote criteria, which
are stated in the 3rd Stage (sampling). All quottered snapshots are assigned to the defined

sampling clock, which forms a base for a sampliragedure in the next Stage.

When ordering snapshots, besides the originallgrosd time stamp, which defines when the
order has been submitted, matched, modified oretkacin the LOB system, there is a historic
action field which indicates the previously mengdrstate of the order (status) at the given time
point. Consequently, for all orders captured inhesttapshot, there is a combination of scenarios
for each order: full order match with counterpastgler, order partial match, order deletion, size
modification or expiry of an order. Normally, thaeea clear indication of what happened to an
order at the beginning of its valid period with ¢srresponding status (the full status list ishie t
Appendix) e.g. for an accepted order submissionl tim¢ end of order validity, when the
submitted order leaves the LOB in the multipleecssenario as described below. There are two

major scenarios:

Scenario A: In the case of a full order match, deletion atesrexpiry, the result is simple: the
order leaves the LOB system. In other words, aiqudatr order that has been placed in the
auction has been valid in a clearly defined tingarfe and is invalid for other time periods. An
order match means a transaction occurred anddte ts reported in a separate trades data base.
A match is the case in which the size of eitherdsidsk orders or both, matches fully at a given
price level. If this event occurs, the orders avemally automatically executed, and this results
in a transaction or a trade; both counterpartiesbaund to exchange the order size matched

guantities at the executed price. So, matched rharkiers are trades, but the reverse may not
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necessarily be true. Once orders are matched, meérgajuotes variations are limit, modification

and cancellation orders.

Order cancellation (order kill or withdrawal) ocsuprovided there is no full match, when the
trading party decides either to change the quothetubmitted order or simply kills the order.
During the normal daily trading session, a posteteiousually expires at the end of the session,
or the specified order expiration. However, on sanakets, an order could have been posted
outside the opening or closing periods in the edg¢esession periods, and some orders may stay
in the system for prolonged session periods of .tidleen Scenario A occurs, once the order
leaves the system, it is therefore invalid outsisiéime period and not relevant for the remaining

periods, particularly in the following sampling peglure.

Scenario B: Usually not all orders match fully, and therefpagtial match of orders occurs. This

means that usually one or other of the counterrsrae even both, hit each other, but the size
matches incompletely. A trade occurs, one or batterosides simply changes the size, but
remain active and stay in the LOB. So, the ususlltanay be one order match and the counter
order partial match, or both orders partially mattlat the given price level. In both cases, a

transaction occurs, which is reported in the tratiabase.

Order modification occurs when the existing ordeicg remains unchanged, but the size
changes. The order does not normally change tbetgrin the queue and the order number does
not change. The order may result in deletion stdttise order price is changed and therefore
loses queue priority. When Scenario B occurs, amrckers fully match, they exit the LOB

trading system, and are therefore invalid, as ian&do A. Beyond order validity, orders are
irrelevant for the other time periods, particulanly the sampling procedure. However, those

orders which match only partially remain in theteys and are valid until a further event occurs.

The presence of cancellations, deletions and nuadifins is a further complication in
reconstructing the order book. Order cancellatems modifications are usually trader initiated,
while order deletions are trading system initiatédthe order is not executed or is partially

executed, traders have an option to cancel or tdifjnthe submitted order parameters. In the
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data set utilised, cancellations, deletions and ifications are noted with a time stamp,
identified by a historic action code and lastlythg order number. The process of dealing with
cancellations and modifications is as follows: wreemew order modification or cancellation
arrives, the identified historic action code, ugu& or W, D or M, depending on the trading
system nomenclature, with its order number, anatlypichecked for links in the trades database.
If the transaction linked to the considered orgwyears in the trades database, then the order has
been partially executed and is still active. Ifttbeder had not already been executed and left the
LOB, then the order is active and can be modifiedamcelled. In the case of a modification, if
the order has not already been executed, the mderated as a valid active order. If subsequent
modification causes this order to be executed otider may receive priority in execution {see
Harris (2003)}.

Stage 3: Best Bid/ Ask Quote Sampling: The sampling procedure takes place in combination
with the order sequencing stage described in SPagehe best quote selection procedure is
looped for each snapshot located in each samplimgk anoment specified in Stage 0. The
procedure selects the best quote according to ekt frevailing quote criteria outlined below.
Best quotes of each snapshot, containing sequgnsiatted orders created in Stage 2, are
allocated to an a priori specified sampling timenp@f the sampling clock. As in Hasbrouck
(2010), the SELECT procedure occurs in conjunctith ORDER BY statement, choosing
order quote values by the best prevailing quoteeriai for each specified time point of the

sampling clock. The best prevailing bid-ask quatéhe LOB system is:

For each defined sampling interval snapshot thege maximum valid Buy or Bid order with a
guote B(t)
B(1) = maxh (t)

1=1,...n

For each defined sampling interval snapshot thee minimum valid Sell or Ask order with a
guote A(t)

A(t) = min 3 (t)

If buy/sell orders match, then the orders are ebeecuf full or partial bid-ask order match leads

to execution and transaction, resulting in tradentthese orders are excluded and not considered
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for other sampling intervals. If there are aggressimit orders, which are posted above/below
the best ask/bid quote, which cause the bid/ askegrurves to cross over at that particular point
of time, then their valid order quote is initiakpnsidered. However when the matched orders
are executed, resulting in a trade, orders leageLDB. So, the best prevailing quote reduces
itself to the transaction price. If both quote @s\only tangentially touch each other at the trade

price of both order sides, the executed orderstlegit OB system.

For the sampling procedure of the best prevailingtg, only valid orders that stay in the LOB
are the point of interest for LOB sampled recorcttom; the ones which, for example, are
executed in a trade or are expired ordargl so have left the system, are of less concerthéo

best prevailing bid-ask time series, but are ¥agalccuracy and verification purposes.

Stage 4: Variable Creation: In the last reconstruction Stage, new variableaaided, based on
the reconstruction and sampling results given, sischnid-quote between the best prevailing bid
and the ask, spreads of bid-ask, new order timaydguantity depth and currency and ADR rate
conversions. The most essential variables for dakliexg this study are mid-quote and bid /ask
spread. Let a&j be the ask quote andtp(e the bid quote at time The mid- quote M(t) is

defined as:

(= 200

and the bid-ask spread S(t) at time t is defined as
S()=af- K

Additionally, it is possible to calculate the aggmee depth of an a priori chosen level for all

valid orders in each snapshot. The level of oréptld must be chosen in Stage 0.

Stage 5: Synchronisation: This procedure synchronises the matrices of timepksl LOBs
according to the equally defined sampling clocks exch market. The condition for

synchronisation is that each market LOB must cordai equal number of rows. Once each LOB
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market is reconstructed in its identically defingohe/ date period, the already separately
reconstructed and LOB derived time series can lrgedento one common database. In the end,
the most relevant columns of all time series aramarised at the chosen sampling frequency.
All the relevant data fields have been synchronisecbrding to the a priori chosen sampling

reference clock. The resulting matrix of varialtessists effectively of multiple time series, and

one can now export the database for analysis aintenwith the procedures described above
with additional markets.

The objective of the synchronisation stage is &ate one final database which would contain a
summary of all important variables in a uniform,rafologically synchronised, continuous
format. There is a choice of which markets to meagevhich frequency and for which time/date
period. However, some less order flow intensiveke such as RTS and LSE, regardless of
how liquid some instruments were, would occasignatintain order-less snapshot periods. If
there is an observationless period, in the deribedt prevailing quote time series, it is
interpolated with the Last-tick assumption (seetiBac4.4). This was especially true for high
frequency sampling intervals under one minute am¢et liquidity instruments such as Sibneft.

This issue is discussed in detail in the Reconstnudssues Section 4.7.

Stage 6: Error Checking and Filtering: Once the individually reconstructed samples of best
bid-ask quote series, with the corresponding véesabf each LOB, are merged into one single
database, one can proceed to check the joint tamessevolution graphically. This procedure is

carried out on a manual basis. The strictnessefiliering depends on the ultimate purpose of
the calculation. Only extreme and economically nmeglass outlying quotes are excluded. It has
also been common practice in the literature e.gbkaick (2010) to exclude bids quoted near
the minimum amount e.g. 0.01 USD, on the assumgkiahno transactions can occur at such a

price.
When the chosen limit order books are reconstrydté@comes possible to follow the evolution

of behaviour of a market or a market combinatioaaath moment. Several variables can now be

deduced at each point of time including bid and gsétes, quantities and order IDs of the bid
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and ask sides, as well as the balance of bid dndaambles. The reconstruction results example
for LKOH for all three LOBs are depicted in Figut® and Figure 20 in the Appendix.

4.4 Reconstruction Procedure

The main objective of data processing is to recansthe LOB systematically and to derive the
best prevailing bid-ask quotes at a chosen samgheguency. The derivation of the best
prevailing quote accords with the proposition ofsbl@uck (2010). This process requires the
accurate retrieval and restoration of the recordetkers and realised transactions from their
original unsorted state, into a chronologically astjuentially sorted snapshot aligned to the
chosen sampling clock in daily intervals. The restarction process involves a sampling interval
scaling feature, which allows observation of thiéerted information flow in such a way that the
information about the variables is reproduced girtbriginal order, similar to the way in which
traders would have observed uninterrupted therigadrocess, live in front of the screens. The
reconstruction approach is similar to that of Ekif2005), and the validity of orders is

determined by establishing the order history irkithg orders to trades.

The sampling frequency is defined by the samplilogk; which is set at the beginning of the

reconstruction procedure. The smallest incremerth@frecorded time stamp is one second for
all data bases. The sampling clock time stamp baddcorded time stamp coincide if orders are
executed within a single second of the time staamp, the sampling frequency is, for instance,
one second. The sampling frequency is dependeioanfrequently the snapshots are taken.
The sampling scaling principle is illustrated bygtiie 14 and Figure 15, where, Figure 15
displays a bid quote evolution at lower samplirggifrency, while Figure 14 presents bid quotes

at higher frequency.

The nature of ultra high frequency (UHF) data aedués associated with modelling are
described in detail by Engle and Russell (2004)s ikommon in LOB trading that the orders
posted by traders, and the resulting transactime parrive in discrete and unequally spaced time

intervals. This poses a problem for later stagesnwinodelling such samples, particularly with
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models which assume continuous variables. In cmméransform the discrete data type into a
continuous form, either inter-temporal aggregatorinterpolation of the missing intermediate
values becomes a necessity. The issues associdtenhter-temporal aggregation, i.e. sampling
at lower sampling frequencies are discussed in t€hap. Figure 21 illustrates issues of
interpolation associated with the transaction ditarder to overcome the discreteness of data,
it is essential to make assumptions about the ngssbservations. One possible assumption is
that information about asset value evolves contislyy and is independent of quoting and
transacting. That implies that the information alable in form of quotes and prices is not
necessary complete. Therefore, even if there isitzence of a quote or a price in a given
moment of time, there may still be an intermediaddue. These intermediate values can be

interpolated according, for instance, to the last4nethod.

A missing value of an observationless period canirderpolated in various ways. The
application of interpolation methods is debatabkejllustrated by Figure 21. Between snapshots
S3 and S5 there is a period, S4, which has no wiisen. How should be the missing
observation be interpolated? An assumption abaeitothservationless period would determine
the value of the missing observation. Specificalty the transaction time series the
transactionless periods become a serious challdimggissue is discussed in the Reconstruction
Issues section. Various interpolation methods aopgsed by Dacorogna et al. (2001). The
previous point or last-tick method or interpolatiseems to be one of the viable solutions.
However, there at least three simple ways to iolatp: 1. Ceteris paribus, interpolate until the
new transaction happens (last-tick method), 2.rpatate the missing values with the values
from the other market (which becomes a problemaferthan two markets are involved) and 3.
Interpolate retrospectively (next-tick method), ioyerpolating the next executed transaction
retrospectively until the current one (which is opppe to assumption 1, the last-tick method).
Regardless of which interpolation assumption isevaatequate in reality, an interpolation is still
a missing value invention technique. Interpolateam be seen as having the potential to be an
artefact and, therefore, it may be a problematiat&m tending to alienate the missing values,

and possibly lead to misleading inferences.
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On the other hand, there is not much that can he damo transactions occur. Interpolation itself
is a problem, and overcoming it might be the ordiuson. That can only be achieved if order
guotes databases are included for complete ordek beconstruction. Here, the problem of
interpolation does not exist, because there arallysorder quotes posted in the trading system
without the need for a transaction to happen. trepoto overcome the problems associated with
interpolation, this study, instead of inventing téipolating) missing values, utilises best
prevailing bid and ask quotes in the trading systasnan alternative way of filling the missing

values.

As opposed to the missing observation issue, tisetlee occurrence of multiple transactions at
the identical time stamp point. However, such evehiring the sample period were rare and
took place mainly on the MICEX market for the miigtid securities such as EESR, LKOH and
RTKM. If such an event occurred, the aggregatedamee value was chosen. However, one

could compute an average price weighted by volasesuggested by Engle and Russell (1998).

Prior to the synchronisation of individually rectmsted LOBs into a common database, one
should consider some idiosyncratic peculiaritiesratfied securities. Each of them requires a
unique approach in choosing an optimal samplingueacy, because of the differences in
information expressed in the frequency with whioiftial orders are posted for each security
across markets. That poses a problem for the stiaglich inferences are made, because of the
trade-off between signal (new information) and aoiBor example, in the initial analysis, the
time series of LKOH stock traded on RTS displayed &absence of a unit root at 1 second
sampling frequency, despite the presence of it d&€BX. However, the unit root became
strongly significant at thirty seconds frequency avith a larger sampling period. One possible
explanation for that could be the presence of akveggnal or its complete absence, because of
less frequent order posting and therefore lessabidbounce on RTS than on MICEX. The

optimum sampling frequency choice and the assatiatelies are discussed in Chapter 8.

Alternative sampling frequencies of more than flaeutes are also considered for suitability,
relative to higher frequencies such as one mirtatepr five seconds, in the initial analysis. Due

to inter-temporal aggregation, the accuracy diriess at lower frequencies, so that the
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correlation dynamics between the variables dissohaicated by falling statistical significance

in their coefficients, as demonstrated, for insganc Chapter 8. At higher sampling frequencies
than thirty seconds there would probably be no gaiterms of increase in the significance of
correlation between the variables. However, theae been a trade-off with issues such as
microstructure noise, signal (impounded informati@md non synchronism of observations,
which may lead to the conclusion that the thirtgosels interval is the optimal. The issue of

optimal sampling frequencies is discussed in Chighte

In Stage 6, Filtering and Error Checking, greaerdton has been paid to bid-ask quote
crossovers and large outliers. While bid-ask quotssovers are majorly attributed to incorrect
order sequencing within snapshots, substantialatiens, often multiples of best prevailing
quotes, are subject to LOB trading peculiaritieggufe 13 presents a picture of snapshots
capturing best prevailing bid and ask quotes samnatea continuous sampling clock. Filtering,
according to Hasbrouck (2010), is a complex subjeetause any filtering implies a trade-off
between type-I and type-Il errors, and this tratfesodependent on the sampling frequency and
the sample. In order to keep the integrity of tl@BLmicrostructure, the reconstructed data has
been mildly filtered in the last stage i.e. onlybsiantial outliers have been removed. The
removal of economically meaningless outlier quatezkes sense if one intends to derive the
mid-quotes over each interval. Mid-quotes are ¢emsito outliers and missing quote
observations. Since the quote spread is posithe=résulting mid-quotes are not symmetrically
distorted. Furthermore, subjecting quotes to a euiter by removing quotes with spreads

greater than a dollar, for instance, is considetal.

45 Reconstruction Program

The unprocessed databases stemming from the exahamg fundamental to limit order book
reproduction. Only programmed data processing asilide because of the size of the original
databases. The original data base specificatianprasented in the data chapter. Moreover, the
time required by the software to reconstruct alsihB and to derive the best quote variables,
depends on the power of the computer and the liguad the underlying security in the LOB
itself. For instance, a PC with a Quad core CPY zHz), 4 GB of RAM with a SATA hard
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drive in a Windows 64-bit environment can take mamgutes simply to filter the database. In
order to process a single day's LOB and to sanipterélated data set at a frequency of one
second, the PC might need up to 30 - 45 minutea f@ingle MICEX instrument. The required
processing time depends mainly on the number oérerénd trades on that day, and their

combined complexity.

The data processing has been developed based oStihetured Query Language (SQL)
programming language, which follows the algorithtatesd in Section 4.3. In essence, the
software program first links database files of sation and order data. Then, queries are
created which sort the raw data chronologically Segurity ID, sorting bid and ask quotes
separately and filtering the unnecessary noiseegatt, for instance orders with zero quotes.
Next, a procedure creates a clock (time stamp)chvis the foundation for a sequence of sorted
best quote snapshots chosen in the multiple madvetdapping time period. This initialises the
sampling procedure, which is a combined procespédrdpg alongside LOB reconstruction. The
program orders the information of overlapping erang exit times of orders (validity) in each
snapshot, for which at least two database fileslgf@r and transactions) are required. Each
snapshot requires the right values chosen accotdisglection criteria (maximum quote value
for bids and minimum for asks). If orders match awd executed, they are first taken into
account in the snapshot, since they are in thengesl/stem, and then as they lose validity they
are eliminated from the LOB. Each snapshot row m@ytain orders with an active, matched,
modified or cancelled status. All valid (active)ders in each snapshot are processed
consecutively, according to the priority rules dwebt quote criteria in the order book. In the
end, each of the resulting arrays of best prev@itirder quotes is allocated to the specific time

point, according to the clock, in the chosen sangpiintervals.

The LOB reconstruction, sampling and best quotévdion process occurs for each market
individually, before all relevant markets are symcfised in one common database. This
common database is finally exported in a formattakle for the econometric analysis.
Transactions only data is processed separately.mitigple transaction price-time series must
be synchronous. Furthermore, the time series isfoamed into a continuous form by means of

selectable interpolation methods. There is theiptisg of uploading and linking databases into
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one common database Inydicating tc the software the paths where individual database
quotes, trades and RUB/USD exchange rates areethcatll databases relevant to f
reconstruction process can be uploaded individwaity checked fccompleteness. Furthermo
an ADR conversion ratis an optiorfor the LSE securities.

The most critical stage of the LOB reconstructi®ihie order sequence sorting stage followe
the sampling procedure. According to Hasbrouck Q2Qincorrect sequencing within LO
snapshots is much more seri than incorrect sequencing between LOBs. The comsexpuol
incorrect order sequence may re, for example, in an incorrect best quote being basea
canceled or matched order and may cabid-askcrossover. Therefore, it is crucial to h:
valid orcers located in each snapshot with an ORDER BY elaugonjunction with a SELEC
procedure as illustrated by Hasbrouck (2010). Ttapshot order sorting principle for buy ord
is illustrated in Figure 4-or instance, snapshot S1 at time period t2ures all valid orders- 6
prevailing in the LOB after sorting. If the sequersorting is corre, then only 6 orders ai
captured by the snapshot S1. The best prevailagote from the valid buy order Ord6 for 1
snapshot S1 is Q6.
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Like Figure 4, Figure 11 shows an evolution of adep snapshot sequence, with selected best
prevailing bid quotes. A similar sorting procedtoesell orders results in the snapshot sequence

presented in Figure 12. These snapshot sequereesrabined irFigure 13.

One can choose the scale of sampling intervalarsimpling procedure. Sampling at lower than
recorded time stamp frequency, is in essence an-t@mporal aggregation of time series.
Flexibility of the sampling frequency can be a felpeature to test consistency of the results, as
opposed to sampling at the highest possible frequand filtering the intermediate values at a
later stage. Different sampling frequencies coulso #e obtained by choosing reconstruction at
1 second intervals, and by applying filtering & tater stage, omitting the intermediate intervals.
There is an option of choosing the sampling fregyeim a minimum recorded time of one
second until infinity in a discretely-continuoushter-temporally aggregate in 1 second steps.
However, 1, 5, 15, 30, 60, 120, 240, 480, 960 é8DIsecond intervals were arbitrarily chosen
without making any assumptions about the optimahm@ig frequency for Chapter 7, for
example. Also, each trading day is sampled indiadiguin respect of the best prevailing quote of
given snapshots, partly because there is no ovdrtrigding on any of the investigated trading
venues. Altogether, sampling at various frequencresults in a range of new data sets

containing variables for empirical analysis.

A characteristic feature, which differentiates theonstructed LOB from the observations made
on screens of traders, is that the marketable sndbich resulted in transaction can be derived
from the LOB in a similar fashion to Ekinci (200%). order to detect whether an order is a limit
order or marketable order, it is possible to chéek actual bid- and ask quotes. If an arriving
order in which the bid (ask) quote equals or oylthe ask (bid) prevailing quote, the order is
identified as a marketable order. When a marketabtier arrives, instead of ignoring, the
matching order in the LOB, the SQL program initiaibnsiders the quote in order to see the exit
moment from the LOB system, but the order is theéeniified as invalid in the snapshot.
Graphically, the bid-ask spread in this case dtopgero or causes a crossover for an instant. As
a consequence, since the point of interest is ¢ise frevailing quotes, crossovers caused by such
guotes are consistently eliminated. Such an appreaparates marketable and limit orders into

separate baskets, while reflecting the prevailiepand or supply for securities more precisely.
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The major challenge, however, appeared to be dpahth bid-ask order crossovers, which
imply that the order quotes are matched at leatitarpart of the spread which is negative. The
guote crossover results in fully or partially execlitransactions at a price and quantity reported
in the LOB trading system in the trades databad#, allocated transaction IDs and time stamp
point. The most complicated part of the reconstoncprocess is to define and identify trading
scenarios (Section 4.3"%Stage), which are, for instance, full order mafzértial order match

or order cancellation. The buy and sell orderhenquotes data are checked against the executed
orders in the trades database. In order to prehentrossover of bid and ask quotes, the orders

resulting in trades are eliminated from the LOB.

Accuracy is an important aspect of the LOB recamwsion. It applies particularly to the data
sequence ordering and sampling process across tsiadsewell as to each individual market.
Following the order quotes sequential sorting inheanapshot, each sampling period is filled
according the best prevailing quote criteria. Aecyris crucial at this stage because of its
consequences. When comparing pricing across th&etsarthe pricing should provide fairly

close results; strong deviations could indicat®mstruction inaccuracy.

In the final stage, after all market LOBs are restorcted individually, the equal frequency
sampled databases containing all LOB variables mestynchronously combined in one final
database. Because the number of variables forreaohstructed LOB is usually large, only the
variables such as time stamp, order numbers, tidpastes and order depths which are relevant
to the research objective are transferred. At stég)e, there are options for dealing with the
missing quote or price observations which have weduacross the markets for the lesser liquid

securities.

4.6 Transaction Tick Data Processing

An alternative to the proposed order book recosstn method is the interpolation of a

transaction price-time series based on the tradts dhich is an additional test of robustness.

59



Chapter 4: Limit Order Book Reconstruction Methaxiyy

Given the discrete nature of transaction occurrertbere are relatively more missing
observations in the periods between each transatt@n between the best prevailing quotes.
The microstructure literature offers two major simos to the problem of missing observations:
either continuous interpolation by the last-tickthuel or discrete sampling as conceptualised by
Harris et al. (1995, 2002). The main drawback & Huarris et al. (1995, 2002) discrete data
methodology is that it becomes difficult to resaenghe data set at different sampling
frequencies once the multiple markets have bedpédtli. Though there is a range of implicit
interpolation techniques, Chapter 7 and ChaptdrtBi® thesis support the last-tick interpolation
methodology. Assuming the price does not deviaeifstantly during the shorter time intervals
e.g. under one minute, this way of interpolatingeetick series should ensure the preservation

of the intraday trading dynamics without sacrifgimccuracy.

It is possible to use other techniques of interjiaha but the end result would be a trade-off
between type-l and type-Il errors. However, anralive interpolation method would be, for

example, to use the prevailing tick from anotherkeg or assume that the missing observation
consecutive price tick is the last missing valuke Thajor argument against the complexity of
interpolation is that the more sophisticated theeimted missing data, the more difficult it

becomes to support the assumption upon which miatipas have been made. Furthermore, the
reconstruction results are more comparable acrossdifferent types of data if a similar

interpolation method is used. Complex price exioacimethods are best avoided, since the time
lead-lag relationship in price discovery is semsitio the way the datasets are manipulated.
Different interpolation, may lead to different résuand hence inferences. Therefore, the

transaction tick data of this study relies on timepdicity of the last-tick interpolation technique.

The following steps were undertaken to processita:

1. a query with filtering securities individually irhé LSE, RTS and MICEX trades
databases;

2. allocating the time stamps of the transaction gricea common sampling clock;

3. interpolating the missing values with the last knmquvice tick;

4. one option for comparison is merging rebuild tradéhk the best prevailing quotes
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The merit of using prices based on trades dataaisthey eliminate the possibility that quotes are
being revised on only one side of the market orater to reflect positions. It is unlikely that
the choice of execution versus mid-point priced Wwidve any essential effect on the results.
Since only the prices of executed transactions wemesidered, bid-ask quote mid-point
conversions were not necessary. The transacti@egpare not the theoretical mid-point of the
bid-ask tick quotes, and may arguably better reftae arrival of new information than the

theoretical mid-quotes as advocated by Harris.¢2@D2a).

The main disadvantage of transaction prices, howdsethat the time series, by their very
nature, contain fewer prices per observed inteitvah the best prevailing bid-ask quote series.
This is expressed firstly in the more frequent Ender observation gaps, and secondly in more
discreteness. The less liquid RTS and LSE datéssaterpolated to fill the missing values on
the assumption that the last observed price woethdam constant until the next observation.
This is the most conservative method since it assuthat the prices do not change over an
unobservable period. However, it may not be trugjéct to type | error) with respect to

theoretical price levels derived from the quoteambrder book.

The price-time series have been sampled with vgrgempling interval periods similar to the
limited order book. On the one hand, sampling attehn intervals avoids data censorship, on the
other it requires more interpolation to fill thegsing values which arise when no observations
exist for a given interval. Moreover, there is ende that these data gaps, provided that they are
kept in reasonable proportions do not substantadfigct the quality of inferences {see Grammig
et al. (2002, 2005)}. The MICEX, RTS or LSE datangées may contain a high number of
transactions during the sampling interval, but rhaye none during the next. In the case of the
RTS and LSE data sample, such a transaction-lessnaiion “gap” could last from several

minutes to several hours or even days, dependirigeogiven liquidity.

Among the necessary conditions for the multipledats is the synchronicity of data. In order to
synchronise the overlapping continuous trading tieveen the two exchanges, the differences

in liquidity, expressed in the number of observagiorequire a solution as previously mentioned
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in the case of limit order book reconstruction. Haenpling procedure requires the time series
during the overlapping trading times to be contumi@nd synchronous. So the number of
observations must be equal. Most RTS and LSE santee been manipulated by means of
interpolation, and because MICEX is more liquid (enommediate), the sample interpolation has

been negligibly minor.

4.7 Reconstruction | ssues

This section discusses issues associated with gegneds in which no valid quotes on one or
both sides were present, or no transactions toateplLike error filtering, this issue is subject to
a trade-off between type-lI and type-Il errors,hié ttime series are assumed to be continuous.
Theoretically, the missing observation of a quaterice value could be either equal to zero or
infinity, yet in empirical practice it is a missirapservation. Filling unknown and unobserved
values requires assumptions to be made about $®ngivalues. If the missing observation only
occurred on one side on the order book, then ftance, the mid-quote is affected, resulting in
the value of a quote being halved. In this caspedding on the research purpose and desired
accuracy, there may be no necessity to manipuletedata set in any way. However, if no
transaction took place, or the quotes are missmdath sides of the market, then missing

observations may become a serious issue.

Generally, the missing observation is not an igsu¢he LOB derived quotes. It becomes more
of an issue for trades based securities, and phatig for lower liquidity securities sampled at
the highest frequencies. Table 5 and Table 6 cansee to compare the degree of missing
observations which could be cured by interpolatiBelative to trades based data, the LOB
derived best prevailing quotes on the MICEX markegfuire none or in exceptional cases some
degree of interpolation on the RTS and LSE marketsrpolation based on the transaction data,
on the other hand, is not an exception but a nggedhe superior liquidity of the MICEX
market suggests that only lesser liquid securggsiire heavy interpolation. These securities are
SIBN, SNGS and TATN. GAZP required 51% interpolatidut given that the security was
listed for the first time on MICEX at the beginniragj the sample period, it may be less

surprising. However, the transaction prices ofsafiurities traded on the RTS and LSE markets,
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as a rule, required on average, 99% interpolafidrat may be seen as a serious issue if the
sampling frequency is 1 second, because most ablikervations are seemingly invented. This
issue is addressed in Chapters 7 and 9. The indigno of transaction prices at the highest
sampling frequency biases the price discovery tedyl assigning higher information shares to

the lesser liquid market.

RTS LSE
Total Obs Total Inter % Interpol Total Inter % Interpol

EESR  Bid Quotes 2,109 0.12% 685 0.04%
Ask Quotes 356 0.02% 5,999 0.35%
Both Quotes 1,727,183 0 0.00% 110 0.01%
GAZP Bid Quotes 0 0.00% 0 0.00%
Ask Quotes 0 0.00% 0 0.00%
Both Quotes 1,404,065 0 0.00% 0 0.00%
GMNK Bid Quotes 45,757 2.65% 749 0.04%
Ask Quotes 81,589 4.72% 1,965 0.11%
Both Quotes 1,727,811 9,030 0.52% 0 0.00%
LKOH Bid Quotes 5,995 0.35% 1,320 0.08%
Ask Quotes 0 0.00% 290 0.02%
Both Quotes 1,728,080 0 0.00% 0 0.00%
RTKM Bid Quotes 1,874 0.11% 16,715 0.98%
Ask Quotes 1,274 0.07% 23,704 1.39%
Both Quotes 1,701,031 7 0.00% 12,089 0.71%
SIBN Bid Quotes 425,516 26.71% 16,783 1.05%
Ask Quotes 260,974 16.38% 3,233 0.20%
Both Quotes 1,593,045 126,182 7.92% 567 0.04%
SNGS Bid Quotes 90,706 5.25% 7 0.00%
Ask Quotes 43,656 2.53% 1,133 0.07%
Both Quotes 1,728,080 42,020 2.43% 0 0.00%
TATN Bid Quotes 256,634 38.34% 79 0.01%
Ask Quotes 239,370 35.76% 127 0.02%
Both Quotes 669,439 162,517 24.28% 0 0.00%_

The table shows the degree of linear interpolatgojuired to transform the quotes based data setontinuous form

Table5 Interpolation based on Quotes

How shall a time period be treated if there is asinig observation in this period, particularly in
the case of transaction price-time series? Thene st best solution to this problem, but there
are at least 3 options that can be implementedte)polating these periods with for example,
the last known value (last-tick method), b) leavatighe observationless periods with missing or

zero values or c) deleting the row in effect theetiperiod across the chosen markets, if the
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values are missing on either market side. As cedliabove, each option has its merits and
shortcomings. Keeping missing observations fillathvero values may appear to be the truest
and least distorted recreation of the original éveget it may introduce serious distortions in the
price discovery modelling process. The introduceib zzalues, which are more likely to occur
on the less liquid market, would seriously bias toatributions of the less liquid market in
favour of the most liquid. The equilibrium adjustmeof the less liquid market would look more
dramatic, and at times completely undermine it iial price discovery. Interpolation is the
subject of data invention assumptions as discusst: next paragraph.

MICEX EESR GAZP GMNK LKOH RTKM SIBN SNGS TATN

Num. of Trades 1,651,364 1,296,073 1,727,369 1,728,019 1,402,831 761,900 298,111 50,474
Req. Observations 1,651,364 1,296,073 1,727,369 1,728,019 1,714,957 1,538,197 1,749,190 727,360

Interpolated 0 0 0 0 312,126 776,297 1,451,079 676,886
% Interpolated 0.00% 0.00% 0.00% 0.00% 18.20% 50.47% 82.96% 93.06%
RTS EESR GAZP GMNK LKOH RTKM SIBN SNGS TATN

Num. of Trades 6,047 10,924 2,660 5,940 876 137 1,984 736
Req. Observations 1,651,364 1,296,073 1,727,369 1,728,019 1,714,957 1,538,197 1,749,190 727,360
Interpolated 1,645,317 1,285,149 1,724,709 1,722,079 1,714,081 1,538,060 1,747,206 726,624
% Interpolated 99.63% 99.16% 99.85% 99.66% 99.95% 99.99% 99.89% 99.90%
LSE EESR GAZP GMNK LKOH RTKM SIBN SNGS TATN

Num. of Trades 12,564 37,624 12,985 42,372 4,152 3,290 14,679 1,401
Req. Observations 1,651,364 1,296,073 1,727,369 1,728,019 1,714,957 1,538,197 1,749,190 727,360
Interpolated 1,638,800 1,258,449 1,714,384 1,685,647 1,710,805 1,534,907 1,734,511 725,959
% Interpolated 99.24% 97.10% 99.25% 97.55% 99.76% 99.79% 99.16% 99.81%

The table shows the degree of linear interpolategquired to transform the trades based data setcimitinuous
form

Table6 Interpolation based on Trades

One of the possible solutions to the missing ole@m problem is interpolation. That means
connecting the observation points with each othgsuming that pricing is a continuous process,
despite the lack of observational evidence. Suligtit of the missing value with the last known
value of the previous time period (last-tick methambuld be regarded as one possible way of
interpolating the data set, forcing it to becomatrtwous. The major benefit of interpolation is
that, while keeping the time series continuousyaal order book quotes or prices are lost. The

drawback to this particular type of interpolati@ntinat the missing price or quote connected to

64



Chapter 4: Limit Order Book Reconstruction Methaxiyy

the last quote value is assumed, which might emgmua type-I error. The assumption of last
known value leads the corresponding market to reamte slowly, because the old quote is
repeated. An alternative to the last-tick methothes next-tick method. The assumption behind
this interpolation method is that a new price ootquvalue is already formed before the next
observation is recorded. This assumption might, ev@n, give an advantage to the less liquid
market. By the same token, this method becomesesubp a type-Il error. There are other
interpolation assumptions possible, but their presemerely changes the nature of the less
liquid market reaction. This is discussed in thetise dealing with transaction time series

reconstruction, based on the trades data set.

In essence, the underlying problem of interpolatsoa potential creation of artefacts, which can
be regarded as a compromise between the extremasleifon and having zeroed or missing
values. The reservation with the last or next iitkrpolation approach is that the missing values
are chosen and substituted artificially. That haglirect effect on how markets react to
information. The issue of the interpolation of assig observation is directly illustrated in
Chapter 7, which shows that price discovery is lyigiensitive to the degree of interpolation

associated with a trades based data set.

On the other hand, substituting missing observatwith zero values can lead to an artificial
overreaction of the less liquid market, while tmegence of zero values minimises the bias of the
less liquid market. However, zero value assumpigmores the opposite extreme, which is in
theory infinity. In practice, the presence of muiii zero values may lead to a serious distortion
of the results, as happened in the preliminaryyamal Introducing zero values on the bid or ask
guote side of the market, leads to a half mid-quateie which is not a true reflection of the

theoretically derived price.

Another possible way of treating the moments wliakie no observations is to delete the entire
period. It could be argued that when the rows &@ioitg missing observation are deleted, the
remaining analysis is made on the available infoignaonly. If the data is sampled at high
frequency, then it is available in sufficientlydaramounts to estimate a model and deletion may

be feasible. The data span with even the lowespkagnfrequency contains sufficient number
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of observations even after deletion; it may seere@n appropriate compromise. The deletion
is plausible provided the missing observations pgouparallel to all markets and the row

deletion is equally spaced. Deletion seems to beafipropriate option since it eliminates the
most liquid market bias. It is also arguably a fiel@soption because there is no chance left to
interpolate, but it comes at a price, since theetd® occurs across all markets even if one

market has a missing value, leading to larger deistof data rows for the more liquid securities.

If the deletion occurs across all combined markibiesre is also a tendency to bias towards the
less liquid market. By deleting rows containing simg observations, valid prices (quotes) for
markets that are transacting (quoting) are lostelyiebecause one or a few markets are not
transacting (quoting). However, the alternativelelieting the rows does not force one market to
be slower in responding than the others, so itgsably a fairer solution. Though in Chapter 8,
where the Moscow and London markets are analyseeéther, deleting the rows is a
counterproductive measure because the lesser Igaitlet forces the other markets to behave as
if they were less informative. The argument her¢het row deletions according to the lesser
liquid market or security, simply interfere withetimatural relationship of the other two markets.
In short, row deletion within a multiple market theg creates more selective bias than within a
dual market setting. This is the main reason theendations should not be dropped when both
other markets were trading well in the context afitiple market price discovery. However, the
potential for biases would be induced if the migsobservations were substituted for zero
values, or left with missing values, in the conteft the multi-market price discovery
methodology of, for example of Engle and Grang@&8{), which assumes the time series to be
continuous. Furthermore, in the error-correctiordeldECM), the lagged error correction term
has the potential to induce serial correlation beeaof the measurement errors caused by
missing or substituted values.

Further option is to stay with discrete time ser@dower the sampling frequency, as opposed to
forcing the discrete data to become continuous. élan estimating models which assume
continuity of the data with discrete time serieshsas transaction prices, introduces the risk of
serial correlation caused by measurement errotiseirform of missing values. An econometric

solution for the problem of discrete data, would tbeemploy autoregressive-conditional-
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duration model type, e. g. the (ACD) family of mtzdby Engle and Russell (1998), and Dufour
and Engle (2000). There are studies on price de&govwhich utilise the autoregressive
conditional intensity (ACI) model, for instance @maig and Peter (2010) and Kehrle and Peter
(2010). However, data discreteness may also coatplithe simultaneous sampling procedure
across multiple markets, and may not be feasibld wihigh degree of asymmetrical inter-
market liquidity. Lowering the sampling frequenoy the other hand, with a large degree of
asymmetrical inter-market liquidity may reduce thember of observation gaps, but on the other
hand it leads to inter-temporal aggregation and dahsoring of the more liquid market, which

is undesirable in the context of price discovery.

In the end, it could be argued that any data setipnlated by substituting or interpolating
missing values with zeros or assumed values ordeletion, induces bias, which may distort the
estimated results. However, the presence of biagldmot undermine the overall results, if the
nature and the extent of the bias are known. Tlgeegeof interpolation in the quotes based data
is presented in Table 6. There are fewer than 3%sing observations across the three order
books during the whole time period for most stockgh the exception of two. It must be
pointed out that the quoteless periods occur mdorlyower liquidity securities quoted on RTS
and LSE. The MICEX market has no quoting issuee TBE market has negligibly minor
guotation gaps, usually around one percent. On Ro®%gever, two stocks (SIBN and TATN)
indicated more profound observation gaps in theeolbok, presenting 27% to 36% missing
observations at the highest sampling frequency ifishe researched timed period. Yet, the
guotation issue is less critical because quotajags occur less on both sides of the market than
on one side only. Quoteless periods present ondpatke sides account for a maximum of 24%

for TATN and 8% for SIBN compared to 36% and 27%pextively, on either quote side only.

Despite provisions for FOK and Iceberg orders ok lad RTS, no FOK or Iceberg orders were
detected in the given research sample period. A B@l€r is essentially a limit order valid until
execution, with an option to immediate executiom gliven price and size. An Iceberg order, as
examined in depth by Frey and Sandas (2008), ssalsnit order that specifies a price, a total
order size and a visible peak size. However theamemg size of the Iceberg order is not

displayed to the counterparty traders. The vigialg is immediately refilled by a size equal to
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the peak size, if the first peak size has beely alecuted. Irrespective of the order entry times,
all displayed order depth in the LOB has time ptyorelative to any hidden depth, at a given
price level. These orders are usually not visildecounter-party traders but are by default

recorded in the LOB database.

The presence of FOK orders would not have madevidgrithe best prevailing quote more
difficult, because no special programming provis®mequired; it would have been treated as a
normal order, but with very short and conditionalidity. Iceberg orders, on the other hand
would have required a special provision becaush@possible discrepancy between execution
price and the best offer. Normally the best qudteronatch would have resulted in execution,
and orders would leave the LOB. However with Icgber hidden orders, it would not be the
case. If the orders Iceberg were present in the, @datd no provision for these special types of
orders existed, the LOB reconstructed sample woadda result, have contained numerous

crossovers between bid and ask quotes.

It must be pointed out that there are possibletditimins in the electronic trading mechanism:

imperfect time stamps and latency in publishinglésa as demonstrated by Toke (2010). There
is a possibility of trading report timing inaccuiles e.g. orders entering or matching. Unlike

UHF data, where time stamps are accurate up ttidrecof a second, the highest LOB recording

resolution is one second on all three LOBs. Thareaigrowing strand of recent market

microstructure literature on UHF data and tradiog éxample Hasbrouck and Saar (2010),
Zhang (2010) and Brogaard (2012).

Altogether, in the context of this study, it coldé argued, that the option with the last-tick
interpolation might be the more feasible 2nd bettton for at least three reasons: Firstly, no
data is omitted, mitigating the liquidity based keirselection bias. Secondly, equally spaced
time intervals are not distorted, but deleted ole@nless periods would cause an asymmetric
time frame compression of the liquid market. Thgnametry of time frames across markets
could induce bias with respect to serial correfatidhen models are estimated with the proposed

econometric methodology in Chapter 6 {for furthestalls see the appendix of Harris et al.
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(2002a)}. Finally, the last-tick interpolation meth should not always bias the results unless it

coincides with information shocks.

4.8 Reconstruction Results

This section presents the best prevailing quoteexeduted trades derived outputs in graphical
form. The presentation of the reconstructed oufipeuses on the best prevailing order quotes, as
well as on continuously sampled transaction priédefetter overview of the best quote time
series outputs, given the space limitations ofraputter screen, is a graph, since the convenience
of the overview enables the evolution of the dgansto be followed more easily. The partial
extract from the processed output of LKOH for'3#f January 2006, sampled at five second
frequency, is presented in Appendix Table 7. Beeaishe space constraints the presentation of

this section is limited to a few examples of LKOgtsrity.

69



Chapter 4: Limit Order Book Reconstruction Methauyy

EID_MICEX

ASK_MICFX PRICE_TRADF_m

Figure5MICEX Best Bid/Ask Quoteswith Trades 31st January for thefirst 3 trading hoursat 5sfrequency

Figure 5, Figure 6 anBigure7 display part of one reconstructed trading da® January 2006,
with the first three overlapping trading hours ofQ#X, RTS and LSE respectively. Ti
combined quote time series are exhibite Figure 8.The degree of LOB trading activity
clearly visible if Figure 5Figure 6 and Figure 7 are comparddICEX LOB derived quotes
have the finestlegree of quote evoluti increments relative t&TS and LSE The density of
these increments is indicative of the degree ofketamctivity. Judging by the exam of
LKOH, it is to be expected that the MICEX market is th@st innovative and therefore the m
informative market. Figur® presents the best babk quote evolution on MICEX sampled
five second frequency. The degree of reconstru@axuracy is high: Thbid and ask quotes do
not cross, micro bidsk bounce moments are clearly visible andahsactions occur early
inside the bidask spread. A more detailed view of the best quatestrades of MICEX, RT
and LSE LOBssampled at 1s frequer, is presented in Figures 189 in the Appendi:
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Figure6 LKOH on RTS Best Bid/Ask Quotes with Trades 31st January for thefirst 3 trading hoursat 5sfrequency

The bid-ask quotéime series graph 'the RTS market (Figure @)so displays the trac time
series. It is observable that the tradeoccur less frequentlythan quotes are update
Furthermore, the trades wr inside the bid-ask quotepread. The best prevailing qu
evolution displays a good degree of variation Butat as innovative @on MICEX. The bid-ask
spread is clearly wider onTS than on MICEX. This observatioand the observation of a

smallernumber of innovatior based on quoteppint to less liquidity for LKOFon RTS than on

MICEX.
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Figure7 LKOH on L SE Best Bid/Ask Quoteswith Trades 31st January for thefirst 3 trading hoursat 5sfrequency

Figure 7illustrates the best k-ask quote evation derived from the LSIOB LOB sampled at
5s frequency. The degree of accuracy is simil&MiBEX and RTS. However, thbid-ask quote
spread is relatively less stable compared to theasis n both Moscow exchanges. This may
attributed to a highedegree of risk and to increasfrictions in the flow of cross-border

information. Nevertheless, the degree of LOB qumeating activity is comparable to R’
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Figure8 LKOH Mid-Quotesof MICEX, RTSand L SE 31st January for thefirst 3trading hoursat 5s frequency

Figure 8 presents th®MICEX, RTS and LSE miquote time series after they have b
synchronised. In the time series grs of all mid-quotes combinedt can be seen that the
theoretical pricing of each market behaves in antegraed fashion. Should arbitrage ga
between the theemarkets occur at one momethey are likely to be corrected in tfollowing
moments. @erall, a degree cvariation in quoting acroghe three markets is observable: F
and LSE quoting is clearly “coeer” than that of MICEX, which is very “fine” in cdrast The
quoting on RTS and LSHnarketsis “coarser’ because of the less frequent quote upc
reported in Chapter 5, Teb11 and partly because of a differe in the minimum tick sizes.
Although, theminimum tick sizes are 0.01 on three markets, LKOH ADR h a minimum
tick size of 0.05 USD on LSE. Also, e exchange rate of RUB to U behaves in the
approximate ratio of 30:IThismay explain as to whthe quoting on MICEX is about 30 tim
finer than those dRTS and LSE
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Figure9 LKOH on RTS Comparison between Mid-quotes and actual Trades

Figure 9 displays miduote and interpolated trades evolution on the RiB&et sampled at ®
frequency. The graph clearly shows the advantagieeof OB best quotes derived sampling ¢
an interpolated transaction time series. The resulimid-quotesreveal mor incremental
changes and therefore reflect more information alkd{OH security at a higher samplit
frequency,because the quotes are updated more frequentlytthasactions take place. Ti
graph is a good example why LOB derived best prevailing gtes are more suitable than i
transaction prices for thanalysis at higher sampling frequencien the RTS market in

particular.
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Figure 10 Trades of MICEX, RTSand L SE 31st January for thefirst 3 trading hoursat 30sfrequency

Figure 10shows the evolution cnterpolatedrades synchronised across MICEX, RTS and L
The sampling frequency is 30s. The degree of tradirensity and interpolation is cleau
comparable. Trading on MICEX facilitates the highkguidity; the pricing evoltion displays
the most variation and the least amount of intexfpmh. At the other extreme, RTS trading
somewhat less frequent and a high degree of intdipo is necessary to keep up with
continuousness of MICEX pricing. The duration beswéfe transactions on RTS can take fr
minutes up to one hour during the lunch time peri@derall, the pricing of all three marke
combined displays a cointegra behaviour, similar to the quote based (please refer to
Figure 8).
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49 Conclusion

Limit order book reconstruction is a highly compléterative and time-consuming procedure.
However, LOB reconstruction can be very rewardesg it allows the creation of near lossless
information variables which the general public wbdind difficult to access, yet which are
essential for understanding the functioning of owieven markets. While the general
methodology of reconstruction remains similar froader driven markets, exchange specific
trading rules such as the absence of de juro mamddrs on MICEX and RTS require a

modified approach.

This chapter aims to contribute to the literatufgh@ limit order book by reconstructing and
sampling a unigue data set. This is the first stidy reconstructs three LOBs for Russian cross-
listed securities. For the eight most liquid crbsged securities, MICEX seems to be the most
trading active market relative to RTS and LSE. Tdliservation is not only supported by the
larger number of trades occurring on MICEX, bubdly the gapless continuity of quotation in
the LOB of MICEX. The RTS and LSE markets are Hattking in continuity of quotes, though
this is not as severe as on the transaction sidehwequired interpolation in the form of the
last-tick method. The degree of interpolation onSRand LSE is dependent on the relative
liquidity of the cross-listed security. Overall, 8B, GAZP, GMNK, LKOH and RTKM are the

most liquid securities in terms of market immediacy

The best prevailing quotes derived from the LOB arere suitable for analysis at higher
sampling frequencies, and are more informative theamsaction prices. The main reason for that
is the difference in frequency of occurrence arerthature: quotes prevail continuously until
cancelled or matched in the LOB and are more fredp@pdated than the transactions, which
occur discretely. The variables of primary interiesthe context of price discovery analysis are
the mid-quotes derived from the best prevailingtgscand transaction prices, which become
available for research once the LOB is reconstdictarectly and the underlying variables are
sampled. However, since the reconstruction proggeskighly iterative, there is always a
possibility of programming inaccuracy, when sommpgerary deviations might occur due to

order crossovers. The cause of a few permanenatitavs could not always be detected. This
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might be attributed to data errors contained insin@rce database. This fact does not undermine

the empirical approach, but may negligibly biasuhgables which are utilised in this study.
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Appendix
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Figure 11 Snapshots of Best Bid Quotes
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Figure 12 Snapshots of Best Ask Quotes
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Figure 15 Snapshots of lower Sampling Frequency Best Bid Quotes
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| DATE_TIME | BID_MICEXlASK_MICEXl BID_RTS|ASK_RTS| BID_LSElASK_LSEl MID_SPREAD_m | MID_SPREAD_r | MID_SPREAD_|

12:00:00
12:00:05
12:00:10
12:00:15
12:00:20
12:00:25
12:00:30
12:00:35
12:00:40
12:00:45
12:00:50
12:00:55
12:01:00
12:01:05
12:01:10
12:01:15
12:01:20
12:01:25
12:01:30
12:01:35
12:01:40
12:01:45
12:01:50
12:01:55
12:02:00
12:02:05
12:02:10
12:02:15
12:02:20
12:02:25
12:02:30
12:02:35
12:02:40
12:02:45
12:02:50
12:02:55
12:03:00
12:03:05
12:03:10
12:03:15
12:03:20
12:03:25
12:03:30

77.99
77.99
77.99
77.99
77.99
77.99
77.99
77.99
78.00
78.00
78.00
78.00
78.02
78.02
78.06
78.06
78.06
78.09
78.10
78.10
78.09
78.10
78.09
78.09
78.10
78.10
78.10
78.09
78.09
78.09
78.09
78.09
78.09
78.06
78.06
78.06
78.06
78.08
78.06
78.06
78.06
78.06
78.06

78.06
78.06
78.06
78.06
78.02
78.02
78.06
78.06
78.06
78.06
78.13
78.13
78.13
78.13
78.13
78.13
78.16
78.16
78.16
78.16
78.16
78.12
78.16
78.16
78.16
78.17
78.17
78.17
78.17
78.17
78.17
78.17
78.17
78.17
78.16
78.13
78.13
78.13
78.13
78.13
78.13
78.13
78.09

77.8
77.8
77.8
77.8
77.8
77.8
77.8
77.8
77.8
77.8
77.8
77.8
77.8
77.8
77.8
77.8
77.8
77.8
77.85
77.85
77.85
77.85
77.85
77.85
77.85
77.9
77.9
77.95
77.95
77.95
77.95
77.95
77.95
77.95
77.95
77.95
77.95
77.95
77.95
77.95
77.95
77.95
77.95

78
78
78
78
78
78

78

78

78

78

78

78
78
78
78
78
78
78
78.05
78.05
78.05
78.05
78.05
78.05
78.05
78.1
78.1
78.1
78.15
78.15
78.15
78.15
78.15
78.15
78.15
78.15
78.15
78.15
78.15
78.15
78.15
78.15
78.15

78
78
78
77.9
77.9
77.9
77.9
77.9
77.9
77.9
77.9
77.9
77.9
77.9
77.9
77.9
77.9
77.9
77.9
77.9
77.9
77.9
78
78
78
78
78
78
78
78
78
78
78
78
78
78
78
78
78
78
78
78
78

77.7
77.7
77.7
78.5
78.5
78.5
78.5
78.5
78.5
78.5
78.5
78.5
78.4
78.4
78.4
78.4
78.4
78.4
78.4
78.4
78.4
78.4
78.4
78.4
78.4
78.4
78.4
78.4
78.4
78.4
78.4
78.4
78.4
78.4
78.4
78.4
78.4
78.4
78.4
78.4
78.4
78.4
78.4

78.03
78.03
78.03
78.03
78.00
78.00
78.03
78.03
78.03
78.03
78.07
78.07
78.07
78.08
78.09
78.10
78.11
78.13
78.13
78.13
78.13
78.11
78.13
78.13
78.13
78.13
78.13
78.13
78.13
78.13
78.13
78.13
78.13
78.11
78.11
78.10
78.10
78.10
78.10
78.10
78.10
78.10
78.08

77.9
77.9
77.9
77.9
77.9
77.9
77.9
77.9
77.9
77.9
77.9
77.9
77.9
77.9
77.9
77.9
77.9
77.9
77.95
77.95
77.95
77.95
77.95
77.95
77.95
78

78
78.025
78.05
78.05
78.05
78.05
78.05
78.05
78.05
78.05
78.05
78.05
78.05
78.05
78.05
78.05
78.05

77.85
77.85
77.85
78.2
78.2
78.2
78.2
78.2
78.2
78.2
78.2
78.2
78.15
78.15
78.15
78.15
78.15
78.15
78.15
78.15
78.15
78.15
78.2
78.2
78.2
78.2
78.2
78.2
78.2
78.2
78.2
78.2
78.2
78.2
78.2
78.2
78.2
78.2
78.2
78.2
78.2
78.2
78.2

The table displays an extract of best bid-ask gerées derived from the reconstructed LOBs forfilsé 3 and %4 minutes

Table 7 Reconstructed and synchronised Output for MICEX, RTSand L SE LKOH 31st January
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Definitionson the MICEX Order Data Fields;

ORDERNO: order number

ENTRYDATE: date of order placing

ENTRYTIME: time of order placing

SECURITYID: identification of the security

BUYSELL: direction of the order (B- bid- buy, S-kasell)

PRICE: order price in RUB

QUANTITY: quantity of the order in units

BALANCE: rest of the securities in order (part dJANTITY) if part of securities had been
taken by trade

AMENDTIME: time when the order was closed (only @rand W status)

PERIOD: trading period of the day (O- open periddnormal trading, C- closing period)
VAL: value of the order in RUB (PRICE * QUANTITY)

STATUS - order status*

*Status of the order:

C: cancelled by the trading system (normally betbeeclose period)

M: matched (this order was ended by the trade)

O: open (this order left active to the end of diag)

R: rejected (this order was not taken by the trgdiystem due to some system restrictions, e.g.
price limits)

W: order was withdrawn by the trader

Definitionson the MICEX Trade Data Fidlds:

TRADENO: trade number

BUYSELL: direction of the trade (B- bid- buy, Skasell)
TRADEDATE: date of the trade

TRADETIME: time of the trade
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ORDERNO: number of the order the current trade iwitisted by

SECURITYID: identification of the security

PRICE: trade price in roubles

QUANTITY: quantity of the trade in units

VAL: value of the trade in roubles (PRICE * QUANT}

PERIOD: trading period of the day (O- open peridedpormal trading, C- closing period)

Definitions of the RTS Order Data

HISTORY_ ID: identity (ID) number of the order
REP_DATE: date of the order reported
ISSUE_NAME: security identification of stock
MOMENT: date and time of the order placing
TYPE: type of the order

A: ask quote- sell order

B: bid quote- buy order

QTY: quantity of shares to be bought or sold
PRICE: price of the order

HIST_ACT: historic action is

A: accept

D: delete

U: update

STATUS: status of an order

A: accepted

D: declined

ACC_MOMENT: date and time the order left the trapaystem

Definitions of the RTS Trade Data
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ID: identity number of the trade

AFFIRM_MOM: moment of date and time of the trade

ISSUE_NAME: name of the stock

PRICE: transaction price

QTY: Number of shares bought or sold

INIT_ORD_ID: ID number of the order which is on tim¥olved in the transaction
CONF_ORD_ID: ID number of the order which is on theolved in the transaction

L SE original Database Field Definitions

LSE ORDER DETAIL: allinitially posted orders

OrderCode unique number

StockCode ISIN

MarketSectorCode mostly I0B

ParticipantCode anonymous unique number of thengaoharty
BuySellind B or S: buy or sell order
MarketMechanismType  order driven or other

Price price of the order posted

AggregateSize size of the order posted

OrderType LO, MO or IB: limit, market or Icebergder
Date date of order posted

Time time of order posted

MessageSequenceNumbemder priority number

L SE ORDER HISTORY: all historically amended orders

OrderCode unique number from o detail
OrderActionType M: full match, P:partial, D: deldteéE: expired
MatchingOrderCode counter order if M or P

TradeSize executed trade size
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TradeCode unigue number to t report
ParticipantCode anonymous unique number of thengaoarty
StockCode ISIN

AggregateSize change in size

BuySellind B or S: buy or sell order

MarketMechanismType  order driven or other
MessageSequenceNumbemder priority number
Date date of order change

Time time of order change

LSE TRADE REPORT: all consequently executed orders

MessageSequenceNumbemer priority number

ParticipantCode anonymous unique number of thengaoarty
StockCode ISIN

TradeCode resulted transaction from O history
TradePrice resulted price of the transaction
TradeSize resulted size of the transaction

TradeDate date when the trade occurred

TradeTime time when the trade occurred
PublicationDate date when the trade published
PublicationTime time when the trade published

Definitions of the Output Data Fieldsfor MICEX, RTSand L SE

SecuritylD: see above

StatelD: Any new situation receives an assignedubber
Date: Date of the State

Time: Time in seconds of the State

Time_D: Difference in time between order placing

Quantity: Shares of the order or the trade
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OrderNo_B: OrderID at best bid price

OrderNo_A: OrderID at best ask price

Price: Price of the trade

Value: Value of the trade

BID: Best Bid Price or quote

ASK: Best Ask Price or quote

Spread: Difference between best ask and best lobg(actual spread)

Mid_Spread: Mid Spread, i.e. (ASK+BID)/2

Perc_Spread:%age Spread (or Relative SpreadrR0@x(ASK-BID)/(ASK+BID)]

Quantity_B: Quantity of shares at the best bid gffisecomes the volume at the two best bid
prices if the actual order is a buy and causears#ction)

Quantity_A: Quantity of shares at the best askepflmecomes the volume at the two best ask
prices if the actual order is a sell and causeareséaction)

Depth_B: Sum of the volume at all bid prices (tisdume of the actual order is included if this is
a buy order and causes a transaction)

Depth_A: Sum of the volume at all ask prices (tbkime of the actual order is included if this is
a sell order and causes a transaction)

Depth_Spread: Total Bid Volume- Total Ask Volume
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5.1 Data Set Specifications

The data set employed in this study originated ftben databases which have been obtained
from the MICEX, RTS and LSE exchanges directly. Diginal databases cover the period of
one trading year between Januar{ #0d December 37 2006. The MICEX, RTS and the LSE
databases contain both quotes and transactiorspiibe chosen sample consists of eight cross-
listed Russian “blue chip” stocks: RAO UES, Gazpravorilsk Nickel, Lukoil, Rostelecom,
Sibneft, Surgutneftgaz, Tatneft. The overview iovuled by Table 8. Although RTS is
characterised by the most diversity of listed ggagcurities, the main reason for the choice of
the eight stocks is that there is no cross-avditglnf lesser liquid cross-listed securities on
MICEX and in particular on LSE in this sample. Fartmore, these are the only securities,
which were traded in a similar order driven mechanacross the three trading venues. In sum,
the trading mechanism of the stock exchanges irsiRus similar to that of London Stock
Exchange. Both Moscow and London trading for theseurities operate in pure order-driven
trading mechanism on electronic LOBs. Trading os¢tom Monday to Friday, except holidays.

Each trading day, there is a continuous sessioh @ihours time overlap between the three

exchanges.
Name MICEX CODE Currency | RTS CODE Currency | LSE CODE ISIN Currency ADR Ratio

RAO UES EESR RUB EESR usD UESD US9046882075 UsD 100
GAZPROM GAZP RUB GAZP uUsD OGZD US3682872078 UsD 4
MMC NORNICKEL | RU14GMKNO507 RUB GMKN usD MNOD US46626D1081 usb 10
LUKOIL LKOH RUB LKOH usD LKOD US6778621044 UsD
ROSTELEKOM RTKM RUB RTKM uUsD RKMD US7785291078 uUsD

SIBNEFT SIBN RUB SIBN usbD SIF US8257311022 usD
SURGUTNEFT SNGS RUB SNGS usbD SGGD US8688612048 usD 10
TATNEFT RU14TATN3006 RUB TATN uUsD ATAD US6708312052 UsD 6

The table provides an overview of the cross-listecurities, denominated in the traded currencythadorresponding ADR to
underlying shares ratio

Table8List of cross-listed stocks by their trading venues

Table 9 presents an overview of sample time perfodshe securities of choice. The sample

time period is essentially made up of three dataelsa For all securities except TATN and
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GAZP, the LOB derived samples cover the periodoof rading months between January 10th
and April, 2006. For GAZP and TATN, the sample peris between January"2and April 28’
and between November .4nd December 392006, respectively. The data sample resulted in

77 trading days for most securities with a minimofin31 trading days for TATN.

EESR GAZP GMKN LKOH RTKM SIBN SNGS TATN
RAO UES GAZPROM NORNICKEL LUKOIL ROSTELEKOM SIBNEFT SURGUTNEFT TATNEFT

Sample Beginning 10th Jan 23rd Jan 10th Jan 10th Jan 10th Jan 10th Jan 10th Jan 14th Nov
Sample Period End 28th Apr 28th Apr 28th Apr 28th Apr 28th Apr 28th Apr 28th Apr 29th Dec
Total Trading Days 77 67 77 77 77 77 77 31

The table presents the sample periods and the muhtiee total trading days of the cross-listedusities

Table 9 Overview of sample periodsfor all securities

5.2 Database Descriptive Statistics

This section aims to present summary descriptiatissts of the queried and filtered but
unprocessed original data base samples. Tablead. @k provide a summary of the processed
transactions and orders, respectively. The modirngaintensive market is MICEX, followed by
LSE and RTS. The number of transactions on MICEXuisstantially larger than RTS and LSE
trading combined. Table 10 shows that MICEX hasr dMe million transactions compared to
RTS and LSE, which combined are under 300 thous&ine.most traded securities on MICEX
are EESR followed by GAZP, GMNK and LKOH. The tnagliconstellation on RTS is similar to
MICEX. GAZP and LKOH are the most traded securitees LSE followed by EESR and
GMNK. Consequently, GAZP and LKOH are the most\eatii traded securities across the three

trading venues.

EESR GAZP GMKN LKOH RTKM SIBN SNGS TATN Total
MICEX 4925132 3293563 3013236 1784212 1402831 761900 298111 50474 15529458
RTS 6047 10924 2660 5940 876 137 1984 736 29304
LSE 22003 92983 25133 72804 7663 4410 26833 1401 253230

The table reports the number of rows in tradesddata samples processed for all securities in earket

Table 10 Summary of the samples containing Trades
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Table 11 presents a summary of all processed ordeosder to reconstruct the LOB and to
derive the best prevailing quotes. Overall, justdethan 12 mil orders have been processed.
The constellation of order flow intensity is similto the trading intensity of the transaction
samples: MICEX has the most dense order flow, ¥odid by RTS and LSE. The proportion of
order flow is very similar to the trading intensitflICEX is a 20 times more order flow
concentrated market than RTS and LSE combined. ofter flow is dominated by EESR,
GAZP, GMNK and LKOH orders across the three mark8tmilar to transaction based data,
EESR is the most order flow intensive stock on MXCE

MICEX RTS LSE
Buy Orders Sell Orders Total Buy Orders Sell Orders Total Buy Orders Sell Orders Total
EESR  Total 1867265 1796406 3663671 20716 20666 41382 8387 7525 15912
Aver. Quote 17 17 1 1 61 62
Aver. Size 51468 51700 389615 401408 5118 4818
GAZP Total 679097 570686 1249783 22257 20385 42642 18200 15673 33873
Aver. Quote 240 243 9 10 79 81
Aver. Size 4437 4556 42037 43711 4114 5050
GMNK Total 504717 468579 973296 8886 10216 19102 7726 6638 14364
Aver. Quote 2521 2542 106 109 95 97
Aver. Size 197 215 1916 2051 2745 3107
LKOH Total 1240328 1174509 2414837 22317 21061 43378 20083 19082 39165
Aver. Quote 2136 2147 79 79 78 79
Aver. Size 377 392 2996 2948 4691 5275
RTKM Total 793550 858813 1652363 8294 9283 17577 2191 2937 5128
Aver. Quote 80 81 3 3 18 18
Aver. Size 3560 3288 41534 41301 6593 6755
SIBN  Total 101033 90404 191437 2305 2144 4449 2349 1956 4305
Aver. Quote 127 128 4 5 23 23
Aver. Size 3300 3363 43818 39792 4225 4424
SNGS Total 401201 383870 785071 7662 9972 17634 10639 9539 20178
Aver. Quote 40 40 1 1 72 73
Aver. Size 14658 14928 82488 88052 3203 3734
TATN Total 247194 232011 479205 3056 4143 7199 888 904 1792
Aver. Quote 121 124 5 5 93 95
Aver. Size 1961 1945 18994 18060 1952 25821
Total 11409663 193363 134717

The table presents the total number of quotesageeguote size and average quote processed Eacalltities in each market

Table11 Summary of Ordersin thethree LOBs
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According to the original order based data, TatG€ATN) and Sibneft (SIBN) are the least
liquid stocks in the sample, where RAO UES (EESR) @azprom (GAZP) are the most liquid.
The daily exchange rate data has been providechdyMICEX exchange. Table 12 presents

summary description statistics of the daily USD/REBchange rates for the three panels of

securities.
USD/RUB (all except USD/RUB (GAZP) USD/RUB (TATN)
GAZP and TANT)

Mean 27.96 27.89 26.38
Median 27.99 27.93 26.33
Maximum 28.78 28.26 26.69
Minimum 27.36 27.36 26.18
Std. Dev. 0.31 0.26 0.17
Skewness 0.01 -0.26 0.71
Kurtosis 241 1.88 2.05
Observations 77 67 31

The table displays the descriptive statistics efdhily USD/RUB FX rate for the three data samgequls

Table 12 USD Exchangerates sample

5.3 Processed Samples Statistics

This section presents a summary of descriptivestitat of the processed samples, which have
been derived from the original data bases. Thesettee samples on which the econometric
methodology (presented in Chapter 6) has been expplihe most important variables in
economic meaning terms are bid-ask spreads (T&))esize of the trades (Table 14) of the three
underlying markets. Tables 15 and 16 exhibit thenlmer of observations for mid quotes and
trades samples given the sampling frequency fosedurities contained in the sampling period
of the year 2006. The number of observations obthiior each sampling frequency is lower
than the maximum achievable. The number of obsenatis generally lower the achievable

because of error filtering and exclusion of thetfobservations in each trading day.
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Mean Median Maximum Std.Dev. Skewness Kurtosis Observations

EESR  MICEX 0.0007 0.0006 0.0555 0.0005 22.4114 2384.1750 1727183
RTS 0.0036 0.0030 0.0600 0.0028 4.3627 46.0782 1727183

LSE 0.0044 0.0030 0.2970 0.0080 18.8940 491.5411 1727183
GAZP MICEX 0.0098 0.0089 0.1745 0.0060 1.7782 17.7658 1404065
RTS 0.0268 0.0250 0.9800 0.0223 6.8397 117.2923 1404065

LSE 0.0221 0.0182 2.4546 0.0214 20.1804 1548.9030 1404065
GMNK MICEX 0.1873 0.1731 1.5699 0.1058 1.1685 6.7367 1727811
RTS 1.2074 1.0000 17.0000 1.1917 4.2411 34.9002 1727811

LSE 0.5355 0.4000 43.9000 0.6855 19.6279 945.2105 1727811

LKOH MICEX 0.0696 0.0653 0.7928 0.0452 1.4914 9.4653 1728080
RTS 0.3440 0.2000 10.0000 0.4367 8.0543 106.4240 1728080

LSE 0.1815 0.2000 14.5000 0.1486 15.0912 921.6820 1728080
RTKM MICEX 0.0052 0.0046 0.1579 0.0036 3.3116 51.5628 1701031
RTS 0.0559 0.0400 0.4800 0.0540 1.7327 7.1603 1701031

LSE 0.0350 0.0316 0.9750 0.0294 5.3254 116.8746 1701031

SIBN MICEX 0.0217 0.0204 0.2676 0.0120 1.2631 9.4326 1593045
RTS 0.0666 0.0000 0.7300 0.1236 2.4589 9.7506 1593045

LSE 0.0538 0.0400 0.7800 0.0484 2.5850 15.4983 1593045

SNGS MICEX 0.0033 0.0031 0.0298 0.0019 1.4861 9.9972 1728080
RTS 0.0171 0.0150 0.1400 0.0165 2.7285 15.4575 1728080

LSE 0.0070 0.0060 0.7260 0.0105 27.3326 1356.9370 1728080

TATN MICEX 0.0081 0.0076 0.0758 0.0043 1.1401 7.4957 669439
RTS 0.0426 0.0000 0.2500 0.0474 0.3056 1.2570 669439

LSE 0.0400 0.0250 0.2250 0.0336 1.3521 4.5764 669439

The table reports the descriptive statistics ofttideask spreads for all securities

Table 13 Summary of the bid-ask spread statistics across the three markets

Table 13 reports statistics on a bid-ask spreath®eight cross-listed securities. These stasistic
indicate that MICEX is the least transaction costigrket. The average transaction costs on
MICEX in terms of the bid-ask spreads are the lawelative to the RTS and LSE markets. The
average bid-ask spread on MICEX is clearly narratvan on RTS and LSE. The mean, median,
maximum of the spreads on MICEX is the smallesatiet to LSE and RTS. The spreads in
terms of the mean and median on LSE are eitheioappately equal or smaller than on RTS. In

general, the transaction cost differences acrasshitee markets denote heterogeneity of market
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structure, which can be explained by existing trgdind regulatory restrictions and information

asymmetry between the cross-border markets.

Mean Median Maximum Minimum Std.Dev. Skewness Kurtosis Total Turnover Observations

EESR  MICEX 158249 16000 27601600 200 491092 6 74 25839000000 1651065
RTS 811819 500000 50000000 10000 2226280 14 256 4906812000 1651065
LSE 22727 5000 3570000 2 84561 7 96 2853000000 1651065
GAZP MICEX 6718 890 1440000 2 24381 15 522 425048000 1295976
RTS 95688 50000 15500000 1000 422103 34 1247 104513400 1295976
LSE 4782 2000 663678 1 12222 17 535 179924000 1295976
GMNK MICEX 331 50 150304 2 1124 27 2524 31524000 1714261
RTS 3717 2000 27500 68 3921 3 16 9555000 1714261
LSE 5006 2000 250000 1 10543 6 66 6435000 1714261
LKOH MICEX 677 100 194422 2 1930 10 267 115830000 1727978
RTS 4768 5000 150000 100 6419 13 221 28016000 1727978
LSE 9186 3920 1917455 1 29792 23 909 38986800 1727978
MICEX 4857 464 4000400 2 22847 34 2797 824670000 1714957
RTKM RTS 56284 50000 1200000 2000 95811 7 67 49215000 1714957
LSE 12166 5000 466000 20 27479 5 36 50578000 1714957
SIBN  MICEX 5708 1000 10559982 2 33980 235 72614 61108800 1538197
RTS 87815 50000 500000 5000 121974 3 10 12015000 1538197
LSE 8656 3000 269610 5 21017 7 69 28329000 1538197
SNGS MICEX 21538 2800 15000000 200 71126 17 1443 1560403000 1749190
RTS 149116 100000 5000000 10000 299402 9 86 295974000 1749190
LSE 5345 2700 745000 1 12216 18 723 776050000 1749190
TATN MICEX 4997 400 400004 2 15889 6 54 116160000 727360
RTS 10577 10000 100000 800 10945 3 12 7690000 727360
LSE 3616 1478 64500 26 7870 5 32 4997000 727360

The table reports the descriptive statistics oftthdes including total number of securities excfeghfor all markets

Table 14 Summary of trading size statistics acr oss the three markets

Table 14 displays the statistics of trading siMKCEX leads indisputably both RTS and LSE in
terms of the total absolute number of securitiesharged. However, with the exception of
EESR and SNGS securities, the median of the trasimgon MICEX is the lowest relative to
RTS and LSE. The notion that trading on MICEX oscorore frequently is supported by the

larger aggregate number of securities exchanged avitninimum median in each transaction.
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This argument is in line with conclusions of thea@ter 4. The minimum trading sizes on RTS
are the largest relative to MICEX and LSE. Thidist& is explained by the minimum trading

size rule on RTS as defined in Chapter 3.

In sum, the descriptive statistics of Tables 13 &Adreveal a superior trading activity of the
MICEX market. For all securities on average, theCHK market has about 80% of total
securities turnover, which is partly consistenthwitore than 60% market share average of an
overall trading volume (Figure 1). Furthermore, tust of trading in terms of average bid-ask
spreads on MICEX are about 60% and 80% lower tmhSE and RTS markets, respectively.
In addition, the average median of a transactioM&DEX is about 90% of the LSE transaction.
However, relative to the RTS market, the mediaa siza transaction on MICEX is under 5% of
RTS, which may be indicative of the minimum ordmesule on RTS and the presence of the
larger trading size of institutional investors. &ivthe largest overall turnover of MICEX, the
smallest median size of these trades on MICEX eiteative of the highest trading intensity of
the MICEX market. These statistics are in line witle findings of Chapter 4, that MICEX
market has the highest number of trades relativehéoRTS and LSE markets. Overall, the
descriptive statistics are supportive of the nulpdthesis that MICEX is the central price

discovery market.

Tables 15 and 16 represent a summary of descriptatestics of the processed sample based on
guotes for 1s and 1920s sampling frequency, resspéct while Tables 17, 18 report the
statistics of the quotes based data and Table20l8nd 21 represent the processed output based
on the trades based data. This section presentstétistical properties of the frequency
extremes, i.e. 1s and 1920s for quotes and traagesdisamples utilised in Chapters 7 and 8, and
300s trades based sample utilised in the Chaptefh®. intermediate sampling frequency
statistics for each sample type are similar wittiie chosen sampling range because the
statistical properties of the quote and price \dei® do not change significantly across the
sampling frequency spectrum. This can be seeneénTidibles 19, 20 and 21 by comparing

statistical properties of the transaction pricethatsampling frequencies of 1s, 300s and 1920s.
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sampling frequency (s)

1 15 30 60 120 240 480 960 1920
EESR 1,727,183 115,146 57,573 128,786 14,393 7,197 3,598 1,799 1,037
GAZP 1,404,065 93,604 46,802 23,401 11,701 5,850 2,925 1,463 845
GMNK 1,727,811 115,187 57,594 28,797 14,398 7,199 3,600 1,800 1,038
LKOH 1,728,080 115,205 57,603 28,801 14,401 7,200 3,600 1,800 1,040
RTKM 1,701,031 113,402 56,701 28,351 14,175 7,088 3,544 1,772 1,019
SIBN 1,593,045 106,203 53,102 26,551 13,275 6,638 3,319 1,659 956
SNGS 1,728,080 115,205 57,603 128,801 14,401 7,200 3,600 1,800 1,040
TATN 669,439 44,629 22,315 11,157 5,579 2,789 1,395 697 402

The table shows the number of observations cordaimeach sample depending on sampling frequency

Table 15 Number of observationswith sampling frequencies (seconds) derived from Quotes based data

1

15

sampling frequency (s)

30

60

120 240

300 480 960 1920

EESR 1,651,065
GAZP 1,295,976
GMNK 1,714,261
LKOH 1,727,978
RTKM 1,714,957
SIBN 1,538,197
SNGS 1,749,190
TATN 727,360

110,071

86,398
114,284
115,199
114,330
102,546
116,613

48,491

55,036
43,199
57,142
57,599
57,165
51,273
58,306
24,245

27,518
21,600
28,571
28,800
28,583
25,637
29,153
12,123

13,759 6,879
10,800 5,400
14,286 7,143
14,400 7,200
14,291 7,146
12,818 6,409
14,577 7,288

6,061 3,031

5,505 3,440 1,720 993
4,321 2,700 1,350 779
5,715 3,571 1,786 1,030
5,759 3,600 1,800 1,039
5,719 3,573 1,786 1,030
5,128 3,205 1,602 927
5,831 3,644 1,822 1,050
2,425 1,515 758 438

The table shows the number of observations cordaimeach sample depending on sampling frequency

Table 16 Number of observationswith sampling frequencies (seconds) derived from Trades based data

102



Chapter 5: Data

Mean Median Maximum Minimum Std.Dev. Skewness Kurtosis Observations

EESR M_LSE 0.63 0.65 0.86 0.44 0.11 -0.44 1.80 1727183
M_RTS 0.63 0.65 0.80 0.44 0.11 -0.44 1.79 1727183
M_MICEX 0.63 0.65 0.80 0.43 0.11 -0.45 1.81 1727183

GAZP M_LSE 8.36 8.04 11.70 6.64 0.88 1.89 5.88 1404065
M_RTS 8.41 8.09 11.80 7.65 0.87 1.86 5.55 1404065
M_MICEX 8.41 8.08 11.66 7.64 0.86 1.86 5.53 1404065
GMNK M_LSE 95.79 91.75 134.50 73.00 13.45 1.27 3.76 1727811
M_RTS 93.22 89.60 130.25 74.88 12.40 1.24 3.72 1727811
M_MICEX 93.24 89.60 129.71 75.10 12.43 1.25 3.76 1727811

LKOH M_LSE 80.53 79.90 96.85 61.70 6.53 -0.09 3.22 1728080
M_RTS 80.66 80.03 96.15 62.90 6.61 -0.08 3.17 1728080
M_MICEX 80.62 79.73 94.02 62.20 6.58 -0.13 3.24 1728080
RTKM M_LSE 2.96 3.18 3.70 2.25 0.48 -0.28 142 1701031
M_RTS 2.98 3.21 3.67 2.24 0.49 -0.31 1.40 1701031
M_MICEX 2.98 3.23 3.68 2.23 0.49 -0.34 1.40 1701031

SIBN M_LSE 4.65 4.65 5.43 3.81 0.35 -0.13 3.21 1593045
M_RTS 4.65 4.67 5.48 3.82 0.34 -0.11 3.22 1593045
M_MICEX 4.65 4.65 5.38 3.83 0.34 -0.08 3.23 1593045

SNGS M_LSE 1.48 1.46 2.04 1.19 0.15 0.47 2.43 1728080
M_RTS 1.48 1.46 1.82 1.19 0.15 0.46 2.39 1728080
M_MICEX 1.48 1.46 1.82 1.18 0.15 0.43 2.38 1728080

TATN M_LSE 4.80 4.81 5.11 4.45 0.12 -0.17 1.66 669439
M_RTS 481 4.83 5.09 455 0.12 0.14 2.09 669439

The table reports the descriptive statistics aftgsi based samples sampled at 1s frequency

Table 17 Sample based on Best Quotes sampled at 1sfrequency
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Mean Median

Maximum Minimum Std. Dev.

Skewness Kurtosis

Observations

EESR  M_LSE
M_RTS
M_MICEX

GAZP M_ISE
M_RTS
M_MICEX

GMNK M_LSE
M_RTS
M_MICEX

LKOH M_LSE
M_RTS
M_MICEX

RTKM M_LSE
M_RTS
M_MICEX

SIBN  M_LSE
M_RTS
M_MICEX

SNGS M_LSE
M_RTS
M_MICEX

TATN M_LSE
M_RTS

The table reports the descriptive statistics oftgsidased samples sampled at 1920s frequency

0.63
0.63
0.63

8.36
8.41
8.41

95.81
93.22
93.24

80.53
80.66
80.62

2.96
2.97
2.98

4.65
4.65
4.65

1.48
1.48
1.48

4.80
4.81

0.65
0.65
0.65

8.05
8.09
8.08

91.83
89.61
89.61

79.95
80.01
79.80

3.17
3.21
3.23

4.65
4.68
4.65

1.46
1.46
1.46

4.81
4.83

0.80
0.79
0.79

11.50
11.53
11.55

134.25
128.75
128.88

93.75
95.93
93.78

3.66
3.65
3.65

5.43
5.43
5.38

1.82
1.82
1.81

5.09
5.09

0.44
0.44
0.44

7.20
7.70
7.67

75.60
74.88
75.19

62.95
63.00
62.30

2.25
2.24
2.24

3.82
3.82
3.84

1.20
1.19
1.18

4.55
4.55

Table 18 Sample based on Best Quotes sampled at 1920s frequency
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0.10
0.11
0.11

0.89
0.87
0.86

13.46
12.42
12.45

6.53
6.62
6.58

0.48
0.49
0.49

0.35
0.34
0.34

0.15
0.15
0.15

0.12
0.12

-0.44
-0.44
-0.45

1.89
1.86
1.86

1.28
1.24
1.25

-0.09
-0.08
-0.13

-0.27
-0.30
-0.34

-0.12
-0.11
-0.08

0.47
0.46
0.44

-0.14
0.13

1.81
1.80
1.81

5.84
5.52
5.53

3.77
3.71
3.75

3.23
3.18
3.25

1.42
1.40
1.39

3.21
3.23
3.23

2.44
2.40
2.38

1.65
2.09

1037
1037
1037

845
845
845

1038
1038
1038

1040
1040
1040

1019
1019
1019

956
956
956

1040
1040
1040

402
402
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Mean Median Maximum Minimum Std. Dev. Skewness Kurtosis Observations

EESR LSE_P 0.64 0.65 0.80 0.41 0.10 -0.52 1.95 1651065
RTS_P 0.64 0.65 0.79 0.45 0.10 -0.52 1.95 1651065
MIC_P 0.64 0.65 0.80 0.45 0.10 -0.53 1.96 1651065

GAZP LSE_P 8.09 8.00 9.41 3.36 0.43 1.06 4.93 1295976
RTS_P 8.18 8.02 9.79 7.65 0.48 1.89 5.80 1295976
MIC_P 8.17 8.02 9.83 7.63 0.48 1.92 5.90 1295976

GMNK LSE_P 95.58 91.68 135.00 20.51 14.20 0.65 5.66 1714261
RTS_P 93.22 89.00 129.50 75.80 12,51 1.25 3.76 1714261
MIC_P 93.24 89.61 129.78 75.02 12.48 1.24 3.73 1714261

LKOH LSE_P 80.56 79.95 94.00 3.30 6.65 -0.18 3.93 1727978
RTS_P 80.61 80.00 94.00 62.80 6.60 -0.08 3.17 1727978
MIC_P 80.61 79.73 94.05 62.20 6.59 -0.13 3.22 1727978

RTKM LSE_P 2.96 3.17 3.65 2.24 0.48 -0.31 1.44 1714957
RTS_P 2.98 3.24 3.65 2.25 0.49 -0.36 1.42 1714957
MIC_P 2.99 3.24 3.68 2.22 0.49 -0.37 1.42 1714957

SIBN LSE_P 4.65 4.62 5.40 3.82 0.35 0.05 3.14 1538197
RTS_P 4.67 4.67 5.50 3.85 0.37 0.21 3.12 1538197
MIC_P 4.65 4.64 5.39 3.83 0.34 0.07 3.17 1538197

SNGS LSE_P 1.48 1.46 2.10 1.20 0.15 0.47 2.39 1749190
RTS_P 1.48 1.46 1.81 1.19 0.15 0.44 2.32 1749190
MIC_P 1.48 1.46 1.82 1.18 0.16 0.43 2.32 1749190

TATN LSE_P 4.80 4.81 5.05 4.35 0.11 -0.16 2.11 727360
RTS_P 4.79 4.80 5.07 4.60 0.11 0.00 2.03 727360

The table reports the descriptive statistics afésabased samples sampled at 1s frequency

Table 19 Sample based on L ast-tick interpolated Trades sampled at 1sfrequency
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Mean Median

Maximum Minimum Std. Dev.

Skewness Kurtosis

Observations

EESR LSE_P
RTS_P
MIC_P

GAZP LSE_P
RTS_P
MIC_P

GMNK LSE_P
RTS_P
MIC_P

LKOH LSE_P
RTS_P
MIC_P

RTKM LSE_P
RTS_P
MIC_P

SIBN  LSE_P
RTS_P
MIC_P

SNGS LSE_P
RTS_P
MIC_P

TATN LSE_P
RTS_P

The table reports the descriptive statistics afésabased samples sampled at 300s frequency

0.64
0.64
0.64

8.09
8.18
8.17

95.59
93.22
93.24

80.57
80.61
80.61

2.96
2.98
2.99

4.65
4.67
4.65

1.48
1.48
1.48

4.80
4.79

0.65
0.65
0.65

8.00
8.02
8.02

91.68
89.00
89.60

80.00
80.00
79.73

3.17
3.24
3.24

4.62
4.67
4.63

1.46
1.46
1.46

4.81
4.80

0.80
0.79
0.80

9.41
9.79
9.80

134.00
129.50
129.38

94.00
94.00
93.96

3.65
3.65
3.67

5.40
5.50
5.39

1.81
1.81
1.82

5.05
5.07

041
0.45
0.45

7.45
7.65
7.64

20.51
75.80
75.11

59.70
62.80
62.20

2.24
2.25
2.23

3.82
3.85
3.83

1.20
1.19
1.18

4.35
4.60

0.10
0.10
0.10

0.43
0.48
0.48

14.18
12.51
12.48

6.61
6.60
6.59

0.48
0.49
0.49

0.35
0.37
0.34

0.15
0.15
0.16

0.11
0.11

-0.52
-0.52
-0.53

1.18
1.89
1.92

0.67
1.25
1.24

-0.08
-0.08
-0.13

-0.31
-0.36
-0.37

0.06
0.21
0.07

0.46
0.44
0.43

-0.16
0.00

Table 20 Sample based on L ast-tick inter polated Trades sampled at 300s frequency
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1.95
1.95
1.96

3.89
5.79
5.90

5.61
3.76
3.73

3.16
3.17
3.22

1.44
1.42
1.42

3.14
3.12
3.17

2.38
2.32
2.33

211
2.02

5505
5505
5505

4321
4321
4321

5715
5715
5715

5759
5759
5759

5719
5719
5719

5128
5128
5128

5831
5831
5831

2425
2425
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Mean Median Maximum Minimum Std.Dev. Skewness Kurtosis Observations

EESR  LSE_P 0.64 0.65 0.80 0.45 0.10 -0.52 1.95 993
RTS_P 0.64 0.65 0.79 0.45 0.10 -0.52 1.95 993
MIC_P 0.64 0.65 0.79 0.45 0.10 -0.53 1.96 993

GAZP LSE_P 8.09 8.00 9.38 7.46 0.43 1.17 3.88 779
RTS_P 8.18 8.02 9.79 7.69 0.49 1.89 5.81 779
MIC_P 8.17 8.02 9.79 7.69 0.48 1.92 5.91 779

GMNK LSE_P 95.50 91.60 134.00 20.51 14.33 0.55 5.95 1030
RTS_P 93.23 89.28 129.10 75.80 12.51 1.25 3.76 1030
MIC_P 93.25 89.59 128.85 75.25 12.49 1.24 3.72 1030

LKOH LSE_P 80.49 79.80 93.90 3.30 7.04 -1.31 16.39 1039
RTS_P 80.63 80.10 94.00 63.25 6.59 -0.07 3.17 1039
MIC_P 80.63 79.81 93.80 62.37 6.57 -0.12 3.22 1039

RTKM LSE_P 2.96 3.17 3.65 2.24 0.48 -0.30 1.44 1030
RTS_P 2.98 3.24 3.65 2.25 0.49 -0.36 1.42 1030
MIC_P 2.99 3.24 3.66 2.23 0.49 -0.37 1.42 1030

SIBN LSE_P 4.65 4.62 5.40 3.82 0.35 0.05 3.15 927
RTS_P 4.67 4.67 5.50 3.85 0.37 0.21 3.13 927
MIC_P 4.65 4.64 5.39 3.84 0.34 0.07 3.16 927

SNGS LSE_P 1.48 1.46 2.10 1.20 0.16 0.53 2.67 1050
RTS_P 1.48 1.46 1.81 1.19 0.15 0.44 2.32 1050
MIC_P 1.48 1.46 1.81 1.19 0.16 0.43 2.32 1050

TATN LSE_P 4.80 4.81 5.00 4.56 0.11 -0.14 2.01 438
RTS_P 4.79 4.80 5.07 4.60 0.11 0.00 2.04 438

The table reports the descriptive statisticsadés based samples sampled at 1920s frequency

Table 21 Sample based on Last-tick interpolated Trades sampled at 1920s frequency
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In order to investigate the subject of the pricgcdvery relationship between multiple markets
trading cross-listed securities, this study propo&e estimate models of cointegration/error-
correction (ECM) in Engle and Granger (1987), Jslean(1988) cointegration/vector error-
correction (VECM) frameworks, by applying GonzalodaGranger (1995) and Hasbrouck
(1995) methodologies. The main purpose of theseetadd to provide insight into the pricing

relationship between the markets. The estimatedetacghould reveal whether MICEX, RTS

and LSE, are co-moving or cointegrated, whetheretle a lead-lag relationship as well as on

which market the information is concentrated argpeised.

The methodology of this chapter is organised atowd: firstly, general assumptions and
assumptions about market efficiency are reviewedoB8dly, tests are presented that can be used
to test the order of integration and to test forommon stochastic component between time
series. Thirdly, structural price discovery, VARdJaWECM models are reviewed in order to
investigate the price discovery relationship. Lgslhe methodology of price discovery

contribution is presented and discussed.

Arithmetic vs. Logarithmic Returns

Arithmetic and logarithmic returns are approximgtebual for small returns. The difference
between them is large only when percentage chaargesigh. For example, an arithmetic return
of +50% is equivalent to a logarithmic return of 38, while an arithmetic return of -50% is
equivalent to a logarithmic return of -69.31. Thaimadvantage of logarithmic returns is that
the continuously compounded return is symmetricilevtine arithmetic return is not: positive
and negative percentages of arithmetic returnsxateequal. This means that an investment of
100 that yields an arithmetic return of 50% follalu@y an arithmetic return of -50% will result
in 75, while an investment of 100 that yields aalegpmic return of 50% followed by an

logarithmic return of -50% it will remain 100.

Log return is defined as:
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r.=log—- (1)

R ~ Pt—l (2)

where P is the intra- daily price of a security.

Market Efficiency Conditions

Starting with the static analysis, if there is aricof weak market efficiency between the markets
x andy, for instance between MICEX and RTS and if thesekets are not cointegrated then it

is expected that the market prices would satiséyftilowing conditions:

p|Alog(P),Alog(P )]=1 (3)
p|Blog(P,).Alog(P,, )]= 0 Ok >0 4)
p[AIog(PX[_k ),A log(P, )J =0 0k<0 (5)

That is changes in the log quotes or prices of ranitial asset in one market and its
corresponding changes in the other market on teaetaare perfectly contemporaneously

correlated. Furthermore there should be no crasmcarrelation for example betwee?) and

P.. - If these conditions do not hold, then the markitsnot function frictionless and are not

perfectly efficient.

4 Brooks, C. (2002) “Introductory Econometrics Fonance”, Cambridge University Press, p. 395
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6.1 Causality Relationship

The following models represent the standard Gra(it@$9) causality test, which enables us to
examine the co-movements of two price-time sefiiés. direction of information flow as well as
the weak exogeneity condition can be tested byyapplthe Granger (1969) causality model.
One time series is regressed on its own laggedesand on the lagged values of the other time
series. Broadly, if the two time series under stagy specified, the formulated model takes this

general form:

q q
Xt:ZakXt—k+Zﬁth—m+£t (6)
k=1 m=1
q q
Yt: 5kxt—k+zmet—m+Tt (7)
k=1 m=1

From (5) for instance, assumidXgfor MICEX andY for RTS, if the coefficient on lagged values
of MICEX in the regression of RTS on lagged varabbf RTS and MICEX are statistically
significant, it could be concluded that MICEX istleading or MICEX Granges- causes RTS
prices to follow. This would mean that lagged valugt MICEX would contain relevant

information for the current value of LSE. With tldenotation it could be tested with Wald test,
whether the coefficientsd and B are jointly significantly different from zero. Thiis

symmetrically valid for the inversed hypothesisttRaS Granger- causes MICEX. All together,
there are four possible outcomes: two cases ofirecitbnal causality (MICEX causes RTS or
RTS causes MICEX however not vice versa) or catysadisulting in either directions (bi-

directional) or no causality.

In a specific case, the values for the two timeeseMICEX, RTS and LSE would be the log

prices of the locally traded stocks and their cspoading ADRSs. In the case of returns, they are
calculated as logarithmic price changes. It shd@dnentioned that the evidence of causality in
either or both directions would indicate that tharkets may be fragmented. In the case of no
causality, the hypothesis that the markets argiated and that new information is assimilated

into prices instantly at the two exchanges caneatefected. However, there is also a possibility
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that the two price series are uncorrelated. Thesibdity is addressed in the next section, where

the cointegration of the two time series and aarezorrection model are estimated.

6.2 Testing for Cointegration

The variables combined are said to be cointegrdfteshd only if there exists a stationary linear

combination of non-stationary random variables. Ttwmponents of the vectoiX, are
cointegrated of ordefd, b), denoted byX, ~ CI (d, b) if all components ofX, arel(d) and

there exists a vectdrsuch thab x tisI(d- b), whereb > 0.

It is necessary to investigate the degree of iatémgr in order to proceed with the cointegration
and error-correction models. The Granger Represent&heorem, {Engle and Granger (1987)}
states that if there are cointegrating relation®ramthe elements oX, there exists an error

correction representation of the form:

AX, :a+ﬂzt—1+51A>(t—1+52AX[—2+"'+AX—q+1+£t (8)
whereZ, , =a,' X, 9)
and all components of are 1(d) thena, ' X,_,~ I(d - b)are integrated in ordéd, b).

Alternative integration testing procedures:

1. Determining whether all components are integrafehe same ordé¢d). This could be

tested by applying the augmented Dickey- Fuller BADr equivalent to determining whether or
not variables contain unit roots.

2. Provided that the variables are both integradgtie same order, the parameters of the
cointegrating relation could be estimated such as

Y= Bo* BiX * Y

3. Test by applying the ADF test to see whetherdéselualsu, are stationary.
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If the cointegration exists, that would imply tlatleast one of the markets adjusts to the other
and that they display a common stochastic trenthénlong run. That would also mean that

market is not efficient since publicly availabléarmation causes the market to react.

Before the level of integration of the price-tineries can be estimated, the stationarity of each
price-time series has to be tested. It is expeeted this in fact turns out to be the case, thht on
the first differences of the price-time series Wil stationary. This means that the domestic and
foreign prices are both integrated of the ond&). The augmented Dickey-Fuller (ADF) test has
been used, in order to test for the unit root wietiseries integration. For any time series, denoted
asX, this test would be used to estimate the regressio

q-1

AX, :,ut"'alxt—l"'zlgk Xy + &, (10)

k=1

and to test whether the coefficiesrt from Equation (10) is significantly different froeero. The

null hypothesis is that this coefficient equalsozexhich means that there is a unit rootXin
Therefore, rejecting the null hypothesis would déeatm conclude that the time series are
stationary. Moreover when the ADF test has beemwcted, the optimal number of augmenting
lags (g) has been determined according to the Akaike (Al Schwarz Information Criteria
(SIC).

6.3 Roll (1984) Modd and its Extensions

A random walk process is the sum of independentty identically distributedi.i.d.) random
variables. Unlike fixed-income securities, equtyces, which have neither limiting conditions
nor maturity, may be plausibly approximated by adam walk. A property of a random walk is

that in the first differenceg¢p, — p_,) there is a stationary process, whereas the priceeps

itself is not. Roll (1984) proposes following a damn walk process:

m = m.,+ 4 +y (11)
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wherem is the price at the timg g, is the expected return angis i.i.d. random variable. In

order to be able to model the price-time seriesawer, it is necessary to take the bid-ask spread

into account. This can be presented in the follgwiry:

p.=m+cq (12)

where q, is the trade indicatort1 for a buy, and1 for a sell;c is the half spread (1/2 of the

difference of the bid and the ask prices). Theddah Roll model makes it is possible to relate
the cost of trading, defined as the bid-ask spreathe first- order autocorrelation of the price

series is given by:

Cov(Ap,Ap,)=-¢ (13)

where Ap, and Ap,_, are the price changes in periddmdt-1, respectively. This could be a way

of estimating the cost of trading, based solelytenautocorrelation of the observed prices. The
model can be extended to include asymmetric infdoma Hasbrouck (2002) uses the term

Generalized Roll model to describe this extenslanthis extension, the trade indicatgy is

unobserved. The structural model according to Hasik (2002) is now the following:

m =m,+ w (14)

where wis ani.i.d. random variable, and is the information content of the trade (if there ao

informed tradersA =0).

W= g+ (15)

If the order processing cost(the half spread) is added and the following strrattmodels are

obtained:
ask = m_ + y+ oA (16)
bid, =m_+uy-c-A1 17)
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where m_, is the quote mid-point in the previous periag,is ani.i.d. random variableg is the

half spread, andl is the information content of the trade. The abdeéned Generalized Roll
model can be extended to a multivariate linear mddasbrouck (2002) proposes a structural
model, with an efficient pricent that is common to both price series. The firstereflects the

Roll model with a bid-ask spread, whereas the stpoice is based on the lagged efficient price.

m =m.,+y (18)
P =M + Cq (19)
pyt = rnt—l (20)

where mis the efficient price at timg p,,and p,, are two price series, angjis the trade type

indicator, -1 or +1. The efficient unobserved price of the structuradel is the key for all

following price discovery models. The major objeetiof the decomposition analysis, as
proposed by the Gonzalo-Granger (1995) Permanemtsitory Component (GG) (PT) and the
Hasbrouck (1995) Information Share (HIS) measwsds iunderstand which market contributes

most to the common unobserved efficient price endbintegrating system.

6.4 Moddsof Information and Price Discovery in Multiple Markets

This section examines the existence of long-runliegum and the persistence of short- run
differences. The ordinary least squares (OLS) edtimis used for testing the unit roots and
cointegration, as well as for the error-correctimodel. The first proposed approach is the
conditional two step residuals based approach. Velleegression for both directions is
estimated. The second approach is the unconditraodkl, which utilises the mispricing spread
series, which are the differences between the ligep on the domestic or foreign markets.
Finally, this study utilises the vector autoregnesgVAR) in conjunction with the maximum
likelihood estimation method for consistent modghamic specification and in order to measure
the contributions of markets to price discovery.
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6.4.1 Conditional Error Correction Model (ECM)

This method is a two step Engle and Granger (1983edure based on ordinary least squares
(OLS) estimator. After testing for unit root, onancproceed to the first step, estimating the
possible cointegration relationship in levels betwéhe MICEX, RTS or LSE log prices. In the

second step, based on these results, the ECMiisadstl, based on the optimal lag structure

determined according to SIC.

Firstly, the cointegration level regressions atineated:

Xt =at lBlYt + & (21)
and
Ytzat+ylxt+rt (22)

where X, andY, may stand for prices on the Moscow and London stark

Secondly the test for stationarity of the residdiedsn the regressions is executed again by using
the augmented Dickey-Fuller test. If the null hypesis of a unit root in the residuals from the
above regressions can be rejected, that is, ifabieluals are 1(0), then it can be concluded that

the time series are cointegrated. The coefficigh@nd y, express the equilibrium relationship

between the two variables, and can be used to fatmthe error-correction model.

According to the law of one price, it is expectidt the two prices should be the same, since the
two securities are nearly identical, so the cogffits 5,and y,would be equal to one if the

market efficiency condition holds. The differenae prices would then be the error or the
deviation from the long-term equilibrium relatiomshBoth directions of the error-correction
model, the local return as dependent variable stimated as

AX = Ay + LAY+ 0D X +1, (23)
and the cross-listed stock returns as the dependeable.

AY, = 67, +SAY  + BAX + T (24)
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The coefficients of fundamental importance areand 8 given by Equations (23) and (24)

respectively. These coefficients indicate the diogcin which the price series react to the short
run deviations from the long run equilibrium retetship. Market efficiency and the assumption
of no arbitrage do not exclude the possibility tremiddom factors would cause the two price
series to diverge from their equilibrium relatiompshHowever, such random shocks should be
quickly corrected by arbitrage restoring the etpuilim. Therefore, the notion of the existence of
arbitrage opportunities is not excludable; howdtese opportunities should not persist over the

long run.

The difference in denotation of error-correctiorefficients A and @ is deliberate, for the
purpose of a detailed inquiry into the lead-lagttiehship between the two markets. If a form of
mispricing arises, the follower market would be esed to move at a faster rate towards the
price on the other market rather than vice versatafistical significant indA and @ coefficients

would indicate a convergence of both markets indhg run.

The parameter8,and S, indicate a short run deviation from the equilibrianmd are not expected
to be significant. A positive significant parameteould indicate that one or the other market
leads in the price discovery process persistentlgr othe whole sampling period. The
significance for both OLS estimators is mutuallglesive, otherwise it is contradictory to initial

assumptions.

The no less important coefficierdsand J, explain the autocorrelation between the lagged and
spot values. A positive and significant coefficieaweals positive autocorrelation and vice versa
for negative autocorrelation. Significance in aotoelation is an undesired property, since it can
contribute to drawing false inferences about thpdrtance of estimated variables. However, it

also contributes to correct dynamic specificatibthe models.

6.4.2 Unconditional ECM

The second approach is the unconditional Engle-gg&namodel, which does not directly involve
residuals of the levels, but the series of diffee=n between log prices i.e. as a one step

procedure, and the actual series spread is tremted variable instead, and serves as a
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confirmation of the above stated model. If thera tausality relationship between MICEX, RTS

and LSE, the inputs are defined as cointegratiggession and first differences respectively:
X =ac+ BY +py (25)
=X =Y (26)

and vice versa for the opposite direction

Y, =y, + 9, X, + A, (27)

A=Y =X (28)

Then, the ratio of residuals and their correspapdifferences would be integrated with 1(0).

A1 0) (29)
A, _
IR 1 (0) (30)

The residuals and spreads of log prices muscvttie,u: and /L = A for the above statements
(29) and (30) then to be valid. As a first ste, sleries of differences or spreads, denoteﬁas

and/ﬁ are computed for both directions respectively. Hotual ECM regression would use

these spreads instead of residuals from the leagiession. The error correction model is
estimated as follows:

AX, =a+DAX _ +AY_ +Au  +n, (31)
and analogous
AY, = B+AY, +AX, + 0N+, (32)

As the actual series of raw differences are usedhf® estimation instead of their deviations in

the model, this analysis offers an alternativeghsinto the information discovery process. The
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parametersi and 6 are the indicators of a long run relationship Emio the representations in
the previous ECM. These parameters describe thedspt adjustment if the disequilibrium
occurs. Expressed in stricter terms, these parasneteasure the proportions of the last
equilibrium error. A positive significance and higher degree of eailu one these parameters is
expected for a lagging market and vice versa. Retance if RTS or LSE lags MICEX, the
prices on RTS or LSE are expected to catch up tGHBW prices at a higher speed than if the
reverse were true . If MICEX follows RTS or LSE q&s then the speed of adjustment in the
prices of MICEX to equilibrium is expected to bglmer than that of RTS or LSE.

Though arbitrage would result in the prices clodeliowing the exchange rate adjusted home
market price during the time of day when the twakets overlap, it is not expected that the
time series would be equal at every point in tiffleere should be a no arbitrage band due to
transaction costs. Additional factors, which couatéthe arbitrage opportunity are time lags and
associated exchange rate risk involved in convess@ home market shares into ADRs or the

conversions in the opposite direction

6.4.3 VAR and Vector Error Correction Models (VECM)

An alternative to ordinary least squares (OLS)nestion method as described above and more
consistent methodology to model cointegration andreorrection would be the Johansen
(1988) procedure. It assumes that all variablessao®genous and utilises maximum likelihood
estimation (MLE) for determining the optimum lagusture. The procedure begins with an
unrestricted VAR, involving potentially non-statemy variables. A key aspect of the approach is
isolating and identifying the r cointegrating comdtions among a set &fintegrated variables

and incorporating them into an empirical model.

The appropriate estimation procedure is:
Step 1: Identifying the optimal lag structure acliog to information criteria

Step 2: Estimating the unrestricted VAR

5 Ibid, pp. 398- 399
6 Grammig, J. Melvin, M. and C. Schlag (2005) émtationally cross-listed stock prices during capping
trading hours: price discovery and exchange rdezesf’ Journal of Empirical Finance, vol. 12, isdye. 8
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Step 3: Performing the cointegration test

Step 4: Determining the cointegrating rank andféittorisationlnm = " : Estimating the
matrix of cointegrating vectors?" and the weighting matrig .

Step 5: Estimating the VECM, incorporating the ¢egnating relations and the lag structure
from the previous steps.

Step 6: Imposing restrictions and testing.

Johansen's approach is based on MLE of the VECMtdyrwise eliminating the parameters out

i.e., maximizing the likelihood function over a seb of parameters, treating the other
parameters as known, given the numbef cointegrating vectors, where the matgk’ is the

last to be concentrated out. Létto be alxnvector of unit- root processes where it is assumed
that there exist—n cointegrating vectors, which would imply the egrste of a single common
stochastic trend according to Stock and Watson§L3ased on Engle and Granger (1987), the

series have the following vector autoregressive (ARrepresentation:

q-1
AX, =@ +M X+ > TAX,_ +&, (33)
k=1

g ~NID(0,) ¢)

X =AFAX L AX

g-1
= AX, =) MAX  +MT X, + U

k=1
q-1
= AX, -M X, =ZI‘IkXt_k+£t
k=1
wherell, =1 +A+ .+ A M=1-A-A- .7 A

are the matrices of coefficients determining thiategration relationship between the variables.

Johansen also proposes a likelihood ratio testasérpetric restrictions o™ of the form

B =Hg, whereH is a givenq x smatrix of rankk=r andgis an unrestrictet x r matrix. For

example, in the cage= 1, k = 2, it is possible to test whethef " is proportional tq(1, —1) =
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HT. The likelihood ratio test (LR) statistieZIn{supI:(r H g/))/lf (r B )} has a limiting
@

x> null distribution withr (g-s) degrees of freedom.

Proceduresfor the Johansen cointegration test
Step 1: Perform an auxiliary regression/of onAx_, A%, ... A%_,,, = residuals_g,
andx,_, onAx_, AX_, ... A% ., = residuals_¢,

Step 2: Compute S00, SOq, Sp0, and Sqq
T

S, = T'lz &' % y=0, g T= sample siz
t=1

Step 3: Solve the EquatioptS,, - S,, S $,/=0

Find roots or eigenvalues of the polynomial Equatiostep 1; the solution yields the

eigenvaluesA, > A, > A,...> A, and associated eigenvectqgr

k .
Step 4: Compute the likelihood ratio (LR) statistiR = - T Z In(1-A,)

i=r+1
If rank =r < k, the first r eigenvectors are the cointegrating eect the columns o3’
H ,: at most r cointegrating vectors

1. the rank of1 = 0 = no cointegrating relationships
2. the rank ofl =r <k = r cointegrated vectors

3. the rank offl is full (r = k) = the variables are stationary

The second case is of major interest for the inibigpothesis of this study. Once the

cointegrating relationships have been confirmedLBytest, M can now be substituted with
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factorised matrix M =aB", where B and a are nx(n-1) matrices of rank(n-1). This

transformation would result in following VECM
q-1

AX,=a,+aB" X+ CAX_, +¢& (34)
k=1

The columns of3 consist of the (n-1) cointegrating vectors andheealumn ofa consists of

error-correction coefficients, which define the epp@f adjustment back to equilibrium similar to

bivariate ECM. The matriX is decomposed in such a way that X, consists ofn-1)vector of

stationary series. The covariance matrix of thergarm is given b¥ = [atef ] =Q.

6.4.4 Gonzalo-Granger (1995) Permanent- Transitory Cormapb(GG)

The Gonzalo-Granger (1995) approach specifies tityggption of information shares discovered

in either market. The basic idea is to decomposectiintegrated systenxX , into a permanent,

common factor componer, f, and a transitory, stationary componnt:
X, = Af+ X (35)

whereA, represents a factor loading matrix. By using thentdying restrictions thaf, is a

linear combination ofY, and that the transitory componeXt_ does not Granger- caus¢, in

the long-run Gonzalo and Granger (1995) definittbe,dynamics above can be decomposed as:
X, =Bo(a.'By) a' X +a(B'a)’ BX, (36)

Since f, is givena ' X, the elements otr , ( o denotes orthogonality) are the common factor

weights of the variables driving the cointegratgdtsm. More precisely, Gonzalo and Granger
(1995) show that in &l-variable system with r cointegrating restrictiaghe relevant vectors of
common factor weights are given by the eigenvectwsesponding to thé-r smallest
eigenvalues determined in a reduced rank regressidrgeneralized eigenvalue problem similar

to those of Johansen (1988, 1991). Omce has been normalised so that its elements sum to

unity, it measures the fraction of system innovaiattributable to each variable. In a bivariate
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system, the Gonzalo-Granger measure is defined raica of coefficient of errors over the

difference in coefficients of erro®® andA from Equations (37) and (38) between both markets:

GG, =T 37)
axD _ayEI
a
GG, = —X— (38)
a,,—a,

Assuming marketx to MICEX andy to be RTS, for instance from Equation (37), if the
proportion of GG is higher than 50%, then MICEX tans higher proportion of information

share in price discovery or vice versa indicatimgt RTS is a leader or a more dominant market.

6.4.5 Hasbrouck (1995) Information Share (HIS)

An alternative method of measuring the price discgwontribution is the information share
method proposed by Hasbrouck (1995). This framewotlows Stock and Watson (1988)
decomposition by transforming the Equation (34pithe following vector moving average
(VMA) representation:

AX =g(L)e, (39)

alternatively, X, = X, +¢ (1)2 EtY*(De, (40)

i=1

Since the two series are cointegrated, the Engteang&r representation theorem implies the

following:
B'w@)=0 anday (1)=0 (41)

Therefore, there isy(1)=alpB, where al and BL are orthogonal vectors ta and j

respectively. Equation (23) could be expressed as
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X, = Xo+ Bralg 1)), & +¢ * (e, (42)
i=1

t
The terma > &, represents the common stochastic trend componéithviollows a random
i=1

walk process. The (1)¢, term represents the long-run impact of innovabanprice. It is also
clear that the existence of n-1 cointegrating vechmplies that the impact matri¥(1), which is
the sum of the moving average coefficients, hak far¥’ represents the identical row #{1).

Hasbrouck points out, thate, constitutes the long-run impact of the innovationseach of the

prices and suggests the following measure of inébion share of market x for the case where

the covariance matri® is diagonal i.e., the innovations are independent:

—_ l//jQ XX

S % g (43)

Here, they is the x-th element of the identical row of thepsuot matrix?(1). The information

share measure when the covariance matrix is ngoda is given by

(lwFl)

HIS, = ~———*1 (44)
YQy

whereF is the Cholesky factorisation @2 ano{t//F]xrepresents the x-th element of the row

vector Fy. Since the Cholesky factorisation depends on ttikerong, Equation (44) would

provide an information share for a particular onagrBy considering all possible orderings it is
possible to compute the upper and lower boundbefrtformation share. In Hasbrouck (1995),
a different series corresponds to the prices ok#tmee security being traded in multiple markets.

Therefore, in equilibrium, all the prices are expddo be equal.

By utilising Cholesky decomposition €f following terms for upper and lower bounds of nedrk

X, information share are obtained:

HIS,, = (a,0,+pac.)

45
(ay0y+,oaxax)2+aiai(1—p2) (49)
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ajo;(i-p?)

HIS,, = , (46)
(a.0.+pa0,) +aios(1-p7)

Baillie et al. (2002) argue that the mid-point age of the bounds is:
1

HISXD :E(qu-l- S(I) (47)

DeJong (2002) proves that there is an interreldbietween the two approaches of information
contribution measures. The Gonzalo-Granger and ldask’'s measures seem to be competing
approaches to detect leadership effects in coiatedr security markets. The approach of

Hasbrouck (1995) captures variable innovatignsto the total variance of the common trend

innovations. He defines the permanent componeat@snbination of current as well as lagged
variables of interest, since the common stochdstied is, and the transitory components are,

driven by current and lagged innovatigns However, thisl(1) process is a random walk by

definition.

On the other hand, Gonzalo and Granger (1995) medlse impact ofs, on the innovation in
the common factor and their permanent component ooimprises current values Yof. Any

non-stationary process could therefore form thempeent component in the Gonzalo and
Granger decomposition. Thus, the efficient pric@cpss is non martingale and may be
forecastable, according to Hasbrouck (2002). Needess, the two methodologies are indirectly
related to each other via the Gonzalo-Granger falctadings which directly feed into the

calculation of Hasbrouck’s measure.
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7.1 Overview

This chapter investigates the subject of pricealiscy on the Moscow cross-listed equity market
between the MICEX and RTS exchanges. Arbitragevities should keep prices of cross-listed
assets in the competing markets from diverging.sTthe prices of cross-listings in the multiple
markets are expected to be cointegrated and torikendby one common factor or by the
implicit efficient price. Hasbrouck (1995) statédihe information share associated with a
particular market is defined as the proportionaitabution of that market's innovations to the
innovation in the common efficient price.” The m@ridiscovery contributions in this chapter are
measured by applying Hasbrouck (1995) and GonzaloGranger (1995) methodologies. Both
methods are based on a decomposition of return semes into a permanent component
associated with the efficient price of the assell antransitory component which reflects
microstructure effects. The efficient price shoddd identical in both markets, while the
transitory component may differ. The goal is toablth which market's informational

contribution is first impounded into the efficigmice.

The findings of this chapter support the notiont §hiace discovery occurs in the most trading
active MICEX (central) market yet also with statiatly significant results for the less active

competitor RTS (satellite market). The results @s® consistent with the hypothesis that the
more active trading market is the central market tre less active one is the satellite market.
These findings are in line with studies of Hasbto(#995, 2002) and Harris et al. (2002), which
focus on the US national price discovery relatigmdietween major and regional markets. On
the one hand, the more trading intense MICEX matkgbpens to be a dominant price
discoverer, contributing to the major informatidrage. On the other, both markets contribute to
price discovery significantly, yet the RTS stockrked plays rather a supportive role. These

conclusions are based on transactions as well gsiates based data samples.

In this chapter, the empirical analysis is basetath transaction and quotes data, unlike the one
type of data usually found in the price discovetgrature. For instance, the US market price

discovery analysis of Hasbrouck (1995) is basedeast quotes, while the analysis of Harris et
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al. (1995, 2002) is based on transaction pricespiethe differences in the nature of the data,
generally, both data types yield similar resultyaugh they present some fine differences in the

price discovery contributions to a common efficiprite.

Another distinct feature of this study is that firedings are not just based on one arbitrarily
chosen sampling frequency as usually presentdaeititerature {e.g. event time in Harris et al.
(1995), 1s in Hasbrouck (1995), 600s in Eun andh8&atal (2003), 10s in Grammig et al.
(2005) or 60s and 600s in Phylaktis and Korczal®{2P The analysis of this study is based on
a spectrum of frequencies for transaction and gudgta set types. Both types of data are
continuously sampled, containing sub-samples of5l, 30, 60,120, 240, 480, 960 and 1920

second intervals.

The sampling frequency range has been limited @0lt#1920s range because there is no better
way to cope with the trade-off between the issuesomtemporaneous correlation and non-
qguoting or trading. These trade-offs are stock @ading venue specific. By increasing the
frequency to the highest level, there is a rislpioking up too much microstructure effects (as
evidenced by e.g. Bandi and Russell (2008), GrananiyPeter (2008) and Chapter 8); such as
bid-ask quote bounce, stale quotes or missing vasens corrected by means of interpolation
resulting from lesser trading intensity. On theenthand, at a longer sampling interval the likely
information containing observations are lost, r@sgl in some parameters, still
contemporaneously correlated but not statisticaiignificant. The issue of the optimum

sampling frequency will be addressed in Chapter 8.

Despite the enormous amount of existing literatore US market price discovery and the

similarities in the market constellations betwears&a and the US, the trading environment of
the Russian equity market is distinct from its Wsiterpart. Firstly, unlike the US, the Russian
equity market is still an emerging market. Secondiythe given sample period, the Russian
economy operated under capital flow restrictionskerthe US. At the same time, cross-listed
equity trading on MICEX was denominated in RUB whih USD on RTS. The exchange rate
was dynamically set by the Central Bank of RusSiaK) based on the foreign exchange trading
results T-1. Given that one of the markets is quiateforeign currency, the exchange rate factor
is assumed to be exogenous despite its effecteodythamic pricing behaviour. The findings of

Liebermann et al. (1999), Grammig et al. (2005) Bhgtlaktis and Korczak (2007) indicate that
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the contribution of the intraday exchange ratediatb the common component is negligible,

providing support for the assumption of the exclearade as an exogenous variable in this study.

The rest of the chapter is organised as followsstllyi price discovery literature on national
cross-listed equity is illustrated and examinedcdbely, the two major frameworks of
measuring price discovery in multiple markets avenpared and discussed. Thirdly, empirical

results are presented and their findings are dsetls

7.2 Literaturereview

Following the general literature review on priceativery of Chapter 2, this part of the literature
review focuses exclusively on price discovery ia thultiple national markets. Price discovery
here has been defined as “the search for an equitibprice”, which is also a purpose function
of stock exchanges. Prices and quotes of homogestuuty securities traded on separate trading
venues are informationally linked, thus forming @ntegrating system. The price discovery
process, therefore, is supposed to be a functioa wiulti-lateral error-correction mechanism
(ECM). This field has been pioneered by two studiedarris et al. (1995) and Hasbrouck
(1995) which have examined the relative contributim price discovery in the US equity market,
between NYSE and regional exchanges. These twaoestade central to the subject of price
discovery in multiple national equity markets, ey have also since been applied universally

to the price discovery of informationally linked rkats.

Harris et al. (1995) reveal the adjustment dynanoicshe trading process implementing the
cointegration/error-correction methodology of Engled Granger (1987) based on transaction
prices of one cross-listed IBM stock between theSEY Chicago and Pacific stock exchanges.
Harris et al. (1995) demonstrate that the priceBM in 1990 on these three informationally

linked markets are cointegrated and follow a mialigeral error-correction process. They find a

significant price discovery with multi-directiongtice adjustments on all three exchanges.
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Hasbrouck (1995) proposes multiple cointegratedketaras a potential source of a common
innovation variance for cross-listed stocks betwN&SE and Boston, Chicago, Cincinnati and
the Philadelphia exchanges. The researched dais Is@ted on quotes at one second resolution,
comprising thirty DJIA stocks for a period of thremnths in 1993. Hasbrouck (1995) proposes
the concept of information share. Hasbrouck (198%)s that 92% of the price discovery is
attributable to the quoting on NYSE. This propartexceeds 84% of the trading volume share
on NYSE. The NYSE has been categorised as infoomatominant, the central market and
regional exchanges as satellite markets.

The studies of Harris et al. (1995) and Hasbrod®9%) reveal significant price discovery in
both main and regional markets. The market withhilgaest informational contribution is called
the information dominant or the central market ahe& market with substantially less
contribution is called the periphery or satellitarket. The Harris et al. (1995) study, on the one
hand, employs the error-correction (ECM) estimatiogthods of Engle and Granger (1987) in
order to measure the extent of differences in prioetween exchanges, reacting to the cross-
market information flows. Hasbrouck (1995), on thiher hand, employs a common-trends
vector auto-regression (VAR) representation utilisin essence the Johansen (1988) procedure.
The fraction of long-term total variation of retgrexplained by each market from a variance-
decomposition analysis is computed and is calleditifiormation share. The two models are

illustrated in detail in the methodology chapter.

In order to estimate the informational contributimiheach market, Hasbrouck (1995) proposes
an information shares based model, while GonzatbGranger (1995) estimate price discovery
contributions using a permanent transitory modekePdiscovery is defined in terms of the
variance of the innovations to the common factor Hgsbrouck (1995). The model of
information shares measures the relative contobutd variance in the common efficient price
of each market. The model of Gonzalo and Grangg3)Lfocuses only on the error-correction
process. This process involves only permanent,traoisitory shocks that result in a pricing
disequilibrium, as opposed to Hasbrouck’s (1993ind®n. The pricing disequilibrium occurs
because markets impound information at differetésran the context of price discovery. The

permanent-transitory model of Gonzalo and Gran@®©%) measures the contribution to the
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common factor of each market, where the price dsgocontribution of each market is defined

as a function of the market’s error-correction fiocefnts of the estimated VECM.

As a follow up to Hasbrouck’s (1995) study, Haetsal. (2002a) investigate price discovery for
thirty DJIA stocks cross-listed between NYSE, Chiwand Pacific stock exchanges employing
the Gonzalo and Granger (1995) methodology. Tha dat is based on transaction prices
sampled at event time rather than clock time fer 18988-1995 period. Harris et al. (2002a)
uncover varying and statistically significant pridescovery over time for all exchanges. The
central market NYSE was information dominant at beginning of the sample period. The
average common factor weight for the NYSE (72%)elp matched its share of the trades in
1988. By 1992 the proportion of the price discovaityibutable to the NYSE had declined for 27
of the DJIA stocks, averaging 49.6%. However, ttapprtion of price discovery on NYSE had
recovered substantially by 1995. These findings\tptw price discovery proportions not being
constant, but varying substantially over time. Té&m@mporal aspects of price discovery as well as

the variability attributable to trading are goimglte examined in detail in Chapter 9.

The application of the two competing methodologieshe empirical literature results in a
debate. The studies of Harris et al. (2002b) ansbkauck (2002) debate the performance of the
two models. Hasbrouck’s (2002) criticism is thag¢ ttommon factor method of Gonzalo and
Granger (1995) or common component share as enplioyelarris et al. (2002a) violates the
condition of the efficient price, which should benartingale. Harris et al. (2002b) respond to the
critique by arguing that the subject is price disy and not quote discovery. Therefore, even
when a central trading venue leads on quote raviswithout observable trading price
divergence conditioned error correction, price ov&y does not occur, if the quotes from
regional and central exchanges are matched whdesttare executed. DeJong (2002), Baillie et
al. (2002) and Lehmann (2002) derive the relatigndletween the permanent-transitory model
of Gonzalo and Granger (1995) and the informatioares of Hasbrouck (1995). The study of
DeJong (2002) demonstrates that only the modelasbkbuck (1995) takes the variability of the
innovations in price of each market into accoutlthcaigh both Gonzalo and Granger (1995) and
Hasbrouck (1995) offer a similar measure for tHermational contribution of a market on the

efficient price process. DeJdong (2002) proves tihat total variance of innovation is not
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considered with the common component method. Irirast) the Hasbrouck information share
approach provides a relative measure of how muclatian in the efficient price process is

explained. The variation in the efficient price daminterpreted as new information impounded
into the process of efficient price. The competapproaches of measuring the multiple market

contribution to price discovery are compared arsgubsed in detail in section 7.3.

A sub-strand of national market price discoveryeréiture is concerned with market
fragmentation between the electronic order drived dealer market segments. For instance,
Huang (2002) and Barclay et al. (2003) find thalNsGave the dominant price discovery share
in the NASDAQ market. On the UK equity market, LSETS traded securities are studied by
Friederich and Payne (2001) and Lai (2003) anda@di Dufour (2003). These studies find that
the price discovery process occurs largely on tderadriven SETS LOB. In sum, the electronic

order driven- market segment leads the price dmgoprocess.

The studies on multi-market price discovery addtéesquestion of price discovery between
central and satellite trading venues in the natiorakets. Although there is already research on
the established market (predominantly on the USketgrthe Moscow equity market is distinct,
not only micro-structurally but by the fact thatgtstill an emerging market. The Russian equity
market has grown over the years to be one of thedigotop ten stock markets in terms of
trading volume. Despite this, there is a lack afesech on the relationship between RTS and
MICEX. Is the price discovery relationship on tregianal Russian equity market comparable to

the central-satellite relationship in the natiod& market?

This study attempts to consolidate the price discpvelationship between central and satellite
markets with the two major stock exchanges in MasddICEX and RTS. The contribution of
this study to the price discovery literature isiaehd firstly by covering the lack of research on
the Moscow market; secondly by utilising transactiand quotes based intraday data and
applying both major price discovery measuremehin toy presenting the estimation of results
in a spectrum of sampling frequencies, and finajhyseeking to reconcile the performance of the
Hasbrouck (1995) and Harris et al. (2002a) appresich
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This chapter focuses on the following questions:
* Is there a long-run equilibrium relationship betwdiee Moscow markets?
» If so, how is the price discovery lead-lag directielationship characterised?
* How much does the individual market contributehi® ¢common factor?

* Which type of methodology and data perform better?

The following null hypotheses have been established
1. Ho: There is a long-run equilibrium relationship beem MICEX and RTS pricing.
2. Ho: MICEX leads RTS, the price discovery relationsisipini-directional.

3. Ho: MICEX is the informationally dominant market.

7.3 Price Discovery in Multiple Markets

Chapter 6, Methodology, describes two major comgetschools of thought in the price
discovery research literature. Both schools progoseeasurement of a market's contribution to
price discovery in a cointegrated system: infororatshares {Hasbrouck (HIS), (1995 and
2002)}, and common factor components {Gonzalo amdnGer (GG) (1995)} employed by
Harris et al. (2002). Literature review section Tl@strates similarities between those two
approaches: Harris et al. (2002) view price discpwemilarly to Hasbrouck (1995) in terms of
innovations in the permanent components of thehsistac process in the underlying cointegrated
time series. Both models use the vector error cbae model (VECM) as their basis and
Hasbrouck (1995) points out that the VECM is caesis with several market microstructure
models in the existing literature. Both schoolsénaxtensively researched the price discovery
relationship on the US national stock market, betwBYSE and the regional exchanges, and
arrived at similar findings; that the central marke. NYSE leads the price discovery with a

contribution approximately 70-90%.

Despite this initial similarity, the information ates and permanent-transitory models use
different definitions of price discovery. Hasbroudefines the permanent component as a

combination of current as well as lagged markeiabdes (Equation 43). He measures markets
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innovation to the total variance of the common conmgnt (trend) innovations. The common
stochastic trend and the transitory componentsdaven by current and lagged innovations in
the residuals. Hasbrouck’s (1995) methodology taktesdard deviations and correlations of
price innovations into account. The HIS measurevides upper and lower bounds of
information share by means of ordering in Cholesigforization. The arithmetic mean which is
comparable to the GG measure is obtained from dbheads. Gonzalo and Granger (1995) on the
other hand, measure the impact of long-run infolonaarrival on the innovation in the common
factor. Their permanent component comprises onlgreot values of the observed prices
(Equation 37). Gonzalo and Granger (1995) are coedeexclusively with the error-correction
process, and this process involves only permankeotks. The permanent-transitory model
measures each market’s contribution to the comraotof, where the contribution is defined as
a function of the market’s error-correction coa#fids. This very intuitive measure utilises the
factor loadings of VECMs, while the values sum apmhe. The HIS method measures, however,

only the upper and lower bounds of the informasbares.

Although the information share (HIS) and the peremstransitory (GG) models are applied to
the same subject of research, the two methodologieside different views on the price

discovery process. The Hasbrouck (1995) model etstrthe price discovery process using the
variance of innovations to the common factor. Thentalo and Granger (1995) approach
focuses on the components of the common factortlae@rror correction process. This method

involves only permanent as opposed to transitooglshwhich result in disequilibrium.

However, the major difference between the two apghes is that, on the one hand, Harris et al.
(2002a) applies the GG methodology to the transagrices, and, on the other, Hasbrouck
investigates price discovery by implementing hifhimation share framework on the order
guotes. Harris et al. (2002a) address permanenvations in prices in near synchronous (time
span minimised) trading time, which is dependenéwent time frequency rather than clock time
frequency, whereas the methodology of Hasbrouckesdds permanent innovations in the best

prevailing quotes continuously sampled at one sg:é@guency.
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Hasbrouck (2002) shows with his simulation modat twhen regional (satellite) markets cross
uninformative trades at the stale quote mid-pointhe central market, the Gonzalo- Granger
(GG) approach may provide biased estimates ofrtleefrice discovery parameters. In contrast,
the position of Harris et al. (2002a) is that tbhenpetition for order flow between the centralised

and regional exchanges takes place in trades &nd gootes.

Harris et al. (2002a) believe that price discowdogs not result from fast updating of the quotes
to reflect an information event. According to Haret al. (2002a), the price discovery process is
initiated only when the limit order placers or metriparticipants evaluate the information in a
different way in order to execute a transactiona aivergent price in error correcting fashion.
Their argument is that regional exchanges do nobpste on quotes because there is no
requirement that the market with the best quote aldomatically receives an order. Therefore,
despite the satellite exchange revising their qot®re slowly even when a central trading
venue leads on quote revision, price discovery am¢soccur without observable trading price
divergence and error-correction, unless the quéta® regional and central exchanges are
matched when trades are executed. Furthermoreistdral. (2002a) argue that “stale quotes on
one market can provide evidence that another médetmoved first to incorporate permanent
innovations in the stock price”. Therefore, theonmhation shares and impulse response functions
of Hasbrouck (1995) demonstrate the relative spéeshort-run order quotadjustment across
exchanges. The analysis of Harris et al. (2002ajdes on unequal price changes in near
synchronous transactions, because of the presdnaet® quotes and quotes with little or no
depth in the inter market quote data. Assuming dhe way price discovery hypothesis, a
satellite market could trade at a new price be#oteade in the central market, even though the

central market updated the quotes first.

The debate about which methodology better meagheescontribution to price discovery is
resolved by DeJdong (2002) for instance, who deritres indirect relationship between the
information share and common factor component nustlogies by demonstrating that the
Stock-Watson (1988) common stochastic trend withsighcratic transitory disturbance and the

GG permanent-transitory decomposition are closelgted. According to DeJong (2002),
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transitory innovations associated with factors sashmarket imperfections, bid-ask bounce or

reporting errors are ignored by both frameworks.

DeJong (2002) proves that the methodologies of tdaslit and Gonzalo and Granger are
indirectly related to each other. The GG factordlogs (Equation 35) feed directly into the
calculation of Hasbrouck’s information share meag&quation 44). Similarly, the GG common

factor weight (Equations 37 and 38) measures tipaaiof information arrival (captured by)

on innovation in the permanent component, wheréas ibformation share measures the
contribution of information to the total varianceinovation in the permanent component. The
major difference between the two approaches isdleeof the variance of innovations. The GG
definition only works with the weights that innoiat of markets have in the increment of the

efficient price. This definition ignores the var@anofe, . The information share measures the

share in the total variance of the efficient pigb@ange contributed by each market.

The structural determinants of two establishedepdiscovery measures, the information share
of Hasbrouck (1995) and the common component siiagoyed in Harris et al. (2002a), are
analysed by Yan and Zivot (2007). Using a strud¢tcoantegration model, they demonstrate that
the two measures separately cannot differentiatevd®® dynamics of price discovery on
multiple markets. Furthermore, only the informatisimare methodology measures the relative
order flow of individual markets. The informatishare of one market is higher if it impounds
less liquidity shocks and more new information. Heer, both the information share and
component share measure the relative liquidity kh@nd noise trading shocks. They conclude
that the application of the information share alamth the common component measure is
complementary and can help differentiating betweeninteractive effects of the two types of

shock.

Finally, where the views of Hasbrouck and Harrigle{2002b) diverge is actually the nature of
the information flow and which data type betteteets price discovery. The information flow is
assumed to be discrete by Harris et al. (2002alevithis continuous in Hasbrouck’s framework.
Harris et al. (2002a) assume that trading is enumge to the information flow process.

However, the information may still be flowing, evémplaced orders are not matched and trades
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do not take place on any trading venues. Informafimwv may not be a discrete on/off event; a
period in which no transaction occurs may alsoertfla part of the information. This notion
implies that executed transactions (even ordersi@vs) do not happen frequently enough to
reflect all the information flow. There is also asgibility that traders in the satellite market may
react to the new information by not submitting adeo until the information is fully absorbed in
the dominant market. If the new information arriv&lnot captured by either proposed price
discovery measuring approaches, it does not meanthle price discovery is not in process.
Since trades occur mostly in a discrete fashioenewvhen the prices are not adjusting to the
available information, there are undefined inforimaiperiods between these transactions. Harris
et al. (1995, 2002a) do not offer a direct prowisior the transactionless periods. However, they
attempt to minimize the time span of these perioglsause they believe that information only
exists if there is a manifestation of it in a tra@aly Hasbrouck’s, sampling methodology offers
to overcome the issue by filling the seemingly Gimhationless” periods with the best prevailing
limit order quote.

The major shortcoming of GG measure is the absehdagged innovations in the common
component. When the variances are contemporanecuosiglated, the major disadvantage of
Hasbrouck’s (1995) information share approach is omoiqueness of the upper and lower
bounds resulting from of permuted ordering in theol@ésky factorisation. Lower and upper
bounds have the tendency to widen considerablgvatn sampling frequencies, due to the rising
contemporaneous correlation of innovations. Moreemné studies seek to correct the
shortcomings of both frameworks. Grammig and P@@08, 2010) and Peter and Kehrle (2010)

propose unique information shares based on disiwial assumptions.

In order to measure price discovery, this study lements both major approaches: the
information shares a model developed by Hasbrol8RY) and the permanent-transitory model
discussed by Gonzalo and Granger (1995). Hasbr¢i@®5) uses a Stock-Watson (1988)
common stochastic trend decomposition to decomp@sesaction prices into random walk,

which Hasbrouck interprets as the efficient prioel @aransitory disturbance, and measures the
contribution of each market to the variance of themer. The information shares are not

uniquely defined if the price innovations in thederlying markets are correlated. One has to
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compute upper and lower bounds for the informasbares attributable to each market. The
price discovery contribution measure of Gonzalo &rdnger (1995) is uniquely defined. It
decomposes transaction prices into a permanentaaenp which is integrated of order 1(1), and

a transitory component which is stationary.

There is evidence that price discovery is not ardgditional upon the choice of data type but
also sensitive to the choice of the sampling fregyeas illustrated by the study of Grammig and
Peter (2008). Differences in the trading intensity cross-listed securities between
informationally linked markets are normal. The MICHEnarket is the most trading intensive
market, and hence is expected to contribute masteoinnovation to the common efficient price,
and therefore lead price discovery. Therefore, MHEEX market is expected to be the most
innovative market, but the degree of informatioc@htribution of the MICEX market would be

dependent on how frequently the data is sampledcM&ampling frequency should be used in
order to measure price discovery contributions eately? This question will be addressed in
Chapter 8.

74 Empirical Results

This section reports the results of the price discp analysis based on the Moscow cross-listed
equity market. The analysis is characterised bynth#i-dimensionality of the empirical results:
sampling frequency, data type, price discovery rdoution methodology and cross section of
individual stock. Since the results are sensitivéhe above mentioned factors, the spectrum of
results is presented for the MICEX exchange (unleg®rwise stated) grouped and then
individually. Consequently, the resulting RTS cdnitions are 1-MICEX contribution. Firstly,
the ADF and Johansen cointegration tests are appbietest stationarity of the time series.
Secondly, the VARs and the error-correction mo@eés estimated by Equations (33) and (34)
respectively, in Chapter 6, in order to determine lead/lag relationship between the MICEX
and RTS stock markets. Finally, information shard permanent-transitory models are applied

to estimate the contribution of each market tocty®mon factor.
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There is evidence that the MICEX market is a domirgice discoverer. Both the Hasbrouck
(1995) and Gonzalo and Granger (1995) measuresait@MICEX is the central market, as it
plays the primary role in price discovery. Desménsitivity to the sampling frequency choice,
the information share of MICEX is significantly ¢ar than the satellite RTS market and the
price discovery predominantly occurs in the cemtnatket. The results of price discovery share
similarities with Harris et al. (1995) and the Hamlrk (1995) studies. Like Harris et al. (1995)
and Hasbrouck (1995), this study supports the noti@t there is a central-satellite market
relationship on the Moscow cross-listed equity rearlfMICEX is the central market, which is
similar to NYSE. The MICEX price discovery contriian on average accounts for over 80%,
matching the findings for NYSE of Hasbrouck andri$aet al. (1995). However, the findings of
this chapter may differ from the findings of otlstudies which are either based on daily data or

sampled at a lower sampling frequency (above 30.min

In order to exclude the possibility of a spurioa&tionship between the underlying RTS and the
MICEX variables, it is important to test the unibts prior to testing for cointegration and the
causal relationships, ensuring that the residuaddl @CM and VECM models are stationary. A

series is said to be integrated of order I(1)t iias to be differentiated once before becoming
stationary. Formal testing for stationarity hasrbperformed with the Augmented Dickey-Fuller

(ADF) (1979) unit root test and the Phillips-Per(@988) test.

7.4.1 Stationarity and Order of Integration

Formal testing for stationarity can be performedhwihe Augmented Dickey-Fuller (ADF)
Dickey and Fuller (1979, 1981) unit root test. Untdree null of unit root, test results indicate that
the time series are not stationary at levels, bey tare stationary after the first difference. All
ADF and PP level tests indicate a statistical $icgmce at the 5% level under the null that there
is a unit root. These results provide strong ewdethat the price and quote time series are
integrated in order one I(1). The augmented Dickalfer test rejected the null in first
differences, therefore the test indicate unit rdatdime series for all eight securities, in all

markets, for all sampling frequencies. Regardléshe sampling frequency, the overall results
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indicate unit root in level and 1(0) in first diflence, which fulfils the requirements of the

cointegration assumption reported in Tables 222hd

Level Tests 1st Difference Tests

EESR ADF - Fisher PP - Fisher Chi-square ADF - Fisher Ch PP - Fisher Chi-sq

Statistic 2.78 3.17 491.16 * 310.51 *

Prob. 0.84 0.79 0.00 0.00

Obs 3104.00 3108.00 3102.00 3105.00
GAZP

Statistic 0.01 0.00 421.80 * 416.44 *

Prob. 1.00 1.00 0.00 0.00

Obs 2531.00 2532.00 2529.00 2529.00
GMNK

Statistic 0.04 0.04 366.42 * 22757 *

Prob. 1.00 1.00 0.00 0.00

Obs 3108.00 3111.00 3107.00 3108.00
LKOH

Statistic 10.31 10.45 344.58 * 342.30 *

Prob. 0.11 0.11 0.00 0.00

Obs 3116.00 3117.00 3114.00 3114.00
RTKM

Statistic 1.69 1.69 310.17 * 311.71 *

Prob. 0.95 0.95 0.00 0.00

Obs 3053.00 3054.00 3051.00 3051.00
SIBN

Statistic 8.65 841 430.13 * 286.18 *

Prob. 0.19 0.21 0.00 0.00

Obs 2863.00 2865.00 2861.00 2862.00
SNGS

Statistic 3.42 3.45 397.51 * 257.78 *

Prob. 0.75 0.75 0.00 0.00

Obs 3115.00 3117.00 3113.00 3114.00
TATN

Statistic 5.70 4.46 471.76 * 472.02 *

Prob. 0.46 0.61 0.00 0.00

Obs 1203.00 1203.00 1200.00 1200.00

Table 22 Summary of Unit root Tests for Quotes based data

The table reports the statistics of ADF and PPsteguotes based samples sampled at 1920s frequéie any time series,
q-1

denoted as, this test would be used to estimate the regreséiX, = 1, + a, X,_; + z ,Bk X,_ + &€,and to test
k=1

whether the coefficient!; is significantly different from zero. The null hethesis is that this coefficient equals zero, which

means that there is a unit roodnThe asterisks indicate a statistical significaatthe 0.05 level.
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Level Tests 1st Difference Tests

EESR ADF - Fisher PP - Fisher Chi-square ADF - Fisher Ch PP - Fisher Chi-square

Statistic 3.27 3.19 366.32 * 357.82 *

Prob. 0.77 0.78 0.00 0.00

Obs 2975.00 2976.00 2973.00 2973.00
GAZP

Statistic 0.50 0.60 437.11 * 429.25 *

Prob. 1.00 1.00 0.00 0.00

Obs 2333.00 2334.00 2331.00 2331.00
GMNK

Statistic 0.23 8.58 425.11 * 301.17 *

Prob. 1.00 0.20 0.00 0.00

Obs 3075.00 3087.00 3073.00 3084.00
LKOH

Statistic 0.31 0.52 446.28 * 267.97 *

Prob. 1.00 1.00 0.00 0.00

Obs 3108.00 3114.00 3106.00 3111.00
RTKM

Statistic 1.85 1.89 32481 * 318.61 *

Prob. 0.93 0.93 0.00 0.00

Obs 3086.00 3087.00 3084.00 3084.00
SIBN

Statistic 7.65 7.64 466.20 * 361.49 *

Prob. 0.26 0.27 0.00 0.00

Obs 2775.00 2778.00 2774.00 2775.00
SNGS

Statistic 3.81 10.63 436.38 * 257.01 *

Prob. 0.70 0.10 0.00 0.00

Obs 3142.00 3147.00 3140.00 3144.00
TATN

Statistic 8.69 7.02 482.21 * 475.13 *

Prob. 0.19 0.32 0.00 0.00

Obs 1311.00 1311.00 1308.00 1308.00

The table reports the statistics of ADF and PPste$ttrades based samples sampled at 1920s fregueoc details see the
annotation of Table 22. The asterisks indicatetissical significance at the 0.05 level.

Table 23 Summary of Unit root Testsfor Tradesbased data
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7.4.2 Cointegration Test Results

Following the unit root test procedures gives tlnstfstep in the Engle-Granger (1987)
methodology in testing for cointegration. GrandE3§1) introduced the concept of cointegration
in which two variables may move together, althougtividually they are non-stationary.
Cointegration is based on the long run relationdigpveen the variables. In the short run the
variables may diverge from each other. This stemlevanvolve estimating the long run
equilibrium (Equation 8) and conducting an ADF testthe residuals from the Equation 10. If

the residuals are found to be stationary, theiMtE&EX and RTS time series are cointegrated.

The cointegration analysis is essential becauseoiinon-stationary variables are cointegrated, a
vector auto regression (VAR) model in the firsffeliénce is misspecified, due to the effect of a
common trend. If a cointegration relationship ientified, the model should include residuals
from the vectors, lagged at one period, in a dycamector error-correction mechanism
(VECM). Granger (1986) and Engle and Granger (198Xe proven that, if Y (e.g. RTS) and X

(e.g. MICEX) are both 1(1) variables and are caygnéged, an error-correction model exists.

The Engle and Granger (1987) technique allows ifieation of only a single cointegration

vector within a system. Alternatively, Johansen9(,91995) offers a formal cointegration test,
enabling us to identify the maximum number of cegmating vectors existing between a set of
variables. The Johansen cointegration test chediether, or not, there is any cointegration
between the variables. It is, therefore, an altérasor supplementary test to those previously
described. This approach also gives the maximumliti&od estimates for the cointegrating
vectors. These estimates can be compared with tbbtsned through the application of
ordinary least squares using the Engle and Gratwgerstep method. The error-correction
mechanism (ECM) can be interpreted as showing tbéen exists a long run equilibrium

relationship between two economic variables, buthe short run, however, there may be
disequilibrium. With the error-correction mechanjsaproportional disequilibrium in one period
is corrected in the next period. The testing procedor causal relationships between multiple
variables could be carried out by VAR and VECM mode The VECM allows the

simultaneous estimation of short-term and long-tértar-market adjustments. The ECM and
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VECM approaches require the time series to be tatieeary or integrated of an order bigger
than zero, as well as being cointegrated.

The fundamental condition for the lead-lag relagiup analysis is the cointegration between the
price variables. If the residuals of the level exgion between markets time series are not 1(0)
stationary unlike their corresponding price serit®en the estimation results are spurious.
However, the ADF test coefficients displayed sigaifice at least at 5% significance level,
meaning that the null hypothesis, that there isi& noot, should be rejected for all stocks and

frequencies. Therefore, the residuals of the leaglession are concluded to be stationary.

Johansen cointegration tests are performed undexssumption of no deterministic trend and no
intercept in both VAR and VECM as suggested by lHastk (1995). The results clearly reject
the null of no cointegration and support the hypsi of at least one cointegrating relationship
vector among the two variables amongst all stodis@and sampling frequencies. These findings
are in line the with ADF residual test above. Wttle variables ordered as mid-point RTS and
MICEX market prices, the estimated cointegratingtoes are close to the vect@'™ = (1, —1)’

as indicated by theory. The results for the 192€bisé sampling frequency for quotes are
reported in Table 22.
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Cointegration Rank Test (Trace) (Maximum Eigenvalue)
EESR No. of CE(s) None At most 1 None At most 1
Eigenvalue 0.0004 0.0000 0.0004 0.0000
Statistic 726.2493 * 3.2630 722.9863 * 3.2630
Critical Value 12.3209 4.1299 11.2248 4.1299
Prob. 0.0001 0.0839 0.0001 0.0839
GAZP
Eigenvalue 0.0005 0.0000 0.0005 0.0000
Statistic 682.2291 * 5.0803 * 677.1489 * 5.0803 *
Critical Value 12.3209 4.1299 11.2248 4.1299
Prob. 0.0001 0.0287 0.0001 0.0287
GMNK
Eigenvalue 0.0004 0.0000 0.0004 0.0000
Statistic 704.8904 * 6.0604 * 698.8300 * 6.0604 *
Critical Value 12.3209 4.1299 11.2248 4.1299
Prob. 0.0001 0.0164 0.0001 0.0164
LKOH
Eigenvalue 0.0007 0.0000 0.0007 0.0000
Statistic 1295.1350 * 3.1450 1291.9900 * 3.1450
Critical Value 12.3209 4.1299 11.2248 4.1299
Prob. 0.0000 0.0902 0.0000 0.0902
RTKM
Eigenvalue 0.0002 0.0000 0.0002 0.0000
Statistic 297.5546 * 1.9226 295.6320 * 1.9226
Critical Value 12.3209 4.1299 11.2248 4.1299
Prob. 0.0001 0.1949 0.0001 0.1949
SIBN
Eigenvalue 0.0001 0.0000 0.0001 0.0000
Statistic 90.6618 * 1.8380 88.8238 * 1.8380
Critical Value 12.3209 4.1299 11.2248 4.1299
Prob. 0.0001 0.2061 0.0001 0.2061
SNGS
Eigenvalue 0.0003 0.0000 0.0003 0.0000
Statistic 540.6731 * 2.2082 538.4650 * 2.2082
Critical Value 12.3209 4.1299 11.2248 4.1299
Prob. 0.0001 0.1620 0.0001 0.1620
TATN
Eigenvalue 0.0001 0.0000 0.0001 0.0000
Statistic 66.7561 * 0.5482 66.2079 * 0.5482
Critical Value 12.3209 4.1299 11.2248 4.1299
Prob. 0.0000 0.5213 0.0000 0.5213

The table reports the statistics of unrestrictethtegration tests (trace and maximum eigenvalusetbeon quotes samples
sampled at 1s frequency. The initial null hypotiésithat there is no common stochastic trend astadhgariables versus the
alternative that one. The subsequent null is thertet exists at least 1 common stochastic trend atezisks indicate a statistical
significance at the 0.05 level.

Table 24 Johansen Cointegration Test Summary
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The results of Johansen’s unrestricted rank testdlaximum Eigenvalue and Trace are
presented in Table 24. The Johansen cointegraggin, twhen performed, revealed results which
clearly support the hypothesis of one cointegratiagtor among the two variables and hence
one common stochastic trend. In Table 25, the metaries of each market are cointegrated with
one common stochastic trend. The cointegratingovers close to the theoreticdll, —1),
indicating that the MICEX and RTS markets value shene underlying information differently
over the long run.With the variables ordered as-puioht RTS and MICEX market prices, the

estimated cointegrating vectors are close to thetove' = (1, —1) indicated by theory.

Whether the practice has deviated significantlyrnfithe theory has been tested at a later stage in

VECM by imposing restrictions.

M_MICEX(-1) M RTS(-1) Standard error t-statistic

EESR  Cointegrating Vector 1 -0.9994 0.0001 [-6736.36]
GAZP Cointegrating Vector 1 -0.9993 0.0001 [-10109.2]
GMNK Cointegrating Vector 1 -1.0000 0.0002 [-4307.09]
LKOH Cointegrating Vector 1 -0.9995 0.0001 [-10714.7]
RTKM Cointegrating Vector 1 -1.0008 0.0006 [-1584.95]
SIBN Cointegrating Vector 1 -0.9998 0.0019 [-530.820]
SNGS Cointegrating Vector 1 -1.0016 0.0002 [-4041.06]
TATN Cointegrating Vector 1 -0.9984 0.0009 [-1162.08]

The table reports the cointegrating vectors, tendard errors and t-statistics of the VECM (EigmaB4) for quotes based
samples, sampled at 1s frequency.

Table 25 Cointegrating Vectors based on Quotes 1s frequency

Almost all cointegrating vectors showed closenesthé theoretical 3™ = (1, —1)’. However,

most of the vectors deviated somewhat from therdgimal ideal. Therefore the restrictions for
the VECM of the cointegrating vecto($, —1)’ were imposed. The purpose of the test is to
determine whether the practice is significantlyfetént from theory. The test results of the
restricted models (reported in the Table 26) fostlck pairs indicate a non-rejection of null and

that the imposed restriction of the theoretifhl — 1) is not significantly different from the
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empirical. This finding is interesting because dkesthe difference of currencies quoted, the
exogenous exchange rate and idiosyncratic tradileg,rone could have expected a significantly
constant equilibrium gap between the markets. fdrerejection of the restriction supports the

notion that the exchange rate could be treated@ge@ous, as previously assumed.

MICEX vs RTS beta=(1,-1)
EESR Chi-square(1) 1.6202
Probability 0.2031
GAZP Chi-square(1) 0.6306
Probability 0.4271
GMNK Chi-square(1) 0.5057
Probability 0.4770
LKOH Chi-square(1) 1.0488
Probability 0.3058
RTKM Chi-square(1) 0.4467
Probability 0.5039
SIBN Chi-square(1) 0.0568
Probability 0.8117
SNGS Chi-square(1) 13.7020 *
Probability 0.0002
TATN  Chi-square(1) 3.4603
Probability 0.0629

The table presents the Chi-squared test statatidsheir p-values for the imposed restriction @htegration vector,[?T =(1,

—1)' from Equation 34 for all cross-listed secwstibased on quotes samples, sampled at 1s frequdmesterisks indicate a
statistical significance at the 0.05 level.

Table 26 Cointegration Restriction Test Summary

The cointegration tests of Engle Granger and Jamesaluate long-run relationships between
variables. Granger suggests the use of ECM to emathe dynamic short run relation and long-
run equilibrium relation. The framework of ECM catso examine the Granger-causality
relationship between variables. The analysis ofsabily between the time series provides an
explanation of the short-run dynamic adjustmentded by each variable to reach positions of
long-run equilibrium. The estimates of the coingtigm models determining the cointegrating

rank, the factorisation results in the matrix oearointegrating vector3"™ and the weighting

matrix a estimates of error correction adjustments for eggjocks in the sample, are more

consistent estimates then the ECMs of Engle anddérabut are in line with stated inferences.
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7.4.3 VAR and VECM and Lead-Lag Estimation Results

A general to specific model formulation strateggde to similar results, with the presence of
cointegration being robust to the number of ladse ®ptimal lag structure for unrestricted VAR
has been identified according to the minima of Suhwarz Information Criterion (SIC). The
optimum lag range has been between fifty for 1 séa@nd one lag for 1920 seconds sampling
intervals. Closer to the event time frequency o second, the lag structure tends to increase,
whereas for lower frequencies to decrease. For VE@B determinant of lag length choice has
been the SIC.

The focus of the analysis in this chapter is themeged VECM. The initial observation each day
for each stock is determined by the first sampiirigrval following the RTS opening containing
guotes in both markets. The more parsimonious ehoidag length for VECM has been finally
determined by the SIC. The initial lag length is B@s, which represents a sample with
observations at one second intervals. Then, usiagame set of observations that was used for
the estimation of the model with 60 lags, the VEGMstimated at each shorter lag length down
to one lag to determine the lag structure that mises the SIC. Lag lengths range from 1 for the

lowest sampling frequency, up to 50 for the higliesall time series combinations.

Table 23 reports the estimation results of the VE@&M causality. Estimation of the VECM
shows the influence of the MICEX returns on the R&firns sampled at 480s. Of particular
interest are the estimates of error-correction fonehts. As shown in Table 27, the error-
correction coefficients for the MICEX market ar¢imsited using the Equation 34, which is also
used to estimate the error-correction coefficidatsthe RTS market. The coefficient estimates
of the MICEX market are negative and not statifiiicsignificant. However, the error-correction
term for the RTS market is statistically signifitan the 5% level or higher andpssitive. This
implies that adjustments to the disequilibrium tgkace mainly in one market. Noticeable
differences in the adjustment process are obsdmetdeen the RTS market and the MICEX
market. The RTS market is responsive to the deptaf the MICEX market, but not vice
versa. This indicates that an information shockhs MICEX market would have a significant
effect on the RTS market, but an information shtickhe RTS market would not influence the

MICEX market significantly.
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Error Correction term Adj. Coeff. alpha Standard error t-statistic

EESR D(M_MICEX) -0.0001 0.0000 [-1.82480]
D(M_RTS) 0.0010 * 0.0000 [22.7329]

GAzZP D(M_MICEX) -0.0001 * 0.0001 [-2.49383]
D(M_RTS) 0.0012 * 0.0001 [ 18.1746]

GMNK D(M_MICEX) 0.0000 0.0000 [-1.35479]
D(M_RTS) 0.0008 * 0.0000 [ 24.8904]

LKOH D(M_MICEX) 0.0000 0.0000 [-0.81653]
D(M_RTS) 0.0022 * 0.0001 [ 34.2277]

RTKM D(M_MICEX) 0.0000 0.0000 [ 1.29994]
D(M_RTS) 0.0004 * 0.0000 [17.0295]

SIBN D(M_MICEX) 0.0000 0.0000 [-0.94587]
D(M_RTS) 0.0001 * 0.0000 [9.26225]

SNGS D(M_MICEX) 0.0000 0.0000 [-0.34418]
D(M_RTS) 0.0007 * 0.0000 [ 21.4491]

TATN D(M_MICEX) 0.0000 0.0000 [-0.97768]
D(M_RTS) 0.0002 * 0.0000 [ 7.43666]

The table reports the adjustment coefficiefsof the VECM from Equation 34, their standard eraod t-test statistics for all
cross-listed securities based on quotes sampl@plsd at 1s frequency. The asterisks indicatetasstal significance at the 5%
level.

Table27 VECM Error-Correction Coefficientsbased on Quotes 1sfrequency

7.4.4 Contribution to Price Discovery

There is evidence that MICEX trading dominates Mescow cross-listed equity market,
regardless of which price discovery estimation rodftdata type or sampling frequency is used.
Figure 22 and Table 28 clearly support the hypashes MICEX market dominance in price
discovery in the Moscow cross-listed equity markéte MICEX market contributes on average
almost 90% to the common component for both GG Hdisl methods. This finding and the
proportion of the information share captured by d¢batral market reveals a resemblance to the
central NYSE market as documented by e.g. Hasbr¢1@85). The share of contribution for
RTS price innovations should be regarded as a mimage of the MICEX information shares.
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The higher the information share of the MICEX prinaovations in explaining MICEX pre,
the lower the share of RTS.

1.00

M HIS average

B GG average

1 15 30 50 120 240 480 S60 1520 average

Figure 22 Summary of average HISand GG for Tradesand Quotes for MICEX

frequency(s) 1 15 30 60 120 240 480 960 1920 average
HIS average 0.76 0.89 0.91 0.91 0.91 0.87 0.86 0.84 0.80 0.86
GG average 0.81 0.87 0.88 0.89 0.89 0.90 0.91 0.92 0.91 0.89

The table summarises tlB®nzalo and Granger measures the mid-points oHasbrouck information shai of MICEX market
from Equations 37 and 4@spectivelyas a function of sampling frequency, for all crésted securities on average bawon
quotes and trades samples.

Table 28 Summary of average HISand GG for Tradesand Quotes for MICEX

Price Discovery based on Quotes
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Table 29, reports the upper and lower bounds, wialele 30 reports average mid-points of all
permutations of the Cholesky factorisation of infation shares. The MICEX exchange
dominates with an average information share of @5.4nd thus the RTS exchange yields an
information share of 14.6%. The lower and the uppeunds differ increasingly with lower
sampling frequencies, however Grammig (2008) detnates in similar fashion widening
bounds in the Hasbrouck (1995) upper and lower 8swf information shares. Baillie et al.
(2002) show in a bivariate case, using various gtesn that the average of the information
shares given by the two permutations is a reasenastimate of the market's role in price

discovery.

Table 31 presents the price discovery results ef RTS and MICEX market. The average
contribution of MICEX to the common component résdlin 88.5% according to GG measure,
across all stocks and all given sampling frequenciéese findings suggest that the MICEX
market contributes most to the price discovery @ssc The factor weights are a measure of the
markets’ contribution to permanent information, ahd greater a factor weight assigned to a
market, the slower its speed of adjustment to éxiim and the bigger its role in discovering
equilibrium price.

frequency (s) 1 15 30 60 120 240 480 960 1920 mean
EESR upper 1.00 1.00 099 0.98 0.96 0.84 0.82 0.83 0.69 0.90
lower 0.81 0.76 0.78 0.76 0.71 0.75 0.69 0.60 0.67 0.73
GAZP upper 1.00 0.99 099 0.98 0.98 0.97 0.59 0.68 0.96 0.90
lower 0.64 0.62 0.58 0.47 0.36 0.32 0.76 0.09 0.00 0.43
GMNK upper 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.99 0.99 1.00
lower 0.92 0.88 0.87 0.87 0.87 0.84 0.79 0.75 0.64 0.83
LKOH upper 1.00 1.00 1.00 1.00 1.00 1.00 1.00 099 0.97 0.99
lower 0.92 0.89 0.87 0.80 0.76 0.65 0.48 0.42 0.37 0.68
RTKM upper 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.99 1.00
lower 0.95 091 0.89 0.84 0.81 0.67 0.67 0.55 0.38 0.74
SIBN upper 099 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
lower 1.00 1.00 0.99 0.99 0.99 0.98 0.97 094 0.90 0.97
SNGS upper 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
lower 0.87 0.80 0.78 0.74 0.70 0.64 0.55 0.44 0.34 0.65
TATN upper 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

lower 0.94 090 0.88 0.87 0.85 0.83 0.82 0.76 0.71 0.84

mean 094 0.92 0.91 0.89 087 0.84 082 0.75 0.73 0.85

The table summarises the upper and lower boundtasbrouck information shares of MICEX market fromuBtion 46, as a
function of sampling frequency, for all cross-ltgecurities based on quotes samples.

Table29 MICEX Quotesbased upper/lower bounds of Hasbrouck Information Shares
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frequency (s) 1 15 30 60 120 240 480 960 1920 mean

EESR 0.90 0.88 0.88 0.87 0.84 0.79 0.75 0.71 0.68 0.81
GAZP 0.82 0.80 0.78 0.73 0.67 0.65 0.67 0.39 048 0.67
GMNK 0.96 0.94 0.94 0.93 0.93 092 0.89 0.87 0.81 0.91
LKOH 0.96 0.94 0.93 0.90 0.88 0.82 0.74 0.70 0.67 0.84
RTKM 0.97 0.95 095 092 090 0.84 0.84 0.78 0.69 0.87
SIBN 1.00 1.00 1.00 099 0.99 099 0.98 0.97 0.95 0.99
SNGS 0.93 0.90 0.89 0.87 0.85 0.82 0.77 0.72 0.67 0.82
TATN 0.97 0.95 0.94 0.93 0.92 092 091 0.88 0.86 0.92
mean 0.94 0.92 0.91 0.89 0.87 0.84 0.82 0.75 0.73 0.85

The table summarises the mid-points Hasbrouck iméion shares of MICEX market from Equation 46,aafunction of
sampling frequency, for all cross-listed securibiased on quotes samples.

Table 30 MICEX Quotesbased mid-points of Hasbrouck Information Shares

frequency (s) 1 15 30 60 120 240 480 960 1920 mean

EESR 0.94 092 0.86 0.83 0.79 0.70 0.67 0.65 0.59 0.77
GAZP 090 0.86 0.85 0.83 0.81 0.77 0.58 0.36 -0.26 0.63
GMNK 0.97 098 0.98 098 091 0.90 090 0.85 0.83 0.92
LKOH 0.99 097 0.97 093 091 090 0.89 0.81 0.74 0.90
RTKM 096 097 098 095 095 095 095 093 0.88 0.95
SIBN 092 095 096 1.00 1.00 1.00 1.00 0.97 0.94 0.97
SNGS 0.99 099 0.99 099 099 1.00 098 095 093 0.98
TATN 091 093 096 096 096 0.96 097 0.99 0.99 0.96
mean 0.95 095 094 093 091 090 0.87 0.81 0.71 0.88

The table summarises the Gonzalo and Granger nmesasfrMICEX market from Equation 37, as a functminsampling
frequency, for all cross-listed securities basedjootes samples.

Table31 MICEX Quotesbased Gonzalo and Granger Common Factor Weights

Price Discovery based on Transactions

Similar to the findings based on quotes data, TaBleeports an average MICEX price discovery
contribution of 82.6%, measured by GG across atipdimg frequencies and for all stocks. These
findings support the notion that the MICEX marketdominant in the price discovery process.
One could only presume that the reason for clelregafar from half is a relatively very large
MICEX liquidity relative to RTS, and hence the imfmtional contribution impounded in
MICEX market, which is in line with the findings éfarris et al. (2002a).
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Additionally, Table 32 reports the upper and loweunds, and Table 33 reports averages of all
permutations of the Cholesky factorisation of infation shares. The MICEX exchange
dominates with a mid-point information share of88.and the RTS exchange sustains an
information share of 16.6%. The lower and the uppeunds differ increasingly with lower

sampling frequencies.

frequency (s) 1 15 30 60 120 240 300 480 960 1920 mean
ESSR upper 0.77 096 0.97 098 097 096 0.96 098 096 0.76 0.93
lower 080 0.86 082 0.77 0.75 0.71 0.70 0.61 055 0.74 0.73
GAZP upper 050 091 094 096 0.98 097 0.95 0.97 099 0.59 0.88
lower 090 094 088 0.82 0.71 0.67 0.70 0.57 0.37 0.84 0.74
GMNK upper 0.43 0.76 0.84 090 093 096 0.95 098 0.98 0.99 0.87
lower 0.71 096 099 1.00 098 0.92 093 0.84 0.75 0.65 0.87
LKOH upper 0.46 092 096 097 096 096 0.95 095 0.97 0.95 0.90
lower 083 095 088 0.84 080 0.77 0.76 0.74 058 0.52 0.77
RTKM upper 086 099 100 100 1.00 1.00 1.00 1.00 1.00 1.00 0.98
lower 097 098 095 0.92 084 0.83 0.76 0.71 0.65 0.55 0.82
SIBN upper 0.43 0.76 0.84 090 0.93 0.68 0.90 0.76 0.95 0.98 0.81
lower 0.71 096 099 1.00 098 0.70 092 0.78 098 1.00 0.90
SNGS upper 0.27 083 0.87 096 098 1.00 1.00 1.00 1.00 0.99 0.89
lower 063 1.00 099 093 085 0.73 0.69 0.63 051 0.41 0.74
TATN upper 0.10 0.37 050 065 080 090 0.91 096 0.98 0.99 0.72

lower 0.17 049 064 078 091 0.98 099 1.00 0.99 0.95 0.79

mean 0.59 0.80 0.85 089 091 085 090 0.86 0.88 0.86 0.83

The table summarises the upper and lower boundtasbrouck information shares of MICEX market frouBtion 46, as a
function of sampling frequency, for all cross-lstsecurities based on trades samples.

Table32 MICEX Trades based upper/lower bounds of Hasbrouck Information Shares
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frequency (s) 1 15 30 60 120 240 300 480 960 1920 mean
EESR 0.78 091 0.89 0.88 0.86 0.84 0.83 0.79 0.75 0.75 0.83
GAZP 0.70 092 091 0.89 085 0.82 0.83 0.77 0.68 0.72 0.81
GMNK 0.57 0.86 092 095 095 094 094 091 0.87 0.82 0.87
LKOH 0.65 094 092 090 0.88 086 0.86 0.84 0.77 0.73 0.84
RTKM 091 099 098 096 092 091 0.88 0.86 0.83 0.78 0.90
SIBN 0.57 0.86 092 095 095 0.69 091 0.77 097 099 0.86
SNGS 045 091 093 094 092 086 085 0.81 0.75 0.70 0.81
TATN 0.13 043 057 0.72 0.86 094 0.95 098 098 0.97 0.75
mean 0.59 0.85 0.88 090 090 086 0.88 0.84 0.83 0.81 0.83

The table summarises the mid-points Hasbrouck imdéion shares of MICEX market from Equation 46,aafunction of
sampling frequency, for all cross-listed securibased on trades samples.

Table 33 MICEX Trades based mid-points of Hasbrouck Information Shares

frequency (s) 1 15 30 60 120 240 300 480 960 1920 mean

ESSR 0.68 0.84 086 0.87 0.85 0.83 0.82 0.85 0.80 0.65 0.80
GAZP 0.67 0.79 081 0.82 0.85 0.83 0.80 0.82 0.85 0.59 0.78
GMNK 0.64 0.73 0.75 0.79 0.80 0.83 0.82 0.87 0.89 0.91 0.80
LKOH 0.69 0.81 0.84 0.84 0.84 0.82 0.81 0.80 0.82 0.76 0.80
RTKM 0.84 093 096 097 095 1.03 099 097 099 1.00 0.96
SIBN 0.64 0.73 0.75 0.79 0.80 0.73 0.84 0.76 0.88 0.92 0.78
SNGS 0.63 0.78 0.79 0.85 0.89 096 099 1.02 1.11 1.19 0.92
TATN 0.51 0.64 066 0.70 0.74 0.79 0.80 0.84 0.88 0.92 0.75
mean 0.66 0.78 0.80 0.83 0.84 0.85 0.86 0.87 0.90 0.87 0.83

The table summarises the Gonzalo and Granger nmesasrMICEX market from Equation 37, as a functminsampling
frequency, for all cross-listed securities basedrades samples.

Table34 MICEX Tradesbased Gonzalo and Granger Common Factor Weights

The overall findings indicate that the MICEX mark#bes have a dominant role in price
discovery on the national cross-listed securitiesket. This finding may be explained by the
overall superiority of liquidity of the MICEX equitmarket. The hypothesis that the MICEX
market is the primary market and RTS the supportnaeket would be consistent with a larger
role for price discovery on the MICEX market thanRTS. Figures 23, 24 and 25, 26, presented
in the Appendix, indicate that this is clearly trdoe all the stocks in the sample. However, all
stocks have a considerable average informatioresigaeater than the 10% role for RTS price

discovery, but none of the stocks display a largiarmation share for RTS price innovations
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than the MICEX market price innovations. The figBnare similar to the study of Hasbrouck
(1995), where the main or central market contrib@eund 90% to the implicit efficient price,
and the regional market provides a supportive molthat process. The interesting question of

what explains the differences across stocks withdd@ressed in the cross-section analysis below.

Comparison of Results

The evidence suggests that both the Hasbrouck J1&8b Gonzalo and Granger (1995) price
discovery contribution methodologies perform simylavhen these measures are based on a
homogenous data type. However, the major differeéncperformance is attributable to the
choice of data type and sampling frequency, rathan the price discovery methodology.
Figures 32 and 33 report the average GG and Hi&aa@ll stocks and data types. Although the
distributions of GG and HIS differ across the sangpfrequencies, they display a similar “bell”
shape (Figure 32). However, if the results basedaia type are compared, differences in price
discovery proportions are visible at the frequeegyremes between MICEX and RTS (Figure
33). Looking at quotes based data, average HISG@Addisplay an identical, monotonously
faling and rising sampling intervals behaviour lwivery similar values across the rising
sampling frequency range. With trades based dat&heother hand, the behaviour is almost the
opposite: GG and HIS rise with rising sampling tregcy until they reach a plateau, and even
display a diminishing HIS above a 120 second sargpinterval, which is in line with the
finding of Phylaktis and Korczak (2007). The contmsly falling and rising sampling intervals
behaviour could be explained by censorship of MICEXovativeness and therefore an
increased bias towards a slower RTS market. Thianignteresting feature, since the two
competing price discovery methodologies become rpssively more controversial at the
sampling frequency extremes across the data tifsesbrouck information shares are smaller for
transactions at the highest frequency; howevehatl®20 second sampling frequency, HIS is
smaller for quotes. The GG measures display theooip behaviour; they are smaller for
transactions at the 1 second and larger for quattei920 seconds frequency. This behaviour
might be explained by the fact that the price digcp frameworks are applied on the chosen
data type. Harris et al. (2002a) focus on the #taisn based data and followed the GG

methodology, whereas Hasbrouck formulates his naetlogy based on continuously sampled
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best mid quotes. Figure 27 and Figure 28 and TaBfesnd 36 show the results of price
discovery; and if they are compared across thewdifit nature of data type, it becomes evident
that the measure of price discovery is generalghéi for quotes than for trades. This can be
observed from the graphs; all price discovery dbuations in the trades for MICEX are lower by
10-20%.

frequency (s) 1 15 30 60 120 240 480 960 1920 mean

EESRT 0.78 091 0.89 0.88 0.86 0.84 0.79 0.75 0.75 0.83
EESR Q 0.90 0.88 0.88 0.87 0.84 0.79 0.75 0.71 0.68 0.81
GAZP T 0.70 0.92 0.91 0.89 0.85 0.82 0.77 0.68 0.72 0.81
GAZP Q 0.82 0.80 0.78 0.73 0.67 0.65 0.67 0.39 048 0.67
GMNKT 0.57 086 092 095 095 094 091 0.87 0.82 0.86
GMNK Q 0.96 0.94 0.94 0.93 0.93 0.92 0.89 0.87 0.81 0.91
LKOHT 0.65 0.94 0.92 0.90 0.88 0.86 0.84 0.77 0.73 0.83
LKOH Q 096 094 093 090 0.88 0.82 0.74 0.70 0.67 0.84
RTKM T 091 099 098 096 092 091 0.86 0.83 0.78 0.90
RTKM Q 0.97 0.95 0.95 0.92 0.90 0.84 0.84 0.78 0.69 0.87
SIBN T 0.57 0.86 0.92 0.95 0.95 0.69 0.77 0.97 0.99 0.85
SIBN Q 1.00 1.00 1.00 0.99 0.99 099 0.98 0.97 0.95 0.99
SNGS T 0.45 091 0.93 0.94 0.92 0.86 0.81 0.75 0.70 0.81
SNGS Q 093 090 0.89 0.87 0.85 0.82 0.77 0.72 0.67 0.82
TATN T 0.13 043 0.57 0.72 0.86 094 0.98 0.98 0.97 0.73
TATN Q 0.97 0.95 0.94 0.93 0.92 0.92 0.91 0.88 0.86 0.92
mean 0.77 0.89 0.90 0.90 0.89 0.85 0.83 0.79 0.77 0.84

The table presents a comparison between the migdspbiasbrouck information shares based on quotgdrades samples of
MICEX market from Equation 46, as a function of gding frequency, for all cross-listed securitiessténds for trades and Q
for quotes based samples.

Table 35 MICEX Quotesand Trades averaged Hasbrouck Information Shares

The price discovery contribution of GG and HIS alsiaction of sampling frequency, displays
differences in values usually when based on tHereifit data type. This may be the major factor,
which sparked the debate between Hasbrouck (20@2)Harris et al. (2002a). Figure 29 and
Figure 30 display the price discovery contributestimates for GG and HIS methods for all
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securities and frequencies. For instance, with driggampling frequencies, the HIS share of
MICEX is substantially lower compared to GG (Fig@® and this is in line with the finding of
e.g. Phylaktis and Korczak (2007). In contrasthviawer frequencies the MICEX share of GG
seems to fall less steeply than in the case offbli$he range of sampling frequencies between
240 and 920 seconds. Quotes based data of the G& fasction of time generally rises
monotonously while for transactions it falls. Apfdm the monotonous decay, it takes roughly
the shape of a parabola; the price discovery dautian is larger for the lagging market at the
lowest frequency i.e. 1s. Intuitively, this chamttic may be most likely attributed to the
interpolation of missing price observations, keggmmind that the more interpolated market is
biased to have a higher informational contributiditso worth mentioning is that, besides the
overstated HIS for MICEX, there are more discrepsm price discovery contribution results
across trades than across quotes. It seems thatttes are far inferior to reconstructed and to
continuously sampled best prevailing quotes forghee discovery contribution computations,

because there is less informational content inrdresaction prices.
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frequency (s) 1 15 30 60 120 240 480 960 1920 mean

EESRT 0.68 0.84 0.86 0.87 0.85 0.83 0.85 0.80 0.65 0.80
EESR Q 094 092 0.86 0.83 0.79 0.70 0.67 0.65 0.59 0.77
GAZPT 0.67 0.79 0.81 0.82 0.85 0.83 0.82 0.85 0.59 0.78
GAZP Q 0.90 0.86 0.85 0.83 0.81 0.77 0.58 0.36 -0.26 0.63
GMNKT 0.64 0.73 0.75 0.79 0.80 0.83 0.87 0.89 0.91 0.80
GMNK Q 0.97 098 098 098 091 090 090 0.85 0.83 0.92
LKOHT 0.69 0.81 0.84 0.84 0.84 0.82 0.80 0.82 0.76 0.80
LKOH Q 0.99 097 097 093 091 090 0.89 081 0.74 0.90
RTKM T 0.84 093 096 097 095 1.03 097 0.99 1.00 0.96
RTKM Q 0.96 097 098 095 095 095 095 093 0.88 0.95
SIBN T 0.64 0.73 0.75 0.79 0.80 0.73 0.76 0.88 0.92 0.78
SIBN Q 0.92 095 096 1.00 1.00 1.00 1.00 0.97 0.94 0.97
SNGS T 0.63 0.78 0.79 0.85 0.89 096 1.02 1.11 1.19 0.91
SNGS Q 099 099 099 099 099 1.00 098 095 0.93 0.98
TATNT 0.51 0.64 0.66 0.70 0.74 0.79 0.84 0.88 0.92 0.74
TATN Q 091 093 096 096 096 096 0.97 0.99 0.99 0.96
mean 0.80 0.86 0.87 0.88 0.88 0.87 0.87 0.86 0.79 0.85

The table presents a comparison between the GoaraldGranger measures based on quotes and tradpkesaf MICEX
market from Equation 37, as a function of sampfieguency, for all cross-listed securities. T s&fat trades and Q for quotes
based samples.

Table36 MICEX Quotesand Trades averaged Gonzalo-Granger measures

Which framework performs better at estimating thece discovery relationship? The

methodologies are complementary; they can bothcberate, if applied on the appropriate data
type, and the sampling frequency is carefully cho3é&e proportion of contribution to the price

discovery between the two types of data appeabe tim a similar range at a 2-5 min sampling
frequency. This finding is in line with Yan and 8iv(2007). However, the HIS approach seems
to work better when applied on continuously samgiegher sampling frequencies, but with a
lower sampling frequency above 5min, the precisibthe average HIS declines progressively
because of the widening upper and lower bounds.G@anodel seems to perform better when
applied on the lower sampling frequency trades datsa. The GG model behaves in the
reverse way to HIS if they are compared on tramsadlata, particularly when the sampling

frequency rises above 1min. As seen in Figure 2ZBRagure 30, both price discovery measures
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tend to conflict at the sampling frequency extrenilse conflict could be explained by the
combination of two factors: the nature of the dataj the way Hasbrouck and GG define price
discovery. The data type with an appropriate samgpiiequency has a more profound effect on

the measuring performance.

On the one hand, the Hasbrouck model is based @rcdhtribution to the variance of the
innovations to the common factor from each marléte researched data contains the best
prevailing limit order quotes, which per se areises relatively more frequently than
transactions are occurring. Therefore, at highenpsag frequencies, the nature of the quote
time series is relatively continuous and innovatheenpared to transactions. So, the relatively
more innovative data type and the way Hasbrouckwiprice discovery, results in a relatively
accurate price discovery measure at a given sagpiguency. At lower sampling frequencies,
on the other hand, the nature of quotes becomesasiagly discrete because of the truncation of
inter period observations. This process is in essanform of inter-temporal aggregation, which
leads to “data thinning”, which “censors” the infaation contents of the pricing pattern, as
discussed by Hasbrouck (2002). The degree of irdbom censoring is dependent on whether
the trading occurs in exogenous or endogenousdiadioi the information flow process. This
notion contrasts with Harris et al. (2002a) whouarghat trading is an exclusively endogenous
information process. According to Hasbrouck, thegtalities of misleading inference may

increase further, if occurrence of trades is endogs to the information process.

On the other hand, when the GG method is appligtiddransactions based data, the nature of
the trades simply complements the price discovesfindion of GG. In comparison with
Hasbrouck, the Gonzalo and Granger model focusetheinnovations in the common factor
rather than in variances of innovations of the cammomponent. The stress is on the current
new information impact on the common factor, rathlee lagged variance behavior of
innovations in the common component. As opposedI® method, only when the transactions
are occurring is the impact of innovation reveakedl registered by the permanent factor
component, which ignores all inter-period historite GG method based on trades data displays
no superior performance relative to the HIS metbasied on quotes data. This may be explained
by the fact that the trade data is less innovativiee nature and the definition of the permanent

component of GG, where lagged innovations arenwtded.
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However, with the increasing sampling frequency #mel type of data, the choice of price
discovery methodology starts to gain importancgyfé 27 and Figure 28). This is particularly
true for the trades based data at higher samplieguéncies. From Figure 28, it becomes
apparent that at higher (below 5min) sampling feetpy both GG and HIS measures are
misleading. The trades are relatively more discitbi@n quotes by nature; the amount of
interpolation employed starts to influence the @mitscovery proportions in a biased fashion as
discussed in the data chapter. The nature of Hues$r based data type translates itself into a
behaviour displayed by Figures 23, 24, 25 and 2@ dmount of the interpolation bias effect is
greatest at the lowest sampling frequency sinceatheunt of interpolation is highest. A rising
amount of interpolation makes the trades data appeatinuous, despite originally being
discrete. On the other hand, the continuous naifiguotes data becomes more discrete as a

result of data thinning.

The combination of GG methodology applied on a @éigkampling frequency as well as HIS
applied on lower sampling frequencies, ceterisipayi should be avoided, because it may lead to
misleading inferences. The reasons for that areenitd) bounds of HIS at lower sampling
frequency and the absence of lagged innovatiotiseipermanent component of GG per se. One
should also treat transaction based data with @augispecially at the highest sampling intervals.
Misleading inferences may result from an increasiegree of interpolation in trades of

infrequently traded stock combined with the higrezshpling frequencies.

Cross-security Analysis

From Figure 33 it can be seen that there are sag\fiequency points for both price discovery
measures, where contribution of trades and quotess @ach other: between 240s and 480s for
guotes and trades. These crossing points couldobsidered as equilibrium price discovery
contributions with corresponding sampling frequenEgr quotes at 240s sampling frequency,
the MICEX market average contribution mid HIS is39. Based on Table 35, the average HIS
values range from a maximum of 99.4% (SNGS) to riieimum of 72.8% (GAZP). The
MICEX average contribution measured by GG is 86a8%80 second intervals. The range of
the average GG measure (Table 36) presents a odriggtween a maximum of 100% (SNGS)
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and a minimum of 57.9% (GAZP). These results adicative of similar price discovery
measures, and identical outcomes for quotes aigestige of accurate and robust measurements

for the quotes data.

Although the average HIS and GG are similar betwgeotes and trades, the measurement
accuracy for trades not only yields different préiscovery contributions, but also conflicting
results compared to quotes. Like the quotes averd@®.3% at 60s sampling frequency, the
MICEX market average contribution mid HIS is 89.886trades. The average HIS values range
from a maximum of 96.0% (RTKM) to a minimum of 7%6(TATN). Almost identical to
guotes, the MICEX average contribution measureds®yis 86.6% at 480 second frequency.
The range of an average GG measure is charactdmgsed maximum of 100% (SIBN) and
minimum of 75.6% (SNGS). The trades GG price discpwontribution of SNGS conflicts
somewhat with the results of HIS and GG for qudiased data. This inconsistent result for
SNGS is suggestive of a substantial asymmetry l@twefrequent trading associated with a
high degree of interpolation, and the quote rewisiothe two data types at the 480s sampling
frequency. Similar result discrepancies are fowrdafl lesser liquid stock including SNGS for
TATN and SIBN. However, the discrepancy betweemrediscovery methods and across the
data types starts to “settle down” at the 960sueegy, which indicates that the asymmetry
between quote revisions, and occurrence of tradasmidhes by means of the data sampling

censorship in the quotes.

The interpretation of the cross-sectional variata§rcontribution to price discovery measures
across securities leads to ambiguous results. Tleasumement extremes of SNGS in
informational contribution and the inferiority ofipe discovery on the RTS market may be
explained by lower liquidity (Table 14) on RTS apalticularly wider average bid-ask spreads
as reported in Table 13. Yet, these explanationsnpially all reflect the same underlying issue,
namely, that MICEX is an information dominant mark&oth broader interpretation and

implications of the finding that MICEX dominatesetimulti-market price discovery in Moscow

is suggested in the last section of this chaptexever, the larger information share of GAZP
security on the RTS market can be explained byabtiethat the GAZP stock was only listed on
MICEX at the end of January 2006. Beforehand, GA#itk was only available on RTS. The
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higher information share of RTS for GAZP trading dee attributed to the historically prevailing
concentration of GAZP trading participants on RTS.

At which sampling frequency should the price disrgwesults be compared? The HIS measure
for MICEX tends to decline with rising samplingentals, the GG price discovery contribution
tends to rise even at a 1920 second sampling aitéww quotes and trades based data. Based on
the results of market price discovery contributidas 1-1920 seconds sampling range, it is
inconclusive, which is the better sampling frequemntespite an observable equilibrium between
GG and HIS at 240s and 480s. However, since the@Gteades based data still displays a rise at
1920 second frequency, it may be argued that tategl has still not been reached i.e. it lies

beyond the 1920 seconds frequency.

It could be argued that sampling frequency afféloésinformation shares on MICEX for most
securities only to a minor extent. However, for BE&1d GAZP, the information shares fall
monotonically as the frequency reduces. The tendeof information shares to fall
monotonically can be explained by two factors: éffect of informational censorship in the data
caused by inter-temporal aggregation, and the gisiagree of contemporaneous correlation
between the cointegrated markets. Contemporanewtsation, in particular, contributes to the
sharp decrease of the lower bound in Hasbroucl85)Ldefinition of information shares. Inter-
temporal aggregation comes with a loss of obsemat(information) particularly in the more
actively trading market. The lower the samplinggtrency, the higher the informational
censorship, which makes the more active market lasls informative and increasingly
correlated with the lesser active market. The sedipe reduction in information shares, the
stronger is the effect of both informational cesbgr and contemporaneous correlation on the
initial informational asymmetry between the markéihis effect may be particularly true for
EESR and to a lesser degree for GAZP cross-listindggch are the most actively traded
securities on MICEX and less active on RTS at tighdst sampling frequencies. The question
of which sampling frequency is optimal is addresse@hapter 8. In order to resolve the issue of
sampling frequency choice, Chapter 8 seeks to sealyhe trade-off between microstructure
effects at the highest sampling frequencies aratimhtional censorship at the lowest, on the one
hand and the choice of sampling frequency in threecd of market microstructure, on the other.
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HIS Bounds Analysis

The Hasbrouck upper and lower bounds of informasioares tend to widen with lower sampling
frequencies. This is true for all stocks in the pbras presented by Figure 29 and Figure 30.
This finding is in line with the findings in thetdrature of Hasbrouck (1995), Grammig et al.
(2005) and Grammig (2008). By definition, the imf@tion shares are estimated with permuting
ordering of markets. The width of the bounds depemnl the contemporaneous correlation of
innovations in the residuals of the VECM. The boumdening is mostly determined by the
lower bound, which assumption rules out the contaanpeous effect of market Y (e.g. RTS)
price on market X (e.g. MICEX) price. Since contemgneous correlation increases with lower
sampling frequency, the lower bound decreases magiely than the upper. Consequently, the
precision of the price discovery parameter estiomatilepreciates, driving the mid-point of

information share of the central market down retato the initial higher sampling frequency.

Figure 29 and Figure 30 present the upper and |wands of Hasbrouck information share.
The information shares tend to be narrower for egsitihan for trades. A possible explanation for
this is that quotes are more innovative than traléS focuses on the lagged innovations in the
permanent component. These innovations are beimured by HIS because of the relatively
greater informational completeness (innovativene$she quotes data, expressed by a lower
degree of contemporaneous correlation. Trades basednation share bounds tend to cross
each other at the highest sampling frequency, dubd interpolation effect of the transactions,

as opposed to quotes based data, which do not cross

Figure 29 demonstrates the GG measure fitted imSupper and lower bounds. Looking at the
guotes based data results, for most stocks the t&3 sside the upper and lower bounds of
HIS. Only occasionally are there exceptions. Simidlahaviour is observable for trades data,
although, there are more exceptions here, partigutar higher sampling frequencies, i.e. 1-
60s. However, if transaction based data is utilislked results become less clear. For trades, the
HIS bounds become very narrow, sometimes even sederand GG could be found outside

these bounds. That could indicate that the tramsatiased data is less information containing
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and may therefore be less accurate in terms of uniegsthe price discovery contribution,

particularly at lower sampling frequencies.

Lukoil (LKOH) case example

The cross-listed Lukoil security could be consideee representative example. Along with
EESR, GAZP and GMNK, LKOH is considered one of thest actively traded stocks on the
Moscow stock market. As observable from Figure Bigure 34 and Figure 35, the price
discovery results based on the HIS method do nibérdsubstantially across the sampling
frequency spectrum. With the exception of the hégimpling frequency (1s and 15s) trades
based price discovery measurement; all price degowmeasures display a slowly declining
MICEX price discovery proportion with rising sammij intervals. Based on quotes, the average
HIS (90%) is close to the average GG (88%) at @apiing frequency. These high price
discovery contributions are supportive of the MICEXormation dominance notion. Figure 29
and Figure 30 show GG fitted between the upperlandr bounds of HIS for quotes and trades
respectively. The bounds widen with lower sampliregjuencies. The upper and lower bounds
of HIS are close to the GG values, in line with tisng price discovery contributions reported
above. The largest discrepancies in results areredisle at the highest sampling frequency. The
discrepancy is explained by the differences inrbture of trades data (discreteness) and the

resulting bias induced by the interpolation.

To summarise results so far, price discovery foeight cross-listed securities occurs largely in
the MICEX market with a smaller, economically sifgrant but statistically insignificant role for

RTS. This is consistent with the MICEX market beihg primary market for all considered
cross-listed securities, with RTS trading followitige MICEX market. However, RTS has
significantly less than a half information share fall stocks and has more than a 10%

information share for five securities.

Interpretation of the Findings

The central-satellite market constellation in Mascoould be compared to the established

market in the US and explained by at least two thygses suggested by the literature in e.g.

163



Chapter 7: Price Discovery in the Moscow Equity kédr RTS vs. MICEX

Harris et al. (2002a): the trading-practices hypsib e.g. Keim and Madhavan (1996) and the
spread-sensitive-uninformed order-flow hypothesg &enveniste et al. (1992). The spread-
sensitive-uninformed order-flow hypothesis may otfee most plausible explanation as to why
MICEX overtook RTS in attracting a higher levelastier flow and therefore gained the status of
information dominant market. Following the spreadsitive-uninformed order-flow hypothesis,
MICEX managed to attract a higher proportion ofuidity traders. Consequently, MICEX
attracted more uninformed order flow by outcompgtime RTS market with lower equilibrium
spreads, which is consistent with the average IdMskiask spread statistics in Table 13 and the
finding that the average spreads on MICEX were @l/&wer by 60-80% in 2006.

The trading-practices hypothesis can offer an ewgilan as to why RTS, despite being
statistically insignificant in price discovery, ramed an economically significant exchange
given the importance of institutional trading preetdifferences across RTS and MICEX. It
could be argued that RTS managed to retain its@oansignificance by being attractive to
institutional traders due to special quote-driveatfires, such as special negation orders, delayed
settlement and settlement in foreign currency, WiNBCEX did not offer. Generally, the match
making feature of RTS is the main advantage thattrikely offered the price improvement,
which institutional trading are assumed to be segkir {Keim and Madhavan (1996)}. Besides
that RTS also offered a better developed derivaseeurities segment, the feature in which
MICEX was lagging. Overall, it could be generaligkdt MICEX simply lacked the features that
made RTS attractive to the institutional investarsp kept the price discovery function on RTS
alive. The competition for cross-listed securitiestwo Moscow exchanges resulted in one- way
price discovery, i.e. both markets offered competitadvantage in complementary segments.
Finally, growing competition from abroad e.g. LSkhich is going to be investigated in the
Chapter 8 and the declined competition in pricedisry on the Moscow market might have
been the motives for a merger between MICEX and.RAUther implications of the overall
findings are discussed in detail in section 10mMplications of the Findings, in Conclusions,
Chapter 10.
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7.5 Conclusion

Regardless of which dimension is considered, thdifigs suggest that MICEX is the central
market where most of the price discovery takeseld&®TS is a satellite market and has a
supportive role. The complexity of the analysich&racterised by the multi-dimensionality of
the empirical results: sampling frequency, dateetymrice discovery contribution methodology
and the cross section of individual stock. Theifigd of Chapter 7 can be summarised in the
following way: all time series cointegrate at least5% significance level; the pricing on
MICEX generally does not adjust to RTS pricing; emtitan 80% of innovations are impounded
into the common factor by MICEX. These findings aomsistent with the notion of a central-
satellite market relationship, as documented byrisl&t al. (1995) and Hasbrouck (1995). The
central market informational domination of MICEXsembles that of NYSE. The Russian

central-satellite market constellation is compagdblthe one in the US.

MICEX is the overall and cross-sectionally consisterice discovery leader followed by RTS.
Although RTS trading represents a relatively srpalition of stock trading, it is an important
contributing factor in Moscow price discovery. Tfiedings are more sensitive to the type of
data and to the sampling frequency utilised, tloetiné choice of the price discovery contribution
methodology. The discrepancies in results betwlenatternatives measures of GG and HIS,
when applied to trades and quotes based data,ecatirtbuted to differences in the nature of the
data type rather to the price discovery methodalddpese differences in results, based on the
alternative data types and price discovery methamie$, are consistent with the deviations in
results found in the Harris et al. (2002) and Hasbk (1995, 2002) studies on the US market.

The implementation of trades based data is suffidier price discovery measuring purposes, if
transactions occur frequently enough and the sagpglequency chosen is not at the highest
level. It can be concluded that the transactiom @& less informational source for measuring
the contribution of price discovery at a samplinteival of under 120s, because of its discrete
nature which requires a higher degree of interpmiat Otherwise, with lower sampling

frequencies it is adequate for the purpose of meagsprice discovery proportions. The quotes

based data set is to be implemented in Chapten &rder to evaluate the price discovery
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contribution on the international scale, the nexapter will look at securities in the form of

cross-listed ADRs on the London Stock Exchange.

Further findings are: the proportion of price digexy contribution between the two types of data
is similar at 2-5 min sampling frequency, but thexee also distinct differences in the
informational contributions associated with samplinrequency; HIS appears to be larger for
transactions, a finding which is in line with YandaZivot (2007), but smaller for orders, and
vice versa: price discovery contribution is geligraigher for quotes than for trades; the GG
and HIS, as functions of sampling frequency, gdhefall continuously for the quotes based
data, while for transactions they rise and faltaaese of the interpolation effect. As indicated by
Baruch et al. (2005), liquidity of a security majfeat the cross market price discovery
proportions. The effect of daily trading volumeaasindicator of liquidity is investigated in the

conditional price discovery in Chapter 9.

This chapter is the key contribution of this thesiss the first study that addresses the price
discovery issue on the Russian cross-listed equiyket. There are central-satellite market
constellation similarities between the Russian dfdcross-listed equity markets. However, the
data set of this investigation is distinctivelyfdient from US market data, because the price
discovery issue addressed here, is in the confeahcemerging market. The price discovery
relationship between the Moscow markets is unitpgeause of their equally unique economic,
political and regulatory environment. Despite thmilarity of the Russian and the US cross-
listed equity market constellations, there aretndiss in the price discovery literature that have
touched on the subject of the Russian cross-listpdty markets. Regardless of differences in
the economic and regulatory environment, the figdif this chapter are in line with the
existing research on cross-listed securities in s markets, analysed by Hasbrouck (1995,
2002) and Harris et al. (1995, 2002).
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Figure 23 MICEX Quotesbased mid-point Hasbrouck Information Shares
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Figure 24 MICEX Quotesbased Gonzalo and Granger PT measures
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Figure 25 MICEX Trades based mid-point Hasbr ouck Information Shares
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Figure 26 MICEX Tradesbased Gonzalo and Granger PT measures
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Figure27 MICEX Quotesvs. Trades mid-point Hasbrouck Information Shares
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Figure 29 MICEX Quotesbased Hasbrouck boundsvs. Gonzalo and Granger measure
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Figure 30 MICEX Trades based Hasbrouck boundsvs. Gonzalo and Granger measure
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Figure 34 MICEX LKOH Quotesvs. Trades based Hasbrouck Information Shares
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81 Overview

The research subject of this chapter is price dsgoon the international cross-listed equity
markets: the Moscow stock market versus the Lortock Exchange (LSE). This chapter is an
extension of Chapter 7, with the difference tha ttata set in this chapter includes a cross-
border trading venue, LSE. In 2006, LSE 10B competé&h the two Moscow stock exchanges,

RTS and MICEX for six continuous overlapping traglinours, by facilitating trading for the

eight most liquid equity securities in the formADR. As in Chapter 7, it is expected that the
more trading intensive market, in this case the ddeshome market, would have the edge in

price discovery contribution relative to the foreigSE market.

The issue of price discovery for internationallstéid stocks between London and Moscow has
not been addressed in the literature. The roleooidbn trading relative to the Moscow market is
unknown. Besides the previously unexplored data tbet value added in this chapter is the
notion of optimising the sampling frequency, asaggd to randomly choosing one or a range of
sampling frequencies, in order to estimate theepdiscovery contributions more accurately. The
nature of the intraday data is characterised byhiméce of sampling frequency, which is a trade-
off between the microstructure effects at the hsgheampling frequencies and the rising
contemporaneous correlation with decreasing samplirquencies. The main objective of
sampling frequency optimisation is the minimisatafrbias in the information shares caused by
transitory component, if the sampling frequencghissen too high or by the rising proportion of
contemporaneous correlation when the sampling éequ is chosen too low. Here, the study
attempts to address and resolve the problems calbsedmicrostructure effects and
contemporaneous correlation, when measuring thativel importance of the Moscow and
London markets in the price discovery process tdrimationally cross-listed stocks. The major
difference between Chapter 7 and Chapter 8, besimegeographical, political and economic
differences in the trading environments, is that@bar 8 deals with stock equivalent ADRs,

rather than the underlying cross-listed stocks.
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Since the HIS and GG price discovery shares vatly thie sampling frequency, as presented in
Chapter 7, it is vital to determine the optimumevation (sampling) frequency. The optimum
is the time interval across observations, at whihefficient price-transitory component trade-
off between contemporaneous correlation and miarostre effects is minimised. On the one
hand, in the case of low frequencies, the HIS beutiderge considerably due to the increasing
contemporaneous correlation of the price series.cdmmonly reported mid-point of upper and
lower bounds then becomes rather unreliable a®aydor the true information share. On the
other hand, using high frequency data, the infoionashare estimates are prone to a distortion
by microstructure effects, as documented in Gramand) Peter (2008). This chapter extends the
sampling frequency analysis of the previous chapterseeking to optimise the sampling
frequency choice based on the data set of Chajted Dy investigating the cross-border market,
LSE.

As demonstrated in the previous chapter on the MIBH'S relationship case, if the sampling
frequency is chosen at random, without taking imtocount the trade-off between the
informational contribution of the market microstw®e and the microstructure effects i.e.
contribution to the fundamental or efficient pripeocess (common component) and trading
mechanism related process (transitory effects)rebkelting information shares of a market may
be biased. The objective of the HF data analysithis chapter is to approximate a sampling
frequency optimum in order to minimise the biagilormation measures. The cross-listing price
discovery literature on the local domestic stockrkea suggests that the more order flow
intensive MICEX exchange leads over the less ad®¥& exchange. Is it still the case that

MICEX will maintain the central position relative t SE?

The rest of Chapter 8 is organised as follows:tllyirthe literature on international cross-listed
equity price discovery is reviewed. Secondly, tixésteng literature on optimal sampling is
presented and discussed. Thirdly, the results efatialysis are reported and the findings are
discussed. The last section summarises the maim{ia and points to a potential area of further

research.
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8.2 Literature Review

Following the general literature review of Chap2etthis section reviews the literature of price
discovery in the context of internationally croggdd equity. The early literature concentrates
mainly on low-frequency daily returns, In the earBsearch stage, tests of price parity or
arbitrage were conducted between the cross-ligedrsy prices, and between those in the home
market and abroad, on a currency-adjusted basidielEatudies such as Kato et al. (1991),
Wahab et al. (1992), Park and Tabakkol (1994), &ad Diltz (1994)Miller and Morey (1996)
have not found deviations from price parity whilederately small samples are used. Early
studies simply apply a multi-market price discovdérgmework to non-synchronous closing
prices across markets. However, newer studieseitgpecialty high-frequency data, based on

either transactions or quotes.

Generally, the studies based on daily low-frequetatp, do not conduct tests for price discovery
in the lead-lag relationship sense, but examinkslin pricing across markets. The majority of
low-frequency daily data based studies, such asgWanal. (2002), indicate that the home
market is the dominant source of pricing. For inst&a they examine links between twenty-two
cross-listed securities on the Hong Kong SEHK afdE markets, and find that there is a bi-
directional return and volatility spill-over relatiship between these markets. Lieberman et al.
(1999) examine six Israeli securities that areetisin New York, and find that price discovery
appears to occur in the home Israel market for $eeurities, while one security has a dominant
role in the foreign US market. The evidence fromw-foequency daily data indicates that the
issue of price discovery for cross-listed secwsitiemains unresolved. In order to capture the
trade dynamics, and to provide firm evidence of phiee discovery relationship, an analysis
based on intraday data is required. The lower-iaqu data, fails to capture the trade dynamics;

it only indicates an independent effect of the ratsk

As opposed to the above mentioned studies, thewwolh studies reveal significant price
discovery in both the home and foreign market, dititough the majority are informative, they
differ in their analysis and the quality of datalis¢d. The studies, in which intraday data on

individual securities have been implemented, hawniy concentrated on the relationship
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between the US and a variety of different marké&tse evidence from the mixed data sets
suggests that price discovery occurs significantiypboth home and foreign markets, the home
market being the leader. However, the proportiofsprce discovery contributions vary

depending on the data set. For instance, Ding.&f.899) investigate the relationship between
Singapore and Malaysia trading for one Malaysiam, fiand Ding et al. (1999) find that the

majority of the price discovery (approximately 708ecurs in the home country, Malaysia. The
finding is supported by the argument that the Msilmy market trading volume exceeds the

Singapore share in price discovery.

The application of different data sets, sampliregjfrencies and methodologies, has resulted in a
mixture of findings. On the one hand, there arelistithat support the notion that the foreign
market has the highest share in price discovery. ifkstance, Hedvall et al. (1998) find a
consistent result for Nokia cross-listing betweegidihki and NYSE, implementing the Gonzalo-
Granger (1995) methodology based on a two year leapgriod. There is evidence that the
NYSE plays the dominant price discovery role. Timsling, however, is explained by the 60%

proportion of trading volume of the NYSE market.

Flad and Jung (2005) investigate the relationshigsveen the US and the German equity
markets during overlapping trading hours. They emphe framework of the bivariate common
factor model of Harris et al. (2002a). In ordeestablish a permanent-transitory decomposition
between the two major equity indices DAX and DJil#e empirical analysis is based on high
frequency data. They find that the DJIA contribuidesmuch as 95% to the total innovation of the
common factor, clearly demonstrating the dominale played by the foreign US market during

overlapping trading hours.

On the other hand, there are studies that suppernotion, that the home market makes the
highest contribution to price discovery. These Esicsuggest that the cross-listed securities
traded on the home market prices lead, relativéhéir foreign listed “derivative” securities
market. For instance, Pascual et al. (2005) ingattia relationship between SSE and NYSE for
six Spanish stocks using the Hasbrouck (1995) ndeflbgy. They find that the contribution of

NYSE is marginal, while the SSE contribution tocgridiscovery is between 60% and 80%.
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Menkveld et al. (2007) examine seven major USdiddaitch securities. They reveal significant
price and quote activity around the NYSE openingwiver, they find that NYSE plays a minor

role in price discovery. In sum, the more liquiddemarket leads the price discovery process.

More recent studies offer evidence that price discp proportions are dependent on the relative
liquidity of the home and the foreign market. EundaSabherwal (2003) implement the
methodology of Harris et al. (2002a) to quotes &ades data for sixty-two Canadian securities
cross-listed on the TSX and the NASDAQ or NYSE. @lethey find strong evidence that
substantial price discovery takes place in botha@arand the US. Furthermore, they find that
the most important variable explaining the pricgcdvery relationship is the proportion of total
trading volume between the US and Canada. Thaheshigher the fraction of total trading
taking place in Canada, the higher the contributibthe Canadian market to price discovery and

vice versa.

Grammig et al. (2005) investigate the issue ofegpdiscovery by applying the Hasbrouck (1995)
methodology to three German companies as wellwasefen stocks from Canada, France and the
UK cross-listed on the NYSE, based on intraday .dakeey find that price discovery occurs
largely in the home market. However, their resdifer for three firms across the German
(XETRA) and US (NYSE) markets. Moreover, the exdermtes are modelled, but their impact
on price discovery seems to be insignificant. Tésults are similar to Phylaktis and Korczak
(2007) who examine the contribution of US tradiaghe price discovery process of sixty-four
British and French companies, cross-listed on NYSkilar to Eun and Sabherwal (2003), both
studies show that the extent of the US price disppeontribution is positively related to the
liquidity of US trading. They find strong evidentteat the concentration of stocks from a given
country increased the proportion of US trading nice discovery through the reduction in
information asymmetries. The estimated relative trdoutions of the markets from cross-
sectional regressions show that the most imponrantble is the proportion of total trading
volume - the higher the fraction of total tradiraking place in the US market, the higher the

contribution of the US market to price discovery.

186



Chapter 8: Cross-border Price Discovery: Moscowlamtton Stock Exchange

As a follow up to the studies of Eun and Sabherf2@D3) and Phylaktis and Korczak (2007),
Grammig and Peter (2008) investigate the priceodsy relationship of sixty-nine Canadian
securities cross-listed on TSX and NYSE. Their gsialis based on quotes data performed on a
range of sampling frequencies, and they employ alifred version of Hasbrouck (1995)
information share methodology. Grammig and Pet@0&2 indicate that the role of the foreign
market may have been underestimated. This hasdigéyuted to a potential bias of estimated
information shares by microstructure effects, irpgra which apply the Hasbrouck (1995)
framework, relying on high frequency data. The daace of imprecision of information share
mid-points, resulting from the widening bounds &waer sampling frequency, comes at the cost
of potential bias of the estimated information shat a higher sampling frequency. This is the

first paper that addresses and attempts to refiudvissue of the optimal sampling frequency.

The internationally cross-listed price discovetgrature based on high frequency data seems to
have reached a consensus; firstly, the home markesually dominant in price discovery found
in studies by e.g. Grammig et al. (2005), Menkvetdal. (2007); secondly, the degree of
dominance is dependent on the degree of relatiwedity between the home and the foreign
market e.g. Eun and Sabherwal (2003), Phylaktis lkkortzak (2005); finally, the intraday
exchange rate influence on price discovery contidipus statistically insignificant. According to
the findings of Liebermann et al. (1999), Grammigak (2005) and Phylaktis and Korczak
(2007), the contribution of the intraday exchangée rfactor to the common component is

negligible, supporting the assumption in this statlgxchange rate as an exogenous variable.

The question remains, given the presence of mitratsire effects in the high frequency sampled
data, whether the home market dominates its foreogmterpart in price discovery. Surprisingly,
there are only the Grammig and Peter (2008, 2010jies which address the issue of
microstructure effects relative to internationaicerdiscovery. All other studies report their
findings based on one single sampling frequencythEumore, there is a gap in the research
literature on price discovery between the Moscow &ondon stock exchanges, despite a

substantial number of cross-listings.
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The main questions that are addressed in this ehap:
*  Which sampling frequency is optimum in the conteft Moscow-London price
discovery?
* Does the home market dominate price discoveryivel&d the market abroad?
* How do the quotes in the London and Moscow equaykets adjust in the short run?

* Is there a cointegrating relationship between hantforeign market pricing?

It has been hypothesised that price discovery waalcur principally in the Moscow home
market, since the trading activity in the home reaik superior to the market abroad. There are
no directly comparable findings, since there is Inerature on the Moscow-London price
discovery relationship. However, in conjunctioniwihe cross-border price discovery literature,

it is expected that the home market would mainitaifeadership position.

1. Ho: The home market dominates the price discovergga®over the foreign market.
2. Ho: MICEX leads RTS and LSE, and the relationshimisti-directional.
3. Ho: There is a cointegrating relationship between EXCRTS and LSE.

8.3 Optimised Sampling Frequency

So far the term “noise” in the context of microsture has been used rather loosely. The use of
this term needs to be defined more precisely, stheeoriginal goal is to understand how
variation in the microstructure across trading \enaffects contribution to the common efficient
price. On the one hand, “noise” contained in thghHrequency data may contribute to a bias
when measuring the shares of price discovery acrusple markets. On the other, “noise” is
an essential feature given that it defines the aosicucture of a market mechanism. Instead of
analysing solely the effects of microstructure tltalise variation in the shares of price
discovery, one of the main research objectivesis ¢hapter is to find the sampling frequency
optimum from the econometric perspective. The aiglgims to uncover any variation in the
shares of price discovery across the spectrumropkiag frequencies. This can be achieved by
minimising the side effects of microstructure whaerasuring the price discovery shares. The

effect of sampling frequency choice on the estiomatccuracy of integrated return volatility
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based on the high frequency data is documenteldeititerature e.g. Andersen et al. (2001 and
2003), Barndorff-Nielsen and Shephard (2002), Ah&8ia et al. (2005), Hansen and Lunde
(2006), and Bandi and Russell (2005 and 2008). dwerall main objective of sampling
frequency optimisation is to minimise the biasrnformation shares, which may either be caused
by the interference of microstructure effects comd in the high frequency data or by an
increased proportion of contemporaneous correlaifannovations if the sampling frequency is
chosen adversely. The optimum sampling frequencylébermining the consistent information
share of a market is a mid-point or a range withia trade-off bounds between idiosyncratic
market microstructure effects and contemporaneou®lation. This scenario shares similarity
to the type | and type Il error, when making infezes. On the one hand, the sampling frequency
should be as high as possible in order to captiitbeainformation available; however it comes
with a side effect when measuring the price disppeentribution: that is, the information share
of a more active market may be biased up by miarostre effects. For example, Harris et al.
(2002a) point out that a market may be misperceagehore innovative if its quotes are updated
more frequently which may not necessarily reflecobatribution to the common efficient price.
Frequently updated quotes may reflect innovationthé common efficient price however may
also reflect higher degree of bid-ask bounce, wikiobuld be attributed to the transitory, rather
to the permanent component when the variance ajvemions is decomposed. On the other
hand, if the sampling frequency is chosen too lawer-temporal aggregation censors the
information content, biasing the more innovativerked down. The employed price discovery
methodologies of Hasbrouck (1995) and Gonzalo-Ga(iP95) are imperfect when it comes to
differentiating between dynamics of price discovenymultiple markets. For example, Yan and
Zivot (2007) demonstrate that the information shafrene market is higher if it impounds less
liquidity shocks and more new information. The effef informational censorship in HF data is
caused by inter-temporal aggregation, which ultetyatresults in the rising degree of
contemporaneous correlation of price movementshén dointegrated markets. Grammig and
Peter (2008) argue that contemporaneous correjatiomarticular, contributes to the sharp
decrease of lower bound in information shares &seate by Hasbrouck (1995). Inter-temporal
aggregation comes with a loss of observations qaatily in the more actively trading market.
The lower the sampling frequency, the higher tHermational censorship, which makes the

more active market look less informative and insmegly contemporaneously correlated with
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the lesser active market. Overall, the microstmecteffects in high frequency data and the
contemporaneous correlation of innovations acroagkets may contribute to the distortion of

accuracy when estimating the information sharesafdintegrated system.

Grammig and Peter (2008) state that the resultseoHasbrouck (1995) study, which is based
on one second continuously sampled best quotesl loata, might be biased despite the narrow
bound of information shares. Hasbrouck’s (1995)stavoids divergence of information share
bounds, because it utilises data sampled at theekigoossible frequency. However, sampling at
the highest frequency possible may not be the dmation according to recent literature dealing
with the estimation of return volatility using higrequency data. Ait-Sahalia et al. (2005) and
Bandi and Russell (2008) assert that market miarostre effects interfere with the fundamental
price process. These effects are negligible atdosgmpling intervals, but dominate the realised
variance estimate at high frequencies. Microstmectffects are transient price changes which
are uninformative concerning the fundamental valuan asset. They arise from sources such as

minimum tick-size, temporary inventory effectsuidity shocks and bid-ask bounces.

A non-parametric and indirect way of measuring thlative degree of microstructure effects
contained in the higher frequency data is perforrogdanalysing the realised variance (RV)
estimator as a function of sampling frequenciesdeksen et al. (2001 and 2003), Barndorff-
Nielsen and Shephard (2002) advocate data samplingigh frequencies of five minutes

optimum in order to estimate the integrated dadlatility of returns. The idea is to divide the

trading day d into M equivalently spaced time imméf =h/|\/|i* , compute log price changes

rdz‘j for each interval and compute the realised variance estimator as

—_ 2
RV, =21 (48)

If the underlying price process is a diffusion @eg with stochastic volatility, themlRV,

converges in probability to the integrated volstifor dayd. However, in the presence of jumps
and microstructure effects, the RV is an inconsiséstimator of integrated volatility. Shortening
the sampling intervals, by increasind, as opposed to aggregating the time series inter-

temporary, should improve the precision of themeator. However, Bandi and Russell (2008),
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Ait-Sahalia et al. (2005) indicate that aiming &mcuracy by increasing the sampling frequency
may be misleading. The studies demonstrate thaRthestimator can exhibit erratic behaviour,

if the sampling frequency chosen is too high. Téalised variance estimator displays stability
up to a sampling frequency of approximately two um@s, but increases sharply at higher

sampling frequencies.

Hansen and Lunde (2006) illustrate how the RV esttomis affected by market microstructure
effects under a general specification for the nolse allows for various forms of stochastic
dependencies. Market microstructure effects are-tlependent and correlated with efficient
returns. For Dow 30 stocks, noise may be ignorednafeturns are sampled at low frequencies
(e.g. 20 min). Microstructure effects are corredaeth efficient price, are time dependent and

are time variant.

How frequently should one sample, in order to avthid measurement bias? The current
literature on asset return volatility offers two joramethodologies to derive the optimum
sampling point: a parametric and non parametrichotet The parametric optimum sampling
frequency estimation method is proposed by Ait-8ahet al. (2005) and the non parametric
estimation method by Bandi and Russell (2008) ahdng et al. (2005). The focus of this
chapter is on the non parametric Bandi and Rug2@ll5) methodology. The sampling optimum
could be approximated by minimising the mean squareor (MSE) of variances between the
sampled observations and the inter-temporally aggesl sample, as suggested by Ait-Sahalia et
al. (2005) and Bandi and Russell (2008). The adtiera method is to determine the optimum
graphically by plotting the computed realised vace (RV) estimators, contemporaneous
correlations and HIS bound differences as a functib their sampling frequency across the

range of 1s - 1920s.

Bandi and Russell (2004, 2005 and 2008), defineofitenal sampling frequencyy’ :]/Mi* as
a function of the rati®d =q/ m i.e. the ratio of microstructure noise to the nembf interday

observations (signal to noise ratio). The optinaahpling J is defined as the minimumf the

conditional MSE in Equation 49. The optimal samgliitequency minimizes the difference
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between realised variance and the integrated \aign The intuition behind this equation is
that the RV estimator is expected to be less biageeh sampled at low frequencies, since

microstructure effects play less of a role whiiis large.

E{L%E(;Ln,i,\(]= EU[(Z;UUJ - VJ ] (49)

Bandi and Russell (2004) provide a “rule of thunaistimation procedure to isolate HF return
data of microstructure components, and extractrin&ion on efficient return variance by

sampling at optimal frequencies. They define obsgwrice at time,ias:

“Pin = Pn 17 (50)
Wherep,, is unobserved HF log efficient prige, is unobsgé microstructure noise artul

denotes a trading day and 1, . . ., ntrading days.
Thej-th inter-daily log return for dayis defined by:

r. =" ~ =1 ...,N\

N = p(i—l)h+j5_ Ri—l)h+(j—1)6’ (51)

The “rule of thumb” approximat@, expressed in equivalently spaced time inter\Mé is a

0
ratio between moments of the unobsereéitient returns, represented ) , and moments of

0
the unobservedoises in returng as defined by Equation 52:

1/3

M.

O
_|Q
O
a

(52)
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M low M 44
i (53)
3 4

0
Q =
where M at low sampling frequency (960s)

2
n mheh _2

) = Z
a=|———— i
high :

nM™" = =

(54)

and where M "9"

at highest sampling frequency (1s)
Both unobserved components of variance can be @&stihusing HF data sampled at different
frequencies: high frequency sampling (1s) captungsostructure noise (effects), whereas low

frequency sampling (960s) captures the efficientrrevariance.

84 Empirical Results

This section reports the findings of the price disy relationship between the Moscow and
London stock exchanges. The objective of this seds to analyse and to discuss the influence
of the sampling frequency on the contribution tacerdiscovery. As demonstrated in the
findings of the previous chapter, the estimatiocuagcy of price discovery contribution depends
on the following factors: the price discovery metblomgy, data type choice with associated
sampling methodology and the choice of the sampliregjuency. The price discovery
methodology is a question of definition, while tthata type choice is a question of availability
and sampling methodology. This section focuseshensampling frequency rather than on the
data type or price discovery methodology choicke @nalysis of this chapter has been narrowed
down to continuously sampled best prevailing bikl-gisotes, comparable to Grammig and Peter
(2008). As reported in the previous chapter, theds based data proved to be less accurate at

higher sampling frequencies because of infrequadirtg, particularly in a less liquid market.
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The overall findings indicate that MICEX is stili¢ overall, but on this occasion, disputed price
discovery leader, followed by RTS and LSE competorgsecond place. The optimal sampling
frequency suggests that the foreign market priseadiery share may be underestimated at the

highest sampling frequency, as documented in tla@n@rig and Peter (2008) study.

The empirical results section 8.4 is organised @bwvis: Firstly, the ADF and Johansen
cointegration tests are presented. Secondly, ttue eorrection models expressed in Equation
(34) are estimated in order to determine the legdahd the price discovery relationship between
the LSE, MICEX and RTS markets. Thirdly, the manalgsis is divided into two parts: On the
one hand, section 8.4.4 analyses the factors adsdcwith the optimum sampling frequency
from the econometric perspective, which approxisatee optimum choice of a sampling
frequency. On the other, section 8.4.6 presents ahalysis from the perspective of
microstructure and seeks to offer a plausible egononterpretation of the findings from the
section 8.4.4. At last, restriction tests are earout in order to test when the extreme cases of
price discovery are true. The final section suggesbnomic interpretation and discusses of the
overall findings.

8.4.1 Cointegration Test Results

The fundamental condition for the lead-lag relagip analysis is the cointegration between the
price variables. If the residuals of the level esgion between market time series are not 1(0)
stationary, unlike their corresponding price serieen the estimation results are spurious. All of
the LSE time series displayed integration of oi@Er at levels. However, in first differences, the

ADF test coefficients displayed statistical sigrdgince at least at the 5% significance level.
Consequently, the null hypothesis, that thereusiaroot, has been rejected for all cross-listings
and frequencies. Therefore, the residuals of thel leegression are concluded to be stationary.
The Johansen cointegration tests are performedanasguno deterministic trend and no intercept
in VAR or VECM. The results clearly reject the naf no cointegration and support the

hypothesis of at least one cointegrating relatignskctor between the two variables amongst all

stock pairs and sampling frequencies. With thealdeis ordered as mid-point RTS and MICEX

market prices, the estimated cointegrating vectwes close to the vectog™ = (1, — 1) as
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indicated by theory. The results of order of in&tigm for 1920 second frequency for quotes are

reported in Table 37 and the cointegration testltesire presented by Table 38.

Level Tests 1st Difference Tests

EESR ADF - Fisher PP - Fisher Chi-square ADF - Fisher Chi PP - Fisher Chi-square

Statistic 2.78 3.17 491.16 * 310.51 *

Prob. 0.84 0.79 0.00 0.00

Obs 3104.00 3108.00 3102.00 3105.00
GAZP

Statistic 0.01 0.00 421.80 * 416.44 *

Prob. 1.00 1.00 0.00 0.00

Obs 2531.00 2532.00 2529.00 2529.00
GMNK

Statistic 0.04 0.04 366.42 * 227.57 *

Prob.** 1.00 1.00 0.00 0.00

Obs 3108.00 3111.00 3107.00 3108.00
LKOH

Statistic 10.31 10.45 344.58 * 342.30 *

Prob. 0.11 0.11 0.00 0.00

Obs 3116.00 3117.00 3114.00 3114.00
RTKM

Statistic 1.69 1.69 310.17 * 311.71 *

Prob. 0.95 0.95 0.00 0.00

Obs 3053.00 3054.00 3051.00 3051.00
SIBN

Statistic 8.65 8.41 430.13 * 286.18 *

Prob. 0.19 0.21 0.00 0.00

Obs 2863.00 2865.00 2861.00 2862.00
SNGS

Statistic 3.42 3.45 397.51 * 257.78 *

Prob. 0.75 0.75 0.00 0.00

Obs 3115.00 3117.00 3113.00 3114.00
TATN

Statistic 5.70 4.46 471.76 * 472.02 *

Prob. 0.46 0.61 0.00 0.00

Obs 1203.00 1203.00 1200.00 1200.00

The table reports the statistics of ADF and PFstebtrades based samples of the LSE market sarmap®820s frequency. For
details see the annotation of Table 22. The aktehiglicate a statistical significance at the QeI

Table 37 Summary of Unit root Testsfor Quotes based data from the L SE market
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EESR

GAZP

GMNK

LKOH

RTKM

SIBN

SNGS

TATN

Cointegration Rank Test (Trace)

(Maximum Eigenvalue)

No. of CE(s)
Eigenvalue
Statistic
Critical Value
Prob.

Eigenvalue
Statistic
Critical Value
Prob.

Eigenvalue
Statistic
Critical Value
Prob.

Eigenvalue
Statistic
Critical Value
Prob.

Eigenvalue
Statistic
Critical Value
Prob.

Eigenvalue
Statistic
Critical Value
Prob.

Eigenvalue
Statistic
Critical Value
Prob.

Eigenvalue
Statistic
Critical Value
Prob.

None
0.2558
419.1474
24.2760
0.0001

0.0856
103.8327
24.2760
0.0000

0.1949
316.5782
24.2760
0.0001

0.0670
117.4362
24.2760
0.0000

0.0901
144.0483
24.2760
0.0001

0.1391
199.9376
24.2760
0.0001

0.1280
219.9331
24.2760
0.0001

0.1158
60.7246
24.2760

0.0000

*

At most 1
0.1012
113.4183
12.3209
0.0001

0.0278
28.3935
12.3209

0.0001

0.0802
92.0428
12.3209

0.0001

0.0399
45.4881
12.3209

0.0000

0.0445
48.0728
12.3209

0.0000

0.0560
57.0648
12.3209

0.0000

0.0704
77.9365
12.3209

0.0001

0.0275
11.4942
12.3209

0.0685

At most 2

0.0029
2.9642
4.1299
0.1007

0.0054
4.5970
4.1299
0.0380

0.0052
5.4455
4.1299
0.0233

0.0032
3.2836
4.1299
0.0829

0.0018
1.8232
4.1299
0.2082

0.0022
2.1157
4.1299
0.1719

0.0022
2.2602
4.1299
0.1566

0.0008
0.3238
4.1299
0.6316

None
0.2558
305.7291
17.7973
0.0001

0.0856

* 754391
17.7973
0.0000

0.1949

* 2245353
17.7973
0.0001

0.0670
71.9480
17.7973

0.0000

0.0901
95.9755
17.7973

0.0000

0.1391
142.8727
17.7973
0.0001

0.1280
141.9965
17.7973
0.0001

0.1158
49.2305
17.7973

0.0000

Table 38 Cointegration Test Summary across MICEX, RTSand L SE markets
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*

At most 1
0.1012
110.4541
11.2248
0.0001

0.0278
23.7966
11.2248

0.0002

0.0802
86.5973
11.2248

0.0001

0.0399
42.2045
11.2248

0.0000

0.0445
46.2496
11.2248

0.0000

0.0560
549491
11.2248

0.0000

0.0704
75.6763
11.2248

0.0001

0.0275
11.1704
11.2248

0.0511

At most 2
0.0029
2.9642
4.1299
0.1007

0.0054
4.5970 *
4.1299
0.0380

0.0052
5.4455 *
4.1299
0.0233

0.0032
3.2836
4.1299
0.0829

0.0018
1.8232
4.1299
0.2082

0.0022
2.1157
4.1299
0.1719

0.0022
2.2602
4.1299
0.1566

0.0008
0.3238
4.1299
0.6316
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The table 38 reports the statistics of unrestrictethtegration tests (trace and maximum eigenvabasped on quotes samples
sampled at 1s frequency. The initial null hypotiésithat there is no common stochastic trend astd@gariables versus the
alternative that one. The subsequent null is thetet exists at least 1 or maximum 2 common stoichttends. The asterisks
indicate a statistical significance at the 0.0%lev

Cointegrating Vector M _LSE(-1) M_RTS(-1) M_MICEX(-1) Standard error _t-statistic

EESR 1 1 0 -0.9991 0.0005 [-2215.89]
2 0 1 -1.0005 0.0003 [-3233.36]
GAZP 1 1 0 -0.9921 0.0036 [-275.435]
2 0 1 -1.0005 0.0003 [-3440.38]
GMNK 1 1 0 -1.0272 0.0020 [-519.107]
2 0 1 -0.9999 0.0003 [-3131.36]
LKOH 1 1 0 -0.9985 0.0012 [-859.625]
2 1 -1.0004 0.0002 [-4073.67]
RTKM 1 1 0 -0.9950 0.0024 [-414.818]
2 0 1 -0.9993 0.0011 [-892.382]
SIBN 1 1 0 -1.0005 0.0004 [-2261.38]
2 1 -1.0005 0.0021 [-486.391]
SNGS 1 1 0 -0.9981 0.0010 [-1001.55]
2 0 1 -0.9984 0.0004 [-2748.98]
TATN 1 1 0 -1.0005 0.0017 [-605.558]
2 0 1 -1.0017 0.0009 [-1064.36]

The table reports the cointegrating vectors, te&@ndard errors and t-statistics of the VECM (EiqmaB84) for quotes based
samples, sampled at 1s frequency.

Table 39 Cointegration Vectors Summary

8.4.2 Cointegration Vector Restriction Test

Table 40 presents the estimated cointegrating x&ettross the LSE, RTS and MICEX markets.
All cointegrating vectors display closeness to ttieoretical 57 = (1, — 1). However, most of

the vectors deviated somewhat from the theoreimahl. Therefore the restrictions for the
VECM of the cointegrating vectof&, — 1)’ are imposed to test whether the empirical estisnate
are significantly different from the theory. The linidnypothesis is that the theoretical

cointegrating vector is not significantly differefrom the empirical. The test results of the
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Likelihood Ratio (LR) test of the jointly restrictg¢both cointegrating vectors mustﬁé =(1, -

1)’ models for all instruments across the three marketerestingly, for both LKOH and TATN,
the theoretical ideal has not been rejected at&#l,| supporting the notion that the market for
these instruments is fairly well integrated. Thst teesults of securities such as EESR, GAZP,
GMNK and SNGS indicate a rejection of null; the wmspd restriction of the theoretiddl, — 1)

is significantly different from the empirical atettb% level, and for LKOH and RTKM at 10%
level. Unlike the restriction test results reporiadthe previous MICEX versus RTS chapter,
with the exception of SNGS, no other restrictiore rejected for the Moscow markets. There are
clearly more LR test rejections than in ChapteFhe rejections of the null are confirmed for the
cases of EESR and GMNK in separate tests between MICEX/LSE and RTS/LSE
combinations. The increased rejection of the n@l/rbe caused by the differences on the cross-
border level between MICEX/LSE and RTS/LSE. Thieding suggests that the differences of
guoted currencies, exogenous exchange rate argyidiatic trading rules (microstructure) may
cause a long-run equilibrium difference betweenntiaekets. The rejection of the restriction on
the international scale is indicative of the fiacts and information asymmetry between the

cross-border markets.

MICEX vs RTS MICEX vs LSE RTS vs LSE MICEX vs LSE/RTS

EESR Chi-square(1) 1.6202 6.6014 * 10.7022 * 10.7222 *
Probability 0.2031 0.0102 0.0011 0.0047

GAZP Chi-square(1) 0.6306 3.5389 3.7187 9.6713 *
Probability 0.4271 0.0599 0.0538 0.0079

GMNK Chi-square(1) 0.5057 60.0099 * 75.6452 * 66.9498 *
Probability 0.4770 0.0000 0.0000 0.0000

LKOH Chi-square(1) 1.0488 1.5786 3.2390 4.7755
Probability 0.3058 0.2090 0.0719 0.0918

RTKM  Chi-square(1) 0.4467 4.4494 * 6.2704 * 4.8749
Probability 0.5039 0.0349 0.0123 0.0874

SIBN Chi-square(1) 0.0568 0.7562 0.0047 0.7706
Probability 0.8117 0.3845 0.9455 0.6802

SNGS Chi-square(1) 13.7020 * 3.2906 0.4451 11.4543 *
Probability 0.0002 0.0697 0.5047 0.0033

TATN  Chi-square(1) 3.4603 0.1945 1.1703 4.1785
Probability 0.0629 0.6592 0.2793 0.1238

The table presents the Chi-squared test statatidsheir p-values for the imposed restriction @htegration vectorﬂT =(1,

—1)' from Equation 34 for all cross-listed secwstibased on quotes samples, sampled at 1s frequdmesterisks indicate a
statistical significance at the 5% level.

Table 40 Cointegrating Vector Restriction Likelihood-Ratio Test Summary
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8.4.3 VAR and VECM Estimation Results

A general to specific model formulation strateggde to similar results, with the presence of
cointegration being robust to the number of ladge ®ptimal lag structure for unrestricted VAR
has been identified according to whatever minimibesSchwarz Information Criterion (SIC).
The optimum lag range has been between over fiitylfsecond and one lag for 1920 seconds
intervals. For event time frequency, the lag striteetends to increase, but for lower frequencies
to decrease. For VECM, the determinant of lag lemhbice has been the SIC.

Table 41 reports the estimation results of the VE&M80s sampling. Estimation of the VECM
shows the influence of the MICEX returns on the L8 RTS returns. Of particular interest are
the estimates of error-correction coefficients frbath cointegrating relationships. As shown in
Table 41, the error-correction coefficients for MECEX market are estimated using Equation
(34). The Equation has been used to estimate ther-@rrection coefficients for the
MICEX/LSE cointegrating relationship and MICEX/RTES8integrating relationship. None of the
coefficients of the MICEX market are statisticatlignificant for the MICEX/RTS cointegrating
relationship, but all the error-correction termstlee LSE market as well as RTS are statistically
significant at the 5% level and amegaive. However, in contrast to the MICEX/RTS
relationship, with the exception of EESR and GAARICEX adjusts to LSE innovations
because, for the remaining instruments, the emwoection parameters are statistically
significant at the 5% level and positive. This implthat adjustments to the disequilibrium take
place not only in the satellite LSE and RTS marketsalso in MICEX in relationship to LSE.
Unlike RTS, the MICEX market is partly responsiwethe deviations of the LSE market and
vice versa. This indicates that an information &tz the MICEX market would have a
significant effect on the satellite markets. Howesa information shock to the LSE satellite
market in particular would influence the MICEX matlsignificantly. Overall, the findings of
the VECM estimation point out the importance of LSE international price discovery

relationship between London and Moscow.
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Error Correction:  MICEX/RTS Std. error t-stat MICEX/LSE Std. error t-stat
EESR

D(M_LSE) -0.3603 * 0.0179 [-20.1047] 0.1494 0.0443 [3.37216]

D(M_RTS) 0.0131 0.0070 [ 1.88259] -0.0799 * 0.0172 [-4.64569]

D(M_MICEX) 0.0126 0.0072 [1.75529] 0.0295 0.0177 [1.66075]
GAZP

D(M_LSE) -0.0159 * 0.0059 [-2.69750] 0.0300 0.0402 [0.74675]

D(M_RTS) 0.0077 0.0043 [ 1.80640] -0.0848 * 0.0291 [-2.91233]

D(M_MICEX) 0.0034 0.0043 [0.79267] 0.0234 0.0293 [0.79943]
GMNK

D(M_LSE) -0.0384 * 0.0071 [-5.37193] 0.0008 0.0197 [0.04165]

D(M_RTS) 0.0178 0.0049 [3.62322] -0.1862 * 0.0135 [-13.7625]

D(M_MICEX) 0.0130 * 0.0037 [3.55763] 0.0165 0.0101 [1.62599]
LKOH

D(M_LSE) -0.0134 * 0.0065 [-2.05863] 0.0090 0.0158 [0.56795]

D(M_RTS) 0.0349 0.0078 [ 4.49356] -0.1861 * 0.0188 [-9.90190]

D(M_MICEX) 0.0145 * 0.0067 [2.15592] 0.0033 0.0162 [0.20503]
RTKM

D(M_LSE) -0.0302 * 0.0060 [-5.03520] 0.0023 0.0092 [0.24672]

D(M_RTS) 0.0190 0.0053 [3.56163] -0.0755 * 0.0082 [-9.19947]

D(M_MICEX) 0.0094 * 0.0046 [2.04795] -0.0100 0.0071 [-1.42003]
SIBN

D(M_LSE) -0.1308 * 0.0100 [-13.1317] -0.0058 0.0040 [-1.45706]

D(M_RTS) 0.0296 0.0100 [2.95187] -0.0336 * 0.0040 [-8.38527]

D(M_MICEX) 0.0333 * 0.0067 [4.97812] -0.0010 0.0027 [-0.38749]
SNGS

D(M_LSE) -0.0636 * 0.0101 [-6.27022] -0.0348 0.0182 [-1.91265]

D(M_RTS) 0.0250 0.0071 [3.49535] -0.1478 * 0.0128 [-11.5410]

D(M_MICEX) 0.0213 * 0.0063 [ 3.39581] -0.0132 0.0112 [-1.17067]
TATN

D(M_LSE) -0.0188 * 0.0080 [-2.36400] -0.0048 0.0091 [-0.52913]

D(M_RTS) 0.0118 0.0088 [ 1.34342] -0.0670 * 0.0100 [-6.68305]

D(M_MICEX) 0.0169 * 0.0070 [ 2.40985] -0.0018 0.0080 [-0.21882]

The table reports the adjustment coefficiefsof the VECM from Equation 34, their standard ermod t-test statistics for all
cross-listed securities based on quotes sampleplsd at 1s frequency. The asterisks indicatetesstal significance at the 5%
level.

Table41 VECM Error-Correction Coefficientsof MICEX, RTSand LSE

As presented in Table 41, estimation of the VEClv&hthe influence of the RTS returns on the
LSE returns sampled at 480s. The estimates of 8t harket are positive for six instruments
(exceptions are GAZP and TATN) and statisticalgngicant, however the error-correction term
for the RTS market is also statistically significat the 5% level and isegative. This implies
that adjustments to the disequilibrium take placbath markets. If divergence from equilibrium
occurs in one period in one market, it is errorrected by the other market and vice versa. The

RTS market is responsive to the departures of 8t arket and vice versa. This indicates that
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an information shock to the LSE market would hawggaificant effect on the RTS market and

an information shock to the RTS market would infloe the LSE market also significantly.

8.4.4 Optimum sampling frequency

In order to measure the price discovery relatigndf@tween the London and Moscow markets
accurately, it is essential to identify a samplfrgguency at which the interaction between the
contemporaneous correlation and microstructurecesffis minimised. The main objective of the
sampling frequency analysis is to minimise the @ffef the transitory component, while at the
same time maintaining as much of the informatiothencommon efficient price as possible. The
objective function of optimisation is the minimigat of the bias in information shares caused by
an increase in contemporaneous correlation or éyntierference of transitory components when
the sampling frequency is adversely chosen. ThiBmseseeks to identify an optimised sampling
frequency by analysing the behaviour of the dateims of Hasbrouck (1995) HIS bounds, the
contemporaneous correlation measure suggested BpnDe(2002), the realised variance
estimator of Anderson et al. (2003) and the Bamdi Russell (2005) rule of thumb method.
Since the trading activity on all three markets dfireight cross-listed securities is substantially
different, it is impossible to offer a universaln®fits all*- sampling frequency. However, it is
more feasible to offer an optimum sampling freqyerange solution. The inter-market optimum
sampling has been identified as the range betw@8s and 960 seconds for all cross-listed

securities.

8.4.4.1 Hasbrouck (1995) HIS Bounds

Figure 43 and Figure 44 display the absolute diffees between the upper and lower bounds of
HIS for the LSE-MICEX and LSE-RTS markets. In tlese of LSE-MICEX, with the exception

of LKOH and TATN, the bound differences increasteral 20s, while for LKOH and TATN the
bounds start widening considerably after 30s. le USE-RTS case the HIS bounds start
widening even earlier at 30s-60s, than in the LISEBK case. These plots suggest that the
LSE-RTS relationship is more symmetrical than thetween LSE and MICEX, because the

contemporaneous correlation starts earlier withghdr sampling frequency. This statement is
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also true for LKOH, GAZP and TATN stock in partiaul because the bounds are generally
wider and the widening starts earlier, with a higeampling frequency around 30s for both

market combinations.

8.4.4.2 Contemporaneous Correlation

Figure 37 and Figure 38 show the graph of conteangmus correlations of innovations between
MICEX and LSE. As expected, all contemporaneousetations display a tendency to rise with
higher sampling intervals. At 1s frequency, the@ations starts off as low as 0.05 and can rise
as high as 0.82. These numbers suggest that tbeatons can be almost uncorrelated at the
highest sampling frequency due to the larger pitogorof microstructure effects. At a low
sampling frequency the innovations could becomebatmerfectly correlated, hereby censoring
the informational contribution of each market. T¢wrelation seems to increase above 120s
sampling frequency considerably. Interestinglyréhg&eems to be no relationship between asset
liquidity and the degree of contemporaneous cdiegla GAZP and LKOH, among the most
liquid instruments, display a relatively high degyref contemporaneous correlation even at the
highest sampling frequency. With GAZP in particulaorrelations range from 0.42 at 1s to 0.69
at 1920s. These relatively high numbers could eigi@ lower degree of idiosyncratic noise and
therefore a more symmetric information arrival. Sbbservation is also confirmed by the RV
estimator differences across the markets: LKOH@AZP trading is relatively less affected by

microstructure effects between LSE and MICEX.

DeJong (2002) illustrates the dependence of HISamance of innovations,. A simplified

model of information shares assuming no contem@aras) correlation is:

IS =—5—— (55)

Where &7 =Var(g,)
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That is, a proportion of a marketnnovation variance to the combined market vaankhe
closer isIS to 0.5, the greater the cross-correlation. Fidtidllustrates thdS relationship of
LSE-MICEX markets depending on sampling frequen&ly. graphs display a decliningS
tendency with rising sampling intervals closer td.0This implies that contemporaneous
correlations are rising with lower sampling freqaes. After about 30s sampling, a sharper

decline in IS is observable, indicating a spikilgtemporaneous correlation in innovations.

8.4.4.3 Realised Variance (RV) Estimator Andersen et al. (2001)

The RV estimator plots for the eight securitieseach market are presented separateBligure
39, Figure 40 and Figure 41 for MICEX, RTS and Li$Bpectively. Looking at the RV graphs
of each exchange separately, the differences ineRimator dimensions are apparent. These
differences are indicative of the fundamental regeneity in the microstructure of the
underlying markets. Generally, MICEX seems to hdneelowest RV values, followed by RTS
and then by LSE. The RV values of eight stocksedadn MICEX range from 0.007 to 0.07;
RTS RV range from 0.01 to 0.17; LSE RV range fra@00 to 1.4. In the absence of jumps and
microstructure noise, the RV estimator is an apjpnaton of the integrated volatility of the
returns. Assuming the presence of microstructursenat higher sampling frequencies, however,
RV can be used as a proxy indicator of a relatiegrele of effects in microstructure at chosen
sampling frequencies. The lowest RV value rangegest that MICEX may be overall the

market, which is least saturated with microstrusteffects.

The relatively low RV estimator values of MICEX somparison to the higher RV values of the
RTS and LSE markets is an indication of the fundaalalifference in the microstructure of the
MICEX market. Interpreting Figure 39 from the pexsfive of the microstructure effects
captured by the RV estimator, it can be said thaading mechanism of the MICEX market has
the least influence on the fundamental pricing pssc This can be supported by that fact the
slope of the RV decline, as a function of samplirejuency, is modest. Assuming that the
efficient price is less affected by the tradinggass at lower sampling frequencies, the modest
decrease in variance could mean that the degregasference of transitory component at the
highest sampling frequencies is low relative to thedamental pricing process, or that the
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degree of information impounded into the efficig@nice is high relative to the microstructure
effects of the trading process. The relative flathef RV across the range of the chosen
sampling frequencies is indicative of a balancevbeh microstructure effects and the degree of
impounded information into prices. In the contekpoce discovery, if one compared the range
of values of the RV estimator with the other conmetnarkets, it could be said that the pricing
of MICEX market is the least influenced by its firagl process, and likely to be the most
informative market. This statement is in line witle overall findings.

Table 42 and Figure 49 portray the absolute diffees in the RV estimator as a function of
sampling frequency plots between the market contbin& The absolute differences in inter-
market RV are an indicator of market informatiomsyetry at a lower sampling frequency or
idiosyncrasy of microstructure at the highest festry. The absolute RV differences confirm the
contemporaneous correlation observations: LKOH, 8AZnd TATN have the lowest
differences in microstructure effects as well asimformational symmetry, whereas the
differences in microstructure effects tend to begda than in informational symmetry.
Furthermore, the differences are also, on avetagger between MICEX and LSE than between
LSE and RTS, indicating that RTS and LSE are mbke ¢han LSE and MICEX.
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frequency (s)

RV Difference 1 15 30 60 120 240 480 960 1920 mean
EESR LSE- MICEX 0.20 0.21 0.20 0.17 0.08 0.07 0.07 0.05 0.04 0.12
LSE-RTS 0.09 0.15 0.15 0.13 0.05 0.04 0.04 0.03 0.03 0.08
GAZP LSE- MICEX 0.13 0.07 0.06 0.06 0.05 0.04 0.04 0.04 o0.04 0.06
LSE-RTS 0.11 0.05 0.04 0.05 0.05 0.04 0.04 0.04 0.04 0.05
GMNK LSE- MICEX 037 036 0.36 0.27 0.16 0.14 0.14 0.11 o0.10 0.22
LSE-RTS 029 031 030 0.22 0.12 0.10 0.10 0.08 0.08 0.18
LKOH LSE- MICEX 0.07 0.06 0.06 0.01 0.01 0.00 0.00 0.00 0.00 0.02
LSE-RTS 0.04 0.03 0.02 0.03 0.04 0.03 002 0.01 o0.01 0.03
RTKM LSE- MICEX 138 1.39 1.07 094 0.74 058 046 041 042 0.82
LSE-RTS 135 1.36 1.05 092 0.73 058 046 041 042 0.81
SIBN LSE- MICEX 0.06 0.07 0.06 0.07 0.06 0.05 0.05 0.03 0.03 0.05
LSE-RTS 0.04 0.04 0.03 0.03 0.02 0.01 001 0.01 o0.01 0.02
SNGS LSE- MICEX 046 033 031 0.24 0.18 0.13 0.12 o0.10 0.10 0.22
LSE-RTS 040 0.28 0.27 0.21 0.16 0.10 0.10 0.08 0.08 0.19
TATN LSE- MICEX 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
LSE-RTS 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
mean 0.31 030 0.25 0.21 0.15 0.12 0.10 0.09 0.09 0.18

The table portrays the absolute cross-market éiffees and their averages in the RV estimator asnetibn of sampling
frequency between the market combinations. Theddhedifference the more are the underlying markéke.

Table 42 Absoluteinter-market differences between RV estimators

The tendency of the RV estimator to decline witlvdo sampling frequencies is also observable,
particularly in the cases of RTS and LSE. MICEX,tha contrary, has a tendency to be rather
flat or even to rise with lower sampling frequescié sharp initial decline is observable in all
plots, followed by less sharp declines and eventiaghess. The breaking point between the
sharp initial decline and RV stabilising is secur@ind market dependent. For the majority of
MICEX stocks, the breaking point is about 15s. RIS the breaking point is between 15s and
60s, while for LSE the breaking point can reachslabe breaking point at 15s is not surprising,
because the sampling frequency decreases by a fa#cid, while the consecutive frequencies
decrease only by a factor of 2. Like the resultthim literature, for example Hansen and Lunde
(2006), the RV estimators start to flatten outrafi20s sampling frequency. For the majority of
firms, sampling below 120s intervals would inducesubstantial amount of microstructure
effects, which would affect the inferences by ngsip the less noisy market, as documented by
Grammig and Peter (2008).
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The optimum point of trade-off in bias between mstructure effects and data censorship is
most likely located where the RV estimator curveach the point where graph plots have
reached a relative flatness or display close to zariation (Figure 39, Figure 40 and Figure 41).
According to the RV estimator-sampling frequenagtgl the more optimal sampling frequency

for three companies GAZP, LKOH and TATN in all threnarkets is approximately 480s. The

optimum sampling frequency for all other comparsesms to be around or beyond 15 minutes
(960s).

8.4.4.4 Rule of Thumb Method by Bandi and Russell (2005)

The non parametric estimation of optimal sampliggjfiency is provided by the “rule of thumb”
method of Bandi and Russell (2005). As opposeddimgle RV estimator measure, the “rule of
thumb” approximation takes a variance of unobsergHitient price (signal) in the form of
realised quarticity (RQ) proxy of an inter-tempdyradggregated sample into account, usually
sampled above 15min intervals. The proportion ofriel@tive to RV (Equation 52) is a compact
expression of signal to noise ratio. These ratiesim line with the graphical representation of
the RV estimator-sampling frequency plots. Tablepd@sents the optimum sampling points in
minutes based on the Russell (2005) rule of thurethad for the given sample. The all stock
average optimum sampling frequency is 28.73, 15@ $2.88 minutes for LSE, RTS and
MICEX respectively. The numbers imply that MICEXdaRTS optima are more alike, as
opposed to MICEX and LSE, where LSE, accordingheodptimum, needs to be sampled more
than half as often. These findings seem to be flico with those of the RV estimator and
cross-correlation differences, hint that LSE andCEX are more similar in their informational
contribution. However, the differences in the résale plausible, since the method of Bandi and
Russell (2008) also takes a variance of efficierdegpadditionally into account, relative to single
RV estimator (proxy for the relative microstructigtfects) at the highest sampling frequency.
Overall, the average sampling optimum frequencyelaon signal to noise ratios, is 19.17
minutes across the three markets. This optimumageeis similar to the findings of Bandi and

Russell (2008), in which 15 minute sampling arestdered the usual optimum.
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LSE RTS MICEX Average
EESR 35.08 16.74 15.40 22.40
GAzZP 34.41 19.03 21.62 25.02
GMNK 41.83 14.27 10.88 22.33
LKOH 24.72 20.18 11.88 18.93
RTKM 35.08 16.74 15.40 22.40
SIBN 14.15 16.58 8.43 13.05
SNGS 39.98 16.24 14.55 23.59
TATN 4.56 7.40 4.86 5.61

The table reports the sampling frequency optimBarfdi and Russell’s rule of thumb measured in n@sdior all markets and
securities.

Table 43 Sampling Frequency Optima Bandi and Russell (2005) Rule of Thumb

Which sampling frequency is better in order to datae accurate price discovery shares? The
current literature does not offer an inter-markatirmum sampling frequency solution. Optimum
sampling frequency range is probably a better mwluthan a single optimum point. A single
point optimum is difficult to implement in practideecause of the differences in each market
structure resulting in differences in trading aneting frequency, with the current methodology
choice. There are options: choose the optimum fionthe fastest market (MICEX), 2. the
slowest market (LSE), 3. the intermediate markeTR There is a microstructure bias-
aggregation trade-off; if the sampling interval dsosen from the fastest market, then the
likelihood of microstructure bias increases in favof the faster market. If on the other hand,
the frequency of the slowest market is the chdiken there is a risk that the faster market
contribution is under estimated. As reported abdtive,differences in the market microstructure
and in the microstructure effects across the marigesubstantial, especially between MICEX
and LSE. However, based on the RV estimator ptbes;'rule of thumb” and contemporaneous

correlation plots, the optimum range for MICEX-L&Ein the end, firm dependent.

In order to avoid misleading inferences, it is calito base the inferences rather on the sampling
frequency range. On the one hand, making inferenoesampling below 60s is best avoided
because of microstructure effects, according taRWe=stimator results. The RV values begin to
stabilise after 120s sampling intervals. A simd@servation can be made about IS for the LSE-
RTS case. On the other hand, the HIS bounds stalit/érge substantially after 60s for LKOH,
TANT and GAZP; HIS precision begins to fade lessndatically for the remaining stocks after
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120s intervals. These findings are in line with 8iaand Russell (2008), Ait-Sahalia et al.

(2005). The average “rule of thumb” method suggastsptimal sampling around 960s. Overall,
it would be reasonable to define the range of fitevum frequency between 120s and 960s for
all stocks and market combinations. Additionally; those stocks which are closer to the lower
frequency bound of the optimum sampling range,auld make sense to assign more weight to

the GG method rather to HIS because of the pretisss due to widening HIS bounds.

8.4.5 Contribution to Price Discovery and the Sampling Frequency Choice

The null that the home market dominates the crosddr price discovery process should not be
rejected. Figure 36 displays the MICEX, RTS and U8&ket HIS contribution averages as a
function of sampling frequency. The HIS of MICEXtlse highest of the three markets and it
remains significantly above the other two. The secbighest HIS is attributable to RTS. The
LSE market has the lowest average information sfarall sampling frequencies. Noteworthy

is HIS behaviour versus the sampling frequency: EXGaverages fall monotonously with rising

sampling intervals, while the HIS averages of L& monotonously. The HIS averages of RTS
display both a decrease and increase, with a mi@itr240s frequency. Overall, the findings

clearly suggest that the MICEX market average pdiseovery contribution is superior to the

RTS and LSE contributions within the optimum samglfrequency range between 120s and
960s. Given the information share behaviour of LiBEhe context of microstructure effects,

sampling only below 120s intervals would have léadhe even more contrasting finding that
the home market is the vastly superior price discpvnarket relative to its foreign counterpart.
This finding is in line with findings of Grammig drPeter (2008, 2010).
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Figure 36 Summary of average normalised mid- point HISfor MICEX, RTSand L SE

1920

Table 44presents a summary of the normalised -point HIS for all sampling frequencie
Overall, the information share of MICEX is the hegl. The informational contribution

MICEX accounts for approximately a 60% share of theee markets at for instance,Os

sampling frequency. The average IS of RTS and Ls&{ert together accounts for about 4(
The price discovery contributions of MICEX, RTS ab8E are in the ratio of approximate
60/20/20 on average, respectively. The findingt tha most liquid MICE. market is superior in
price discovery is in line with expectations frorhapter 3. The proportions of the total trad
volume (Table 4, Chapter 3) seem to be positivalyretated with the information she

averages.
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frequency (s)

security 1 15 30 60 120 240 480 960 1920 mean
MICEX EESR 0.63 0.63 0.63 0.62 0.61 0.59 0.57 0.56 0.54 0.60
GAZP 0.58 0.56 0.56 0.54 0.51 0.50 0.51 0.40 044 051
GMNK 0.65 0.65 0.65 0.64 0.64 0.64 0.63 0.62 0.60 0.63
LKOH 0.65 0.64 0.63 0.61 0.55 047 0.34 034 030 0.50
RTKM 0.66 0.65 0.65 0.64 0.63 0.60 0.60 0.57 0.53 0.62
SIBN 0.66 0.66 0.66 0.66 0.66 0.66 0.66 0.65 0.63 0.66
SNGS 0.64 0.63 0.62 0.62 0.61 059 0.57 055 0.52 0.59
TATN 0.64 0.64 0.64 0.62 0.62 0.61 0.52 0.41 035 0.56
mean 0.64 0.63 0.63 0.62 0.60 0.58 0.55 0.51 049 0.58
RTS EESR 0.37 037 0.37 037 0.38 039 0.40 041 0.42 039
GAZP 0.38 0.38 0.39 0.39 0.40 0.40 0.39 0.47 043 040
GMNK 0.34 0.35 0.34 0.32 0.28 0.31 0.33 036 0.39 0.34
LKOH 0.03 0.03 0.03 0.04 0.06 0.09 0.13 0.15 0.17 0.08
RTKM 0.31 0.31 0.31 0.31 0.25 0.25 0.23 0.25 0.25 0.27
SIBN 0.21 0.18 0.14 0.08 0.06 0.02 0.03 0.02 0.02 0.08
SNGS 0.35 0.36 0.36 0.36 0.33 0.28 0.34 0.39 0.42 0.36
TATN 0.03 0.06 0.06 0.06 0.05 0.04 0.04 0.06 0.09 0.06
mean 0.25 0.26 0.25 0.24 0.23 0.22 0.24 0.26 0.27 0.25
LSE EESR 0.00 0.00 0.00 0.01 0.01 0.02 0.02 0.03 0.04 0.02
GAZP 0.04 0.05 0.06 0.07 0.09 0.10 0.10 0.13 0.13 0.09
GMNK 0.00 0.00 0.01 0.03 0.07 0.06 0.04 0.02 0.02 0.03
LKOH 0.33 033 0.33 035 0.39 045 0.52 051 0.53 042
RTKM 0.04 0.04 0.04 0.05 0.12 0.15 0.18 0.18 0.22 0.11
SIBN 0.13 0.16 0.19 0.26 0.28 032 0.32 0.34 0.35 0.26
SNGS 0.00 0.01 0.01 0.03 0.07 0.12 0.09 0.07 0.06 0.05
TATN 0.33 0.30 0.30 0.31 0.34 0.35 0.44 0.53 0.57 0.38
mean 0.11 0.11 0.12 0.14 0.17 0.20 0.21 0.22 0.24 0.17

The table summarises the normalised mid-points agbirbuck information shares of MICEX market fromuBtion 46, as a
function of sampling frequency, for all cross-lgtgecurities on average based on quotes samples.

Table 44 Hasbrouck Information Shares mid- point normalised

The general finding that the MICEX market is a sugeprice discoverer relative to RTS and
LSE is in line with the hypothesis that the homekatleads the foreign competitor market in
price discovery. The Russian home market accownts fcombined 80% share relative to the
foreign market, taking into account the superiading volume of MICEX (Table 4) and its

information share proportions. This finding is alsansistent with the findings of Chapter 7,
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Ding et al. (1999), Eun and Sabherwal (2003) Mettke¢ al. (2007), Grammig et al. (2005) and
Phylaktis and Korczak (2005). The bivariate caseMICEX vs. LSE and RTS vs. LSE are

examined in detail in following paragraphs.

MICEX vs. LSE
frequency (s) 1 15 30 60 120 240 480 960 1920 mean
EESR upper 1.00 100 100 1.00 100 1.00 1.00 1.00 1.00 1.00
lower 099 099 099 099 098 095 0.93 091 0.89 0.96
GAZP upper 1.00 1.00 100 099 099 098 0.98 0.98 0.97 0.99
lower 0.84 0.78 0.77 0.76 0.75 0.73 0.73 0.67 0.70 0.75
GMNK upper 1.00 100 100 1.00 099 0.99 0.99 0.99 099 1.00
lower 1.00 1.00 100 1.00 1.00 0.99 0.99 0.98 095 0.99
LKOH upper 0.99 099 098 0.85 0.54 0.24 0.00 0.00 0.17 0.53
lower 097 096 095 098 099 091 0.58 0.62 0.26 0.80
RTKM upper 1.00 1.00 100 1.00 099 0.99 0.98 0.97 095 0.99
lower 1.00 1.00 100 099 099 097 094 091 0.86 0.96
SIBN upper 0.98 099 099 0.99 099 099 0.98 0.97 0.98 0.99
lower 1.00 1.00 100 1.00 099 099 098 0.96 090 0.98
SNGS upper 1.00 1.00 1.00 1.00 099 099 0.99 0.99 0.99 0.99
lower 098 097 097 096 094 092 0.89 0.85 0.81 0.92
TATN upper 0.89 093 094 0.88 0.86 0.81 0.42 0.09 0.00 0.65

lower 1.00 1.00 1.00 1.00 1.00 1.00 0.87 0.62 036 0.87

mean 0.98 098 097 096 094 090 083 0.78 0.74 0.90

The table summarises the upper and lower bounétasibrouck information shares of MICEX vs. LSE fré&guation 46, as a
function of sampling frequency, for all cross-ltgecurities based on quotes samples.

Table45 MICEX vs. L SE Hasbrouck Information Sharesupper/lower bounds
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frequency (s) 1 15 30 60 120 240 480 960 1920 mean

EESR 1.00 1.00 1.00 099 099 098 097 096 0.95 0.98
GAZP 092 0.89 088 0.88 087 086 085 083 0.83 0.87
GMNK 1.00 1.00 1.00 1.00 1.00 099 099 099 0.97 0.99
LKOH 098 097 096 092 0.77 057 0.29 031 0.22 0.67
RTKM 1.00 1.00 1.00 1.00 0.99 098 096 094 0.91 0.97
SIBN 099 1.00 1.00 1.00 099 099 098 097 0.94 0.98
SNGS 099 099 098 098 097 095 094 0.92 0.9 0.96
TATN 095 097 097 094 093 091 0.65 035 0.18 0.76
mean 098 098 097 096 094 090 0.83 0.78 0.74 0.90

The table summarises the mid-points Hasbrouck inétion shares of MICEX vs. LSE from Equation 46,aafunction of
sampling frequency, for all cross-listed securibiased on quotes samples.

Table46 MICEX vs. L SE Hasbrouck Information Share mid-points

Figure 45 and Figure 47, Table 45, Table 46, aroleT47 present a summary of HIS and GG
estimates for the relationship between the MICEXrkeaand LSE. If the presence of the
microstructure effects had been ignored, then if@mation contribution measures of GG and
HIS would have indicated that the contribution olQ#X is on average 84% and 97%,
measured by GG and HIS, respectively, for all tir#ruments beyond the 2 minutes sampling.
These findings would have potentially led to thieiance that MICEX is possibly the dominant
in price discovery. However, if the sampling optimis taken into account, the findings indicate
an exception for two instruments: LKOH and TATN.€Bk instruments display a sharp decay in
MICEX’s share at the 480s sampling interval. Acaogdto HIS and GG measures, LSE
contributes approximately 60% on average to the ngom component when the sampling
frequency is above 480s, but within the optimumgenWith the exception of LKOH and
TATN, the MICEX contribution average is 80% for t&G and 95.1% for the HIS method
measured at the optimum sampling range. The 80%are contribution of MICEX suggests
that even if the optimum sampling range is impletaén MICEX remains the information
dominant price discovering market. With the excaptof LKOH and TATN, at the optimum
sampling range, LSE has a more than 50% shares pibtentially leading. The sharp decay in
price discovery contributions could be attributedtite surge in contemporaneous correlation,
which is the case particularly for LKOH, as indiean the sampling frequency analysis above.
The presence of higher contemporaneous correléiomKOH and TATN suggests that the

optimum sampling range for these securities has ltee widely chosen. As a remedy,
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narrowing the range to 60-480s would perhaps imprine results. For TATN, on the other
hand, moving the lower boundary of the samplinggeams better avoided because of the

relatively lower liquidity. Shifting the optimum mge would probably be a better option.

frequency (s) 1 15 30 60 120 240 480 960 1920 mean

EESR 0.99 098 0.98 097 096 094 094 096 0.96 0.97
GAZP 090 0.87 085 0.82 0.79 0.78 0.75 0.78 0.72 0.81
GMNK 0.92 0.87 0.85 080 0.73 0.73 0.73 0.75 0.81 0.80
LKOH 0.81 0.77 0.75 065 0.56 051 045 045 0.37 0.59
RTKM 094 090 0.89 088 086 0.83 0.81 0.79 0.76 0.85
SIBN 0.79 0.83 0.82 0.81 0.82 0.78 0.77 0.76 0.80 0.80
SNGS 094 0.87 0.85 083 0.77 0.76 0.76 0.77 0.80 0.82
TATN 0.69 0.71 0.72 064 0.63 061 049 040 0.36 0.58
mean 0.87 085 0.84 080 0.77 0.74 0.71 0.71 0.70 0.78

The table summarises the Gonzalo and Granger mesasfirMICEX vs. LSE from Equation 37, as a functmisampling
frequency, for all cross-listed securities basedjwotes samples.

Table47 MICEX vs. L SE Gonzalo and Granger PT measures

RTSvs. LSE
frequency (s) 1 15 30 60 120 240 480 960 1920 mean
EESR upper 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
lower 1.00 099 099 098 097 094 092 0.90 0.87 0.95
GAZP upper 098 0.95 095 097 098 098 098 099 099 0.98
lower 095 095 093 0.83 0.76 0.72 0.69 0.60 0.57 0.78
GMNK upper 099 098 095 089 0.74 0.79 0.82 0.90 0.97 0.89
lower 1.00 0.99 097 091 0.83 089 094 099 099 0.95
LKOH upper 0.01 0.01 0.00 0.03 0.08 0.13 0.24 0.27 0.32 0.12
lower 0.06 0.06 0.06 0.03 0.02 0.03 0.03 0.05 0.07 0.05
RTKM upper 0.88 086 0.84 0.81 0.57 047 038 037 0.21 0.60
lower 091 0.92 091 090 0.74 0.70 0.66 0.70 0.66 0.79
SIBN upper 0.61 0.53 042 0.22 0.15 0.03 0.05 0.01 0.00 0.22
lower 0.63 054 043 0.24 0.17 0.05 0.08 0.03 o0.03 0.24
SNGS upper 099 0.96 095 090 0.74 052 0.67 077 0.89 0.82
lower 100 1.00 100 099 093 0.82 094 100 0.97 0.96
TATN upper 0.01 0.06 0.04 0.04 0.00 0.00 0.05 0.13 0.23 0.06

lower 0.10 0.23 0.21 0.21 0.12 0.07 0.03 0.01 0.00 0.11

mean 0.69 069 067 062 055 051 053 054 055 0.59

The table summarises the upper and lower bounddasbrouck information shares of RTS vs. LSE fronudipn 46, as a
function of sampling frequency, for all cross-ltgecurities based on quotes samples.

Table48 RTSvs. L SE Hasbrouck Information Share upper/lower bounds

213



Chapter 8: Cross-border Price Discovery: Moscowlamtton Stock Exchange

The high proportion of Moscow’s contribution to cormn component is only partly true for
RTS-LSE relationship, compared to the MICEX-LSEtienship. Table 48, Table 49 and Table
50, Figure 46 and Figure 48 present the GG and ddl8ributions for the RTS market. The
average RTS contribution to the common componenhensampling range between 120s and
960s is 53.3% and 47.5% for the HIS and GG methesisectively. These proportions, close to
50%, suggest that the price discovery contributiointhe LSE and RTS markets are fairly well
balanced overall. If the optimum sampling had begrored, the price discovery contribution
results would have pointed to a shift towards RT$e price discovery contribution. The price
discovery contributions of RTS would have been 5886l 51% for HIS and GG methods
respectively. However, as in the case of MICEX-LKOH, TATN and SIBN indicate
approximately an 80% share of LSE, confirming thsuits above, that LSE is the dominant
price discoverer for LKOH and TATN securities veystross-listings on both Moscow stock
exchanges. RTKM and SNGS information shares asedim 50%. Overall, the findings suggest
that LSE and RTS are balanced satellite markessivelto the central market MICEX, with the
confirmed exceptions of LKOH and TATN.

frequency (s) 1 15 30 60 120 240 480 960 1920 mean

EESR 1.00 1.00 0.99 0.99 0.98 0.97 0.96 0.95 0.94 0.98
GAZP 0.97 095 0.94 090 0.87 0.85 0.84 0.80 0.78 0.88
GMNK 0.99 0.99 0.96 0.90 0.78 0.84 0.88 0.94 0.98 0.92
LKOH 0.04 0.03 0.03 0.03 0.05 0.08 0.14 0.16 0.19 0.08
RTKM 0.89 0.89 0.88 0.86 0.66 0.58 0.52 0.53 043 0.69
SIBN 0.62 0.53 0.43 0.23 0.16 0.04 0.07 0.02 o0.01 0.23
SNGS 1.00 0.98 0.97 0.94 0.84 0.67 0.80 0.88 0.93 0.89
TATN 0.06 0.14 0.12 0.13 0.06 0.04 0.04 0.07 0.11 0.09
mean 0.69 0.69 0.67 0.62 0.55 0.51 0.53 0.54 0.55 0.59

The table summarises the mid-points Hasbrouck métion shares of RTS vs. LSE from Equation 46, Bsetion of sampling
frequency, for all cross-listed securities basedjootes samples.

Table49 RTSvs. L SE Hasbrouck Information Share mid-points
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frequency (s) 1 15 30 60 120 240 480 960 1920 mean

EESR 096 096 095 095 094 094 094 096 0.96 0.95
GAZP 0.74 0.70 0.71 0.75 0.77 0.78 0.77 0.83 0.82 0.76
GMNK 0.72 0.63 051 048 046 0.50 0,52 060 0.71 0.57
LKOH 0.27 0.26 0.26 0.24 0.22 0.24 0.23 0.28 0.29 0.25
RTKM 0.64 056 055 053 049 047 045 047 044 0.51
SIBN 0.44 040 037 0.28 0.26 0.17 0.22 0.16 0.16 0.27
SNGS 0.76 0.58 0.57 051 045 040 045 0.51 o0.60 0.54
TATN 0.28 0.31 0.31 0.32 0.25 0.22 0.18 0.10 o0.06 0.22
mean 0.60 055 053 051 048 046 047 049 0.50 0.51

The table summarises the Gonzalo and Granger nesagfrRTS vs. LSE from Equation 37, as a functiorsampling
frequency, for all cross-listed securities basedjootes samples.

Table50 RTSvs. L SE Gonzalo and Granger PT measures

MICEX vs. RTS

In the previous chapter, the MICEX exchange in@&idatominance with an average information
share of 85.4%. The average contribution of MICEXthhe common component resulted in
88.5% according to the GG measure, across all staoll all given sampling frequencies. The
findings were based on the average of the full tspetof sampling intervals (1s- 1920s). The
findings of the previous chapter do not differ dabsally from the optimum sampling range
findings of this chapter. The GG and HIS methodswsB7.2% and 82.2% contribution to the

common component, respectively.

Summing up, the findings point out that MICEX may the absolute dominant price discoverer
relative to the LSE and RTS markets and that threehmarket leads the price discovery. These
results support the notion in the literature {ekgin and Sabherwal (2003), Menkveld et al.
(2007), Pascual et al. (2005), Grammig et al. (200t the home market has a leadership in
price discovery. RTS and LSE are similar marketspiice discovery shares since their
contributions are relatively balanced. They takesupportive role relative to the MICEX
contribution, but the role of LSE may be undereated for LKOH and TATN instruments,
which is in line with the findings of Grammig anétBr (2008).
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8.4.6 Analysisof theMicrostructure

In the context of the Hasbrouck (1995) and Gonzald Granger (1995) methodologies, the
nature of the high frequency analysis implies that results of the price discovery shares are
influenced by the microstructure effects and thetemporaneous correlation. Nevertheless,
there is a clear finding that even at lower sangpfirequencies MICEX market leads the price
discovery on average. However, at the same tineeydhults indicate that the price discovery
share of MICEX market is not a constant; the pritecovery share of MICEX exhibits
significant variations across the range of sampliregjuencies. For example, the share of
MICEX on the Moscow market ranges between 91% a6% depending on a sampling
frequency and methodology. This variation in prdiscovery share of MICEX is expected
because of the differences in microstructure acdtessnarkets as summarised in Chapter 3 and

illustrated by the statistics in Tables 13 and 14.

The variation of price discovery shares may be @rpll by the degree of liquidity provision of
a different type of traders across the MICEX, R &SE markets, which most likely varies
with sampling frequencies. Given the results of@uliscovery shares, following tendencies are
observable: a) At the highest sampling frequenégeg. 1-60s), the MICEX market usually
indicates a higher price discovery share, above 6@%lso seems to trade mostly in a smaller
size (please refer to Table 14) but in a continutashion as supported by the number of
observed trades in Table 6. b) At a lower sampliaguency (e.g. above 10min) however, RTS
and LSE markets seem to gain their price discowdrgres when the trades are executed
infrequently with a larger median trading size (3edle 14). For example, GAZP trading on
MICEX occurs in a continuous fashion with a medsae below 900 shares, whereas the trading
on LSE occurs on average every 26 seconds witm#wan size of 2000 receipts. Yet, on RTS,
the median trading size of GAZP is 50 000 sharbées& differences in the median trading size
can be explained by the fact that MICEX has no mum trading size restriction unlike RTS or
LSE 10B. Furthermore, MICEX facilitates the highekgree of trading liquidity in terms of
market immediacy, breadth and depth. It has thee$bvaverage bid-ask spreads which are
between 60% and 80% lower than on the LSE and Ra&ets. The average median trade on
MICEX is about 5% of the RTS transactions. For niiggtid securities on average, the MICEX
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market has about 80% of total securities turnowdich is partly consistent with the more than
60% market share average of an overall tradingmelas illustrated by Figure 1. Given the
largest overall turnover on the MICEX market, thmaflest median size of these trades on
MICEX are reflective of the highest trading integf this market relative to RTS and LSE.

One could view the contribution to price discovetya given sampling frequency as being
driven by the nature of microstructure. From thesgpective, true price discovery shares should
not result from a set of values based on a cagefilibsen sampling frequency at which the
interference of microstructure effects is minimisektcording to Tables 6 and 14, for example,
the nature of microstructure of MICEX tends toadtra higher number of smaller trades while
the microstructure of LSE attracts a mixture ofregiuent larger and smaller trades. This
difference in the nature of trading activity acrofe markets reflects a heterogeneous
microstructure constellation. Consequently, thesitogfeneity of a market microstructure may

cause variation in price discovery shares at angsampling frequency. Since a single price
discovery ratio across the three markets canndusixely represent true price discovery, all

measured price discovery proportions are valithat sampling intervals.

The higher price discovery share of MICEX at highssmpling frequencies can be attributed to
the structure of the MICEX market, which enables tharket to capture a higher proportion of
liquidity traders and their uninformed order flo®enveniste et al. (1992) argue that liquidity
traders are sensitive to the size of a bid-askaspead that concentrating the uninformed order
flow in the central market reduces the equilibribid-ask spread. The resulting equilibrium
spread tends to be lower on the MICEX market ifildity traders are most likely to trade with
informed traders. The pooling of informed with uieirmed order flows is most likely the driver
of the decreasing cost of trading because markkersare less likely to incur losses on average
when the proportion of uninformed order flow is liég. The higher the proportion of the
liquidity traders that MICEX market can attractethigher is the resulting uninformed and
potentially informed order flow. The combined padluninformed with informed order flows
results in a higher overall order flow, which leadghe higher information share of the MICEX
market.
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Overall, the trading volume on the aggregate lefeMICEX, RTS and LSE, as depicted in
Figure 1, tends to be correlated with the propogiof their contribution to price discovery.
Since the trading activity on MICEX occurs at higbquency, it is reasonable to assume that a
large proportion of the trading volume is transddite shorter time intervals. Contrary to this
observation, RTS and LSE trading occurs less frettyibut with larger trades and most of their
trading volume is more likely to be transactedoatdr sampling frequencies e.g. above 10min.
Therefore, by implication of differences in the uratof microstructure, MICEX has managed to
attract a large proportion of turnover of high fneqcy trades at sampling frequencies at which
trading on LSE is much less active. As a resuttigher share of price discovery is attributable to
the MICEX market at highest sampling frequenciésyldich modest or no trading took place on
RTS and LSE markets. In the end, MICEX may be $edre an information dominant market at
highest sampling frequencies (below 1min) becaus¢he larger turnover at shorter time
intervals. In contract to MICEX, RTS and LSE artealative markets, which play a supportive
role in price discovery but only at larger timeemnals. The view that price discovery is
determined by the microstructure of competing miarke supported by the literature. Further
implications of the findings in terms of microsttue are discussed in Interpretation of the

Findings section and in Chapter 10, section 10f8riher detail.

8.4.7 MICEX Dominance Restriction LR Test

Given the predominantly high price discovery cdnitions of the MICEX market, could 100%
price discovery be attributed to MICEX vs. LSE &@S? In order to test the null hypothesis of
MICEX being a dominant market, the common long-msmfactor weight of MICEX is
assumed to be 100%. This assumption implies thatethor-correction coefficients alpha of
MICEX, which feed into common long memory factorigl ratio of GG, must be proven to be
insignificantly different from zero for all eight@ss-listed securities. The greater a factor weight
assigned to a market, the slower its speed of ad@rg to equilibrium, thus the lower the error-
correction coefficient alpha in the VECM (Equati®). Since the common long-memory factor
weights are sensitive to sampling frequency, theeupmit of optimum sampling range has been

chosen as 960s for all restriction tests.
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The price discovery restriction test of MICEX domuite has been carried out with the joint null
hypothesis of MICEX's dominance (100%) over RTS &&&E. The error-correction coefficient
alpha in the VECM for both MICEX Equations is jdinset to alpha equals zero (Equation 34).
The p-values are reported in the Table 51 alonly thi¢ chi-square test statistic with two degrees
of freedom (Gonzalo and Granger, 1995). For alrimsents, except GMNK, SIBN and SNGS,
the error-correction coefficients alpha were ingigantly different from zero at 5% significance
level. The restriction test inferences suggest Bi&EX has a potential common long-memory
factor weight of 100% for more than half the stockshe joint relationship with LSE and RTS.
Since there are exceptions to MICEX 100% dominaMI€EX is not the absolutely dominant

market, but has the potential tendency to be dambimaseparate cases.

In order to investigate where MICEX is relativelgrdinant, one must differentiate between two

cases of the null hypothesis:

1. Ho: MICEX=100%, H: LSE=0%
2. Ho: MICEX=100%, H: RTS=0%

Tables 51 and 52 support the hypothesis of MICEXketaprice discovery dominance over
LSE, but only patrtially. In the first case, reparte Table 51, the null of MICEX 100% price
discovery dominance should be rejected in threescaBhe equilibrium adjustment coefficients
of MICEX are significantly different from zero a#®level for four securities: GMNK, LKOH,
SIBN and SNGS. Table 51 reports the chi-squared muvdlues for the null of MICEX
contribution, which is set to 100% versus RTS [p&eeefer to case c)]. The null of MICEX price
discovery 100% contribution in relationship to REBould be rejected. EESR and GMNK
display significantly far from zero error correcticoefficient values. The test results indicate
that MICEX is generally only dominant over LSE &R@S in separate cases. Overall, the results
present a mixed picture: in separate LKOH casescdintribution of MICEX relative to LSE and
RTS is different from 100%. However, the joint hyipesis indicates that the contribution of
MICEX is 100% dominant over LSE and RTS. These Itesare in conflict. If the null is
reversed and the LSE contribution is hypothesiedatt100%, the inferences are consistent with
LSE. The London market may contribute 100% for IlHK@nd TATN, yet for the remaining
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instruments the null is rejected. In other wortig, testriction tests in separate cases support the
notion that MICEX is dominant with the exceptioratlLSE’s contribution may be close to
100% for LKOH and TATN. The restriction test resulupport the notion that the satellite

markets also contribute significantly to price digery.

a) MICEX>LSE b) MICEX<LSE c) MICEX>RTS

Chi-square(1) p-value Chi-square(1) p-value Chi-square(1) p-value
EESR 2.8372 0.0921 231.9797 * 0.0000 3.8700 * 0.0492
GAZP 1.0639 0.3023 6.8408 * 0.0089 2.2277 0.1356
GMNK 12.7915 * 0.0003 32.4892 * 0.0000 7.9338 * 0.0049
LKOH 4.4143 * 0.0356 3.1817 0.0745 0.8542 0.3554
RTKM 2.2635 0.1325 22.5241 * 0.0000 0.5328 0.4654
SIBN 18.2341 * 0.0000 107.6383 * 0.0000 0.1841 0.6679
SNGS 6.3431 * 0.0118 30.6062 * 0.0000 0.4585 0.4983
TATN 3.5558 0.0593 1.2176 0.2698 0.0137 0.9068

The table reports the Chi-squared and the p-vadfiésposed restrictions to the adjustment coeffitialpha in VECM from

Equation 34. The cases a), b) and c) represemuthéypothesis of the contribution to price diseovbeing 100% (alpha=0) of
a) MICEX vs. LSE, b) LSE vs. MICEX and c) MICEX WRTS, respectively. The asterisks indicate a siedissignificance at

the 5% level.

Table51 Error-Correction Coefficient LR restriction Test Summary

a) RTS=LSE b) RTS>LSE ¢) MICEX>LSE&RTS

Chi-square(1) p-value Chi-square(1) p-value Chi-square(2) p-value
EESR 438.0507 * 0.0000 3.7956 0.0514 5.6551 0.0592
GAZP 20.9529 * 0.0000 0.6217 0.4304 2.6945 0.2600
GMNK 74.1121 * 0.0000 28.5030 * 0.0000 17.7301 * 0.0001
LKOH 51.8551 * 0.0000 14.2341 * 0.0002 4.6224 0.0991
RTKM 78.3409 * 0.0000 32.9680 * 0.0000 4.6485 0.0979
SIBN 58.3528 * (0.0000 69.7501 * 0.0000 18.7799 * 0.0001
SNGS 75.9270 * 0.0000 34.1949 * 0.0000 7.6028 * 0.0223
TATN 26.9728 * 0.0000 22.7548 * 0.0000 4.3494 0.1136

The table reports the Chi-squared and the p-valfié@mposed restrictions to the adjustment coeffitiaelpha in VECM from
Equation 34. The case a) represents the null chdiestments coefficients alpha being equal betviRE® and LSE, while cases
b) and c) represent the null hypothesis of the rdmution to price discovery being 100% (alpha=0)bdfRTS vs. LSE and c)
MICEX vs. jointly LSE and RTS, respectively. Theassks indicate a statistical significance at5ke level.

Table52 Error-Correction Coefficient LR restriction Test Summary

The close to 50% proportions, from the price digegwontribution analysis above, hint that the
price discovery contributions of LSE and RTS maskaity be fairly balanced overall. In order
to test the null that there is a balanced 50%/50fe iscovery relationship between the RTS
and LSE markets, the adjustment alpha coefficianthe restriction tests were set equal. The
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null that RTS contribution equals the contributi@inLSE could be rejected for all instruments
reported in Table 52. The null that RTS is dominawer LSE should be rejected. With the
exception of EESR and GAZP, the alpha adjustmeefficeents for all remaining instruments
are significantly different from zero at 5% levalhese inferences indicate that RTS is not
dominant over LSE. On the contrary, for the mayodt instruments LSE’s 100% contribution
should be not rejected. However, the contributibR®S tends to be superior to LSE in trading
for GAZP and EESR instruments.

Summarising the results so far, price discovergaminated almost entirely by the domestic
MICEX market. However, given the optimum samplingguency range, the dominance of
MICEX is not absolute; there is evidence that LSBRynmave a 100% contribution to both

Moscow stock markets for LKOH and TATN. RTS and L&t similar markets in terms of

liquidity, but with exception of TATN and LKOH, thbome market RTS seems to contribute
more than LSE for all other instruments. Over&lg tesults do not undermine the notion that the
home market has a higher contribution to pricealiscy, but restriction test results support the

view that the satellite markets LSE and RTS alsdrdaute significantly to price discovery.

Interpretation of the Findings

Why is the overall cross-border price discoverytiehship between MICEX/RTS and LSE is
characterised by the leading role of the Moscowketaand the supportive role of the London
market? Any meaningful pattern across the crossdisecurities is not evident. However, the
overall price discovery constellation could be exptd by a number of factors, for example,
home bias of investors, cross-market differencegansaction costs, cross-border information
asymmetry and in the cross-market liquidity as fomvard by Baruch et al. (2005). Further
implications of the finding that the MICEX markstinformation dominant and LSE/RTS have a
supportive role are discussed in Implications @& Hindings section, in Chapter 10. The most
plausible explanation for Moscow’s leadership iic@rdiscovery can be that there is a home bias
of local investors. The evidence of Moscow’'s marnkete discovery leadership is fully in line
with the market segmentation hypothesis e.g. Feerahd Karolyi (1999) and could be

supported by the notion that local market partistpawho prefer to trade on the local market,
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may be better informed than foreign market paréioig as for example in Harris et al. (2003).
Furthermore, the overall lower transaction costsVWBEX may be the major factor explaining
the superior price discovery performance of the EXCmarket. Tables 13 and 14 report the
lowest trading costs in terms of average narrowasil spread on MICEX relative to RTS and
LSE. This explanation is consistent with Harrisakt (2002a), who offer evidence that the
contribution to price discovery relative to satellexchanges rises when the bid-ask spreads of
the central market relative to the satellite becamerower. The rejection of the theoretical
cointegrating vector of8 = (1, — 1)’ for half of all securities at the 0.8ignificance level as
reported in Table 40, can be explained by the pisef cross-border market frictions and the
information asymmetry between local and foreignesters. Trading restrictions in the market
microstructure can be also a confounding factorswaggested by Park and Tavakkolb (1994).
Information reflected by the order flow, which iacflitated by the trading mechanism of a
market, is in the end defined by its trading ruléghe trading rules on one market are more
restrictive than on the other, then the less ti@dire restrictive market may attract a higher
proportion of order flow. The MICEX market, for erple, can be considered the least
restrictive market to local investors because tiagling has always been conveyed in RUB
without a minimum order size. The statistical sligaince of informational contribution of the
LSE market could be attributed to the fact thatehe a short selling restriction on the Moscow
market whereas in London there is not. The LSE etggkobably is more successful in attracting
the informed order flow since short selling acyivitould be mostly attributed to the more
informed traders, who in the end have chosen @etmgithout this restriction abroad. Finally,
trading volume may play a major role in explainindpyy the MICEX market leads price
discovery relative to its domestic and foreign cefitprs. This explanation supports the
evidence found by Eun and Sabherwal (2003) and @ignet al. (2005), that liquidity is
positively related to the proportion of the pricesabvery contribution of a market. The
hypothesis of liquidity as a factor is indirectlgsted in Chapter 9, where the price discovery
contributions of the Moscow market are expectetdedower when London trading activity is

higher.

222



Chapter 8: Cross-border Price Discovery: Moscowlamtton Stock Exchange

85 Conclusion

The price discovery relationship between MICEX, Rarfl LSE for the eight most liquid cross-
listed securities has been analysed in this chapievgether, the average proportions of the
price discovery process between MICEX, RTS and Ic®FEespond closely to the ratio of
60/20/20, respectively. Consequently, the home atgrkice discovery share is on average 80%,
suggesting that the home market is the dominane mhiscoverer. Of the three markets, MICEX
trading provides the dominant contribution to prdiscovery at the optimum sampling range
(120s- 960s) for all instruments, with the excapab lower sampling frequencies, of LKOH and
TATN. The MICEX market contributes around 60% te #fficient price on average, when it is
competing with RTS and LSE. By the same token, BS8& RTS provide the supportive role for
price discovery on MICEX. While the quoting adjustm relationship between MICEX and
RTS is unidirectional (MICEX does not adjust to R@&oting), the relationship between LSE
and MICEX is bidirectional. RTS and LSE are simihaarkets in terms of market immediacy,
however with exception of TATN and LKOH, the homanket RTS seems to contribute more,

relative to LSE, for all other instruments.

The average Russian home market informational ibation accounts for 80% share relative to
foreign market LSE. This finding is also true iretbontext of the higher microstructure effects
associated with higher sampling frequencies belBs 6lowever, drawing inferences based on
the highest sampling frequency, the relationshigvben MICEX and LSE may lead to findings
which overstate the home market contribution. THegkngs are in line with the findings of the
study of Grammig and Peter (2008). Overall, while tesults do not undermine the notion that
the home market has a higher contribution to pdiseovery {e.g. Menkveld et al. (2007), Eun
and Sabherwal (2003) and Pascual et al. (20059%iction test results support the view that the
satellite markets LSE and RTS also contribute &mamtly to price discovery. The rejection of
the theoretical cointegrating vectors between Londod Moscow are indicative of the cross-
border information asymmetry caused by marketifn, stemming from geographical, political

and differences in market microstructure.
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Taking into account the superior trading volumeMIREX, the general finding that the MICEX
market is a leading price discoverer relative tdSRahd LSE, is in line with the hypothesis that
the more liquid market leads the lesser liquid cetitgr market in price discovery. This finding
is in line with the findings of Eun and Sabherw20@3), Grammig et al. (2005) and Phylaktis
and Korczak (2007). Given that the trading on MICEXhe most frequent of all three stock
markets, the finding that MICEX is generally thadeng price discoverer is not surprising. With
the exception of the two securities (LKOH and TATNhe finding is consistent with the
findings in the price discovery literature e.g. Eamd Sabherwal (2003), that price discovery is
lead by the relatively liquid (immediate) marketsually the most liquid market is the central
and home market as evidenced by Hasbrouck (199%&)iset al. (2002a) and Grammig et al.
(2005). However, despite that, there are exceptsuth as LKOH and TANT, which indicate
that there is a possibility that there might beeotforms of liquidity, such as a relative trading
volume or market immediacy that cause LSE to lesd MICEX and RTS. The findings of this
study are indicative of the notion that liquidity the major determinant of where the price
discovery generally occurs e.g. Baruch et al. (2005is finding is consistent with studies by
Ding et al. (1999), Eun and Sabherwal (2003), Meifdwet al. (2007), Pascual et al. (2005),
Grammig et al. (2004, 2005), Phylaktis and KorctaB807) and Grammig and Peter (2008).
Another important finding is that there is a foricooss-border market friction because of the
presence of the equilibrium gap between MICEX/RT8 BSE. The question of relative trading
volume as a determinant of the price discovery @rign, and the possible effects of
information asymmetry factors are examined in tb#BoWwing Chapter 9. It examines the

conditional price discovery between London andi¢aeling Moscow market.

This chapter is the only study that investigatesl Moscow-London cross-listed equity market
relationship for the eight most liquid Russian srbsted securities; it addresses the issue of
cross-border price discovery in the context of ¢éneerging home market (MICEX and RTS)
versus the developed foreign market (LSE). The mdjtierence between this chapter and
Chapter 7 is that, this chapter deals with equityivealent ADR securities instead of the locally
traded stocks. Furthermore, together with the safdgrammig and Peter (2008), this chapter is
one of the few studies that address the issue iok piiscovery in the context of market

microstructure effects. The notion this chapterpsus is that the share of foreign market
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contribution to price discovery may be underestedaif the sampling frequency is chosen on
the higher side of the spectrum or below the fivieaute sampling. It is crucial to base the

inferences on the range of sampling frequencies.
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Appendix
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9.1 Overview

This chapter analyses the time, trading volume waoldtility aspects of international price
discovery. Chapters 7 and 8 assume that the catitibof the markets to price discovery is an
average constant. However, this assumption may nraske accurate price discovery
measurements specifically sensitive to factors saghime, trading volume and volatility. In
comparison to Chapters 7 and 8, the main objedtihis chapter is to measure the conditional
or factor restricted price discovery contributicess opposed to the unrestricted aggregate
average, by relaxing the assumption that the mliseovery contribution is an average constant.
It is assumed that trading volume and intraday tiitlaare reflective of the information flow
between the markets. The key question addressethisnchapter is: How do time and
information flow conditions affect the price dis@wy relationship between the London and

Moscow markets?

The price discovery relationship between the Londoa Moscow markets is analysed by
conditioning the data set upon factors determinirfigrmation flow. The empirical analysis is
based on modification of the data set from Chafteh sample is conditioned by a factor by
permuting the variables in a specific order. Tihiachieved by ordering the main sample by the
chosen factor e.g. trading hour, and then dividimg main sample into sub samples, which
contain solely the values of the temporal factgr the first half hour of each trading day. The
permutation can be organised according to temgabrs such as trading time and trading
days, as well as the main trading indicators sschodatility and trading volume. The set of data
is conditioned upon factors such as trading timegkday and potential information asymmetry
proxy, such as price volatility or the trading vole. This type of approach is an indirect way of
controlling for factors, which allows the standarite discovery methodology to be applied e.g.
by use of OLS estimator on Engle and Granger (1&8&M\. Therefore, this method differs from
the conventional directly testable parameter basedels because the condition factors are not
directly controlled for. The main advantage of thapproach is that it avoids model

misspecifications associated with the interactibmaltiple variables (such as trading volume
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and volatility), allowing an application of a moparsimonious methodology. Overall, the
results consistency of this chapter may be regaadeah indirect way of testing the robustness of

the results from the previous chapters.

Regardless of the permutation in the data setetm@rical results are in line with Chapter 8: the
conditional price discovery contribution of MICEX superior to the LSE market. The examined
proxies of information asymmetry conditions, suchteading volume and intraday relative
volatility as well as the sorting in respect to déimhave an observable effect on the price
discovery relationship between MICEX and LSE, but dot change the relationship
substantially. The relative daily trading volumeedonot seem to affect the price discovery
relationship between LSE and MICEX. The effectraiding time manifests itself in an above
average unconditional contribution of MICEX for $es liquid stocks in the first two trading
hours and always below average in the consecutweehours of the six overlapping trading
hours. Further findings indicate that the dominan€eMICEX increases in times of higher
uncertainty or risk (higher level of volatility) drvice versa. The price discovery relationship
does not display any meaningful pattern duringttading days of the week, though MICEX

may have information flow advantage on Thursdays.

Based on the empirical findings of Chapter 8, therevidence of a fair degree of cross-border

information flow asymmetry between LSE and MICEX€eTevidence of information asymmetry
is provided by the rejection of the theoreticalntegration vector3™ = (1, — 1)’ (for EESR and

GMNK) as presented in Chapter 8. Unlike the intevxskbw market case, the consequence of the
rejection implies that in the cointegrating equiliion relationship, the pricing spread between
MICEX and LSE is not error-corrected on averageothrer words, there is the presence of a gap
in the equilibrium efficient price between theserke#s. Following that, there may be a
condition of a pronounced presence of inter-mankirmation flow asymmetry. This chapter
attempts to address the issue of how price disgowerinfluenced by factors which are

representative of information flow and dissipatiiween LSE and MICEX markets.
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9.2 Literature Review

With the tendency of equity markets to become iasirggly consolidated and globally
integrated, the issue of information asymmetry nternational cross-listed equity markets is
becoming more important {see Stulz (1999)}. Destlite general agreement on the presence of
information asymmetry between cross-border marlestsecially in the context of the emerging
market, the issue of how information flow is tramsed between markets and how this flow
changes over time is still not clear. Harris (208@)es: “How informative prices are depends on
the costs of acquiring information and on how mlighidity is available to informed traders. If
information is expensive or the market is not lejuprices will not be very informative”. The
market location where information is more integdaite price should have greater liquidity than
the other market. Harris et al. (2003) suggeshlabetween liquidity, information, and home
bias in international investment. They conclude thamestic investors may be better informed

about and better able to monitor local firms thareign firms.

There is a consensus in theory and in empiricdiriigs in the price discovery literature, that the
most order flow active market should have a higireportion of price discovery. Studies such
as Baruch et al. (2005), Eun and Sabherwal (20B68mmig et al. (2005) and Phylaktis and
Korczak (2005), suggest that relative market ligyiddetermines the price discovery
proportions. According to studies of Karolyi (20@#)d Harris et al. (2003), order flow intensity
reflects the proportion of the information flowiran the markets. This statement could be
extended to the notion that the trading activityanforder flow intensive market also results in a
larger absolute aggregate trading volume relativéhe less active market. When the absolute
trading volume is not affected, there are, howegtays with higher inter-market trading volume
asymmetry. However, is the relative daily tradingjuwne a reflection of the price discovery

proportions?

The main motivation for studying the variability pfice discovery proportions is the study of
Harris et al. (2002a), which employ Gonzalo andn@eax (1995) methodology to investigate
price discovery for thirty DJIA stocks cross-listeetween the NYSE, Chicago and Pacific stock
exchanges. Their data set is based on transadiicessampled at event time rather than clock

time for the 1988-1995 period. Harris et al. (200@acover a time-varying and statistically
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significant price discovery on the US market; thentcal market, NYSE, was information
dominant at the beginning of the sample period.1892 the proportion of price discovery
attributable to the NYSE had declined, but, by 1888 substantially recovered. These findings
indicate that price discovery proportions are rmtstant, but can vary substantially over time

and there is a need for further research in thes.ar

Generally, the focus of the cross-listed equitycgrdiscovery literature is on unconditional
average estimates. Despite the findings of Hatred.q2002a) that measures of price discovery
vary over time, the number of studies on crossdigtquity that specifically restrict their samples
in order to evaluate the effect of the temporalkriet®on is limited. There is evidence that
measures of information asymmetry vary over tingtipularly in the course of the trading day
e.g. Barclay and Hendershott (2003) and arounddlease of public information e.g. Lei and
Wu (2005) and Ting (2006). The number of studiescorss-listed equity which specifically
restrict their samples in order to evaluate theatfbf the restriction is limited, but, those that
examine the relationship between other asset tgpels as foreign currencies {Yan and Zivot
(2006)} and futures contracts, for example Mart€r898). Overall, there are only a few studies
that explicitly examine the effects of specific kigetrading days or trading hours on price
discovery contributions e.g. Taylor (2008), Menklvet al. (2007) and Barclay and Hendershott
(2003).

The temporal aspect of the price discovery progedise S&P 500 and E-mini futures market is
examined by Taylor (2008), utilising one minuteginency transaction data. The major findings
are that market liquidity and the time around tbkease of key macroeconomic information are
factors of relative price discovery. Price discgv@ppears to occur in the market for the
individual stocks making up the index and in thenli futures market. The E-mini futures
market becomes the dominant price discovery maxkdy during periods of extreme

information asymmetry and liquidity.

Menkveld et al. (2007) study price discovery bebavicontinuously in twenty-four hour periods
for seven Dutch securities cross-listed on NY SEeiiTanalysis focuses on a mix of overlapping

and non overlapping trading periods. They find that contribution of NYSE is inferior to the
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Amsterdam market. One of the other findings suggtsit NYSE market price discovery share
under-reacts around the opening times and the Adaste exchange under-reacts around the

closing times of the overlapping trading time pdrio

The other study that specifically analyses the tnalpaspect of price discovery is Barclay and
Hendershott (2003). They examine the effects afiigaafter hours on the amount and timing of
price discovery over the twenty-four hour day perid high volume of liquidity trade facilitates
price discovery. Thus prices are more efficient arore information is revealed per hour during
the trading day than after hours. However, the koading volume after hours generates
significant, albeit inefficient, price discoveryadividual trades contain more information after
hours than during the day. Because information asgtry declines over the day, price changes
are larger, reflect more private information, ame kess noisy before the opening than after the
closing.

An interesting study of temporal effect on pricesadivery during the eighteenth century is
offered by Bell et al. (2011). From a historicalgective, they investigate how quickly news is
absorbed in prices for the two English companibs, East India Company and the Bank of
England. These companies were cross-listed betwesrmon and the Amsterdam stock
exchange. The news between the cities was masngnitted by mail by boat. Bell et al. (2011)
examine the historical context surrounding therdefj events of the period and compute the
time-varying information shares. They find that thentribution to price discovery was
significant for both markets. Although the Londomnket information share declined steadily
over time, the contribution of the London marketswsgnificantly more important for both
stocks.

Generally, the price discovery and information flaweasuring models, reviewed in the
methodology chapter, do not address the role dirtgavolume, volatility or time in the price
formation relationship across the prices of varionarkets or between different securities.
However, there is a strand of market microstructiteeature that offers models attemptitgy
control for trading volume and volatility factorBhe size of a trade is assumed to be constant in
the studies such as Glosten and Milgrom (1985) @opeland and Galai (1983). In the Kyle

245



Chapter 9: Conditional Price Discovery between 288 MICEX

(1985) model, order size is always adjusted byirtf@med trader, in such a way that trade size
does not affect adjustments in price in order tentaim a constant fraction of a trade. Schwert
(1989) reveals that a factor explaining variabilitymarket volatility is the variability in trading

activity study. Trading volume playing a supportirgde in the process of price adjustment is
viewed in various theoretical works. Glosten andgktim (1985), extended by Easley and
O’Hara (1987), consider the price formation of dmadrsus large trades. Price discovery
contribution by price and volume is analysed byrduet al. (1994), whose model embodies an
information event, with two dimensions: trade sinéljcating the quality of that information and

the effect of the observed price series, indicatimggdirection of an information effect.

However, the econometric models employed by thé/ eampirical literature such as Schwert
(1989) may suffer from model misspecification peshs, as indicated for instance by Kyriacou
and Sarno (1999), because the models employed icoimdependently or simultaneously
determined variables. Furthermore, the early ewgdiriliterature, which investigates the
relationship between market volatility and tradiggume in the context of structural VAR, tends
to fail to account for simultaneous interactiongwsen trading activity variables. Therefore
these models should be interpreted with cautionaliee of the increased risk of model

misspecification e.g. serial correlation.

There is a lack of research that explains the tranaf price discovery contributions caused by
conditional trading volume and volatility. The mastievant studies on the effect of trading
volume and volatility is Martens (1998) and Atesl &dang (2005). The study of Martens (1998)
investigates the effect of trading volume and vlifaton the price discovery relationship of
Bund futures contracts between the London Intesnati Financial Futures Exchange (LIFFE)
and the Deutsche Terminboerse (DTB). He finds thatolatile periods, the share in trading
volume of LIFFE decreases while the informationrsha the price discovery process increases.
However, in relatively low volatility periods, DTBas the higher information share, but with a
smaller share of trading volume. The findings ofrtdas (1998) point out that higher volatility

leads to the larger trading volume market (LIFF&Yihg a higher share of price discovery.
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Ates and Wang (2005) study the relative liquidifyice volatility and price discovery

relationship between floor-based and electroni@tbasading systems in the Japanese Yen,
British Pound, and Euro foreign exchange futuresketa traded on the Chicago Mercantile
Exchange (CME). Ates and Wang (2005) employ intyadata based on transaction prices in
their analysis. They find that both trading systerostribute to the price discovery process.
However, for the entire sample period, automataditig dominated price discovery in the Euro
foreign exchange futures market. Liquidity, whishmeasured by bid-ask spreads, is higher in
the automated trading system, before and afteralting for variables such as price volatility

and trading volume. The findings do not support lilgpothesis suggested by Martens (1998),
that the contribution to information shares by &lmuc trading systems is higher in low

volatility periods and lower in high volatility peds. However, the results of their analysis
support the hypothesis that relative liquidity amperational efficiency jointly influence the

proportions of contribution in the price discovemsocess over time. Their findings are also
supportive of the notion that price discovery pntjpms are not constant over time. At the
beginning of the sample period, floor-based tradypgcally contributed more to price discovery

in the Japanese Yen and British Pound markets. kHenven the latter part of the sample period,
screen trading took the dominant role and contedunore to price discovery in these same

markets.

Like the studies mentioned in the literature rev@vChapter 2, (Liquidity and Volatility Section

2.3), the following studies were an element inriaivation for this research even though they
were supportive of, but not directly related tonditional price discovery: The dynamic causal
relationship between stock market returns, tradiolgme and volatility is investigated by Lee

and Rui (2002). They find that there is a posifieedback effect between volatility and trading
volume. At the same time, the trading volume doeshelp predict the level of returns. This
finding suggests that information contained in me$uis reflected by the trading volume
indirectly, which may be predictable by volatiliof returns. If this is the case, trading volume
may be used as a proxy for information flow in gtechastic process generating volatility. In
extended work on simultaneous volatility models,u@dy and Gannon (2003) document

significant trading volume and volatility transnims effects between index and index futures.
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The study of Baruch et al. (2005) offers empirsapport for the trading volume of cross-listed
firms to be concentrated in the market with thehbig correlation of cross-listed asset returns
with other asset returns in that market. It cowddelzpected that the liquidity of each market is a
major factor in determining the location of pricsabvery as well as trading volume. Trading
volume is proportionally higher on the exchangeainich the cross-listed asset returns have

greater correlation with returns of other assetddd on that market.

Pascual and Pascual-Fuster (2010) provide robustemze of asymmetries in the daily

contribution, made by ask and bid quotes, to theepdiscovery relationship between SSE and
the NYSE. Asymmetric contributions are not the gticm, but the rule. They are more common
among small-caps, during days of relatively thading and higher exposure to risk, and during
the overlapping trading period between the SSEta@dNYSE. The ask- (bid-) quote leads price

discovery in days with a substantial excess of tgiyselling) initiated trading.

According to the findings in the reviewed literaun the General Literature Review Chapter 2,
(Section 2.3, Liquidity and Volatility), trading tone and volatility seem to be correlated
trading variables. Both variables can be connetigda mixture of distributions hypothesis
(MDH), which stipulates that price volatility andatling volume are both subordinated to the
same information arrival rate. The empirical priiscovery literature seems to establish a link
between trading volume and intraday volatility (emental price changes or returns), but a few
studies such as Martens (1998) and Taylor (200&mee the direct effect of trading volume

and volatility on the price discovery process.

Overall, there is a limited amount of literaturedgsing on the conditional effect of time and
liquidity on price discovery. The other strandoohditional price discovery literature seems to
focus on the effect of news announcements on mhiseovery. The use of intraday data is
usually found only in recent studies. The numbestatlies, which adopt the indirect approach of
measuring the effect of volatility and trading vole on price discovery proportions, is limited,
and two of them Marten (1998) and Ates and Wand)%2Chave seemingly contradictory
findings on the effect of volatility. Finally, therare few conditional price discovery studies that

248



Chapter 9: Conditional Price Discovery between 288 MICEX

focus on the cross-listed equity market with respedrading volume and volatility conditions

and the temporal aspect of price discovery, howasaetill an under researched sub area.

The key question addressed in this chapter is:

* How does the price discovery relationship betweamndon and Moscow behave
conditioned upon time, trading volume and volatiliariables?

The following null hypotheses have been established are tested in this chapter by
conditioning the data samples according to timé&yme and volatility factors:

1. Ho: Daily relative trading volume conditions have affect on the price discovery
relationship between LSE and MICEX

2. Ho: Intraday relative volatility conditions have arffeet on the price discovery
relationship between LSE and MICEX

3. Ho: Trading hours restriction has an effect on thiegpdiscovery relationship between
LSE and MICEX

4. Ho: Trading days restriction has an effect on thegydiscovery relationship between LSE
and MICEX

9.3 Sample Type and Sampling Frequency

Unlike Chapter 8, the empirical analysis of thiggter is based solely on trades based samples
with a fixed 300s sampling frequency. Although poer¢ chapter findings are based on the
guotes sample, the trades sample results weresaailiput not explicitly discussed because of
the similarity in the findings. The rationale bethithis chapter is to examine the effects of time,
trading volume and volatility based on Chapter &léis data. However, the conditional price
discovery findings are better understood when tiyreelated to the unconditional results. So, in
a way, the analysis of the conditioned and unc@ritd samples is an indirect robustness test of

the previous chapter, but does not deal with tingpiag frequency issue in depth.
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A five minute sampling frequency choice may notitheal. It is a compromise between the
maximum observation available and theoretical mmbrket optimum. The other underlying
compromise is a trade-off between data informatiemsorship in lower sampling frequencies, as
against the information invention caused by int&fon, which is specifically an issue in the
case of trades data. The reasons 300s samplingeleaschosen depend on certain factors. The
optimal sampling frequency between multiple marketambiguous, because of the structural
differences of the underlying exchanges e.g. taéiequency, trading rules, instrument liquidity
etc. These factors potentially contribute to th#edences in trading activity in each market.
There is no guidance provided in either the cooddl or unconditional price discovery
literature on optimal inter-market sampling choiée.the same time, there is a need for the
highest number of observations possible, the reafwrwhich are outlined below. The overview
of observation in each sample is provided by T&3leThe only guideline is the RV estimator
analysis of the previous chapter and the recomntiemdaf five minute sampling based on RV

stability found in the literature of, amongst otheknderson et al. (2001).

Considering the optimum sampling results from Caagt one would be tempted to use these
sampling frequency optima in this chapter. Firstipwever, these optimum sampling range
results were based on non interpolated quotes bdatml and secondly, there is a large
asymmetry in the trading frequency and liquidityusture between LSE and MICEX. The

trading on LSE is far less immediate (frequent) &ad less breadth than on MICEX, partly
resulting in rather larger than fifteen minute eifnces in the sampling frequency optimum in
some cases. Finally, given MICEX is the most acthagket and LSE at times the most inactive,

it is inconclusive which sampling frequency is jiyroptimal.

The differences in inter-market liquidity expressedotal shares exchanged between MICEX
and LSE are substantial. In order to eliminateghee factor effect of trading volume product,
only the traded volume (size) is chosen as theitonthg factor. Table 53 depicts the relative
total daily trading size ratios between MICEX arn8H. For instance, in the case of lesser liquid
SNGS security, the total daily ratio of securiteeghanged between MICEX and LSE is over
two hundred times. This implies that, on a dailerage, MICEX market liquidity based on

SNGS shares is over two hundred times larger,ivelad LSE. The statement is true, even for
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the most liquid stock such as LKOH, but total MICBXily trading is just over twice the size on
average, because of two days which can be clagsifi®utliers. Overall, as presented in Chapter
3, by Table 4, the total trading volume of MICEXussurpassed, if all eight Russian securities

traded on LSE I0B are taken into account.

Average Size Ratio ADR Ratio Total Ratio Size Correlation

EESR 530.2 100 5.3 0.79
GAZP 120.8 4 30.2 0.65
GMNK 10.0 1 10.0 0.61
LKOH 2.4 1 2.4 0.43
RTKM 260.3 6 43.4 0.41
SIBN 6.3 5 1.3 0.40
SNGS 2509 50 5.0 0.34
TATN 125.7 20 6.3 0.30
mean 163.3 13.0 0.49

The table presents the average daily trading sitie and the correlation of average trading sizgsben MICEX and LSE for
all securities.

Table 53 Trading Quantity (Size) Ratio of L SE to MICEX

The data set sorting procedure is described inildetathe following sample partitioning

methodology section. Generally, the data sampleaisitioned by truncating the data set into
smaller sub-samples. Sample partitioning impliest tindividual sub-samples only contain a
fraction of total sample observations. The sampge $s crucial, because the number of
observations in some restricted sub-samples becmmesmsingly limited by the research sorting
criteria and the factor availability in the datdad@sing sampling above 960s for example, would
have left the total sub-sample size below an aetdptminimum. For instance, in Table 55, this
issue is illustrated for HL regime sub-samples ttoe 33/66 percentile threshold for EESR,
LKOH, RTKM and SNGS, where the number of effecti@y observations is already below

five.

9.4 Sample Partitioning Methodology

Trading Volume
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The analysis is performed based on selective gpdirthe data sample according to a chosen
factor. Once the sample is sorted, or in other wa@ahditioned, upon a chosen factor, standard
econometric methodology is applied. In order td tee hypothesis of trading volume and its
effect on the price discovery relationship, thegio@l 300 second sample is grouped into four
truncated sub-samples which contain inter-markietive low and high trading volume sorted
price-time series. Each sub-sample then direcflyesents a factor based condition. By applying
a model on that conditioned sub-sample, one caerrebgshe effect of the given factor. The
differentiation between high and low trading volumé&ased on the aggregate trading size of the
day. The trading regime has been defined as higheidaily trading size is above the threshold
point, and as low if below. The difference betweka low and high trading volume day is

dependent on the threshold point between high @andwhich is defined in the next paragraph.

Analysis of the trading volume distribution suggest median as the initial threshold point,
because it offers maximum observations for eacHirtgaregime sub-sample. Trading size
distribution has the tendency to be normal, butstkewvness is mostly positive for all securities.
Mean, median and 33th/Bercentile threshold options were considered, bohef them is
merely a compromise because the number of obsengais traded off for a better sub-sample
representation. Given that there are two tradingues in question, the partitioning results were
grouped into four trading regime permutations: infation symmetrical MICEXhi/LSEhi (HH),
MICEXIo/LSElo (LL) and asymmetrical MICEXhi/LSEIdHL), MICEXIo/LSEhi (LH).

The trading regimes have been defined as:

HH < S_SED SMlCEx2 TM
HL = S\/IICEX 2 TM N %SES -IRII
LH = S\/IICEX = TM O %SEE -IR/I

LL = S_SE N SNHCEX < TM

Where S stands for the daily quantity of securiéieshanged (size) and T is the threshold point.
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The trading size correlation proved to be a deei¢actor in determining the number of trading
days contained in each regime, reported in TabldfSfe trading size correlation is relatively
high, then the number of days in the symmetricginnes would outweigh the asymmetric ones.
The average cross market trading size correlasof.49, meaning that there is a substantial
information asymmetry between MICEX and LSE. Thergation of the GAZP, RTKM and
SNGS trading volume is above the average, where F5AZs 0.79, the highest correlation.
Consequently, there is a minimum number of daysilabla in the sub-samples for the
asymmetry HL/LH regimes. On the other hand, SIBNI &MNK, are better examples of

asymmetry regimes, because their correlations.2®dhd 0.33 respectively.

GAZP RTKM SNGS EESR LKOH TATN GMNK SIBN mean

0.79 065 0.61 043 041 040 0.34 030 0.49

The table shows the average daily trading volummeetations between MICEX and LSE

Table 54 Daily Trading Volume Correlations between MICEX and L SE

threshold HH HL LH LL Total

EESR median 29 929 75
33/66 16 1 415 36
GAZP median 23 10 9 23 65
33/66 15 5 312 35

GMNK median 23 15 15 23 76
33/66 12 6 6 16 40
LKOH median 25 12 12 26 75
33/66 15 3 4 15 37
RTKM median 29 9 9 29 76
33/66 17 3 313 36
SIBN median 24 13 14 24 75
33/66 12 5 412 33
SNGS median 25 13 13 25 76
33/66 16 2 314 35
TATN median 7 7 7 8 29
33/66 15 6 6 4 31

The table presents the number of trading days owuan each trading regime group (MICEXhi/LSEhiHH MICEXIo/LSElo
(LL) and MICEXhi/LSElo (HL), MICEXIo/LSEhi (LH)) dpending on the chosen threshold point.

Table 55 Trading volume samples of availabletrading days
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In the proposed research method, it is assumedthbatumulative daily trading volume of a
market reflects the relative informational conttibn captured by that market. However, the
reverse of this causality relationship, if any, nadso be true. In that the measured daily price
discovery contribution of a market reflects the amtoof daily trading volume that this market
facilitated. The day’s cumulative trading resultila¢ end of that trading day is not necessarily
pre-determined. Following that, the results of ylaidading volume and the measured price
discovery contributions can be considered as emangevariables. If this is the case, then the
issue of endogeneity arises in this particularti@hghip. The endogeneity issue between the
daily trading size groups and their contributiorptece discovery measures arises because of the
contemporaneous feedback between these variablestef@poraneous feedback causes
problems associated with serial correlation wheimading parameters for example via the OLS
estimation method. Since the methodology utilisethis chapter does not explicitly control for
the variable of daily trading volume, the probleiserial correlation may implicitly bias the
choice of trading days, and may, therefore, bias itiferences and may contribute to the
inconsistency of estimated parameters. In ordeprivent this contemporaneous feedback
between the endogenous variables from occurrirggd#ily trading size group variable could be
instrumented to be a group of days with the tragdiags of previous trading days. This approach

has been adopted in the analysis.
Relative Volatility

Another objective of this chapter is to measureegrmliscovery conditioned upon a different
degree of estimated intraday volatility conditioretative to MICEX market pricing activity.
Proxy for volatility for each intraday period hasem defined as a log return squared over each
sampling interval n of the MICEX market, similar the realised variance (RV) estimator

without the summation.

VnMICEX — [Iog(r MICEX ):|2

n

(56)
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Since cross-market daily volatility estimates arghly correlated, it would make no sense to
condition the samples accordingly. The intradayiqokervariations are, however, almost

uncorrelated. Therefore, each subsequent intradagred return was calculated in order to
measure the degree of pricing variation. Thensathple periods were grouped according to the
magnitude of each period return squared into fateriquartile ranges Hi, MedHi, MedLo and

Lo, relative to the volatility of the MICEX markeln order to avoid the permuted sub-samples
resulting in complete alienation from the origin@hch group was chronologically reordered in
the final stage. Finally, each grouped sub-sampigains isolated observations according to the

intraday MICEX return variance criterion, but folle the original time series evolution.

There are alternative proxies for volatility esttron, such as the high-low estimator and
standard deviation. However, both High/Low and d#ad deviation volatility estimators rely on
the assumption that the returns are normally @isted with conditional volatilityst. That
assumption may hold with daily return, but does maltl with intraday returns. Anderson et al.
(2001) stipulate that the distributions of the issad daily variances are highly non-normal, but
the logarithms of the realised variances are apprabely normal. The proposed methodology is
similar to that of Martens (1998), who employs gt&d deviation as a proxy of intraday return

volatility. However, this chapter uses a RV estionaterived definition of volatility.

Trading Time

In order to measure the effects of trading hourd @wading days, the trades sample has been
restricted into sub-samples according to certaterd. Initially, the total six overlapping tradjn
hours of each day, were truncated into three twa Bab-samples on a day by day basis. Since
the first two trading hour results appeared tohH#ermost promising, they were additionally first
subdivided into one hour periods, and later inttf haur periods, in order to examine the

robustness of the results.

The sample conditioning procedure for trading dawss performed in a similar fashion.
However instead of truncating the total sample nrhaurly basis, the sample was split into

weekday sub-samples consisting only of Mondays,sdags, Wednesdays Thursdays and
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Fridays. Trading hours and days were simply isdlfitem the unconditioned sample by deleting
the values that were not required. In the sampl@ogelLondon had more trading days than
Moscow, because the latter had more public holiddy® samples contain all trading days

except the public holidays. They were excluded fadhsamples.

9.5 Empirical Results

Regardless of how the data is restricted, conddtioor permuted, the results are stable and
consistent with the findings of Chapters 7 and & tihe MICEX market is the leading price
discoverer. Surprisingly, the relative daily traglvolume seems to have no significant impact on
the price discovery relationship relative to theamditional relationship. In contrast to trading
volume results, relative volatility has a posito@relation with the price discovery contribution
of MICEX, relative to the unconditional relationphBesides the trading process itself, time has
a varying effect on price discovery proportions.efiéh seems to be a price discovery pattern
during the overlapping trading hours; the first atet last two trading hours are more
pronounced on the MICEX market than the intermedia trading hours; the first two trading
hours are positively associated with the MICEX cdwtion for relatively lesser liquid
securities. The effect of weekdays revealed a mpesdlt, but Thursdays may have an above
average effect on the MICEX price discovery conitidn. Yet, overall, none of the above

findings undermine the leading price discovery posiof MICEX.

9.5.1 Unconditional Price Discovery based on Trades

Unlike the underlying VECM models in Chapter 8, 8& PT contribution measures of this
chapter are based on simplified unconditional ECMgIE and Granger (1987) models
(Equations 31 and 32). However, the price discoymgportions between LSE and MICEX
based on ECM models remain stable with a presehaceegligible differences compared to
VECM models. The comparison of GG price discovamgtabution measures between these two
model types is shown in Table 57. The mean GG tution of ECM based models is 91%,
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which is close to 92% of the VECM based models ima@er 8. The findings based on

unconditioned data of this chapter are in line whih overall average results of Chapter 8.

frequency (s) 1 15 30 60 120 240 300 480 960 1920 mean
EESR 0.97 0.98 098 098 098 099 0.97 0.93 0.93 0.88 0.96
GAZP 0.98 0.95 094 094 090 0.81 0.80 0.75 0.70 0.58 0.84
GMNK 0.97 0.97 098 098 098 099 0.99 1.00 1.00 1.00 0.98
LKOH 0.99 0.99 1.00 100 099 100 100 1.00 1.00 1.00 1.00
RTKM 0.84 0.86 087 087 088 0.88 0.87 0.89 0.85 0.87 0.87
SIBN 0.97 0.97 098 098 098 0.73 0.77 0.76 0.85 0.82 0.88
SNGS 0.95 0.95 095 0.95 095 096 093 097 097 0.96 0.96
TATN 0.75 0.75 0.75 0.75 0.75 093 094 096 099 1.01 0.86
mean 0.93 0.93 093 0.93 093 091 091 091 091 0.89 0.92

The table summarises the unconditional GonzaloGrathger measures of MICEX market from Equation&&7a function of
sampling frequency, for all cross-listed securibased on trades samples.

Table56 MICEX Gonzalo and Granger method for Unconditional Price Discovery based on Trades

The GG permanent-transitory measures from Chaptef @hconditional five minute interval
sampled transaction time series indicate a GG 928tage contribution to price discovery on
the MICEX exchange. The results are presented lokeT26. There is far less cross-sectional and
contemporal variation across the GG contributiciimeges compared to the quotes based data
examined in Chapter 8. The MICEX price discoverptdbution average constitutes close to
100% for three stocks EESR, GMNK and LKOH. GAZP,KRT, SNGS and TATN display a
close to or above 90% share, measured by GG. ABIM 8as a slightly below 80% MICEX
share.

EESR  GAZP GMNK LKOH RTKM SIBN SNGS TATN mean

VECM 300 0.97 0.80 0.99 1.00 0.87 0.77 0.93 0.94 0.91
ECM 300 0.99 0.81 0.99 1.00 0.87 0.77 0.97 0.94 0.92

The table presents a comparison of unconditiorelGhnzalo and Granger measures of MICEX market M&@M (Equation
37) and ECM (Equation 25), sampled at 300s samjflargiency, for all cross-listed securities basedrades samples.

Table 57 Comparison between Gonzalo-Granger methods based on Unconditional VECM vs. ECM models
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9.5.2 PriceDiscovery by Trading Volume (Size)

Contrary to expectations, the relative daily trgd#olume results are rather inconclusive. On the
one hand, the daily trading size does not seerfféotahe price discovery relationship between
LSE and MICEX. This finding is different from Tayle (2008) finding that one market
becomes dominant only in extreme liquidity and infation asymmetry. The potentially
conflicting finding can be explained by the abseltrading volume of MICEX, which for almost
all securities is usually mostly above LSE tradiotume, thus the major contribution MICEX to
price discovery is never undermined. Consequetitly relationship between these exchanges is
relatively similar to the one in the findings okthrevious chapter, which points out that MICEX
is the undisputed leader in price discovery forRalssian cross-listed securities. That finding is
consistent with the findings of Gagnon and KargBd05) and Baruch et al. (2005). On the other
hand, the alternative explanation is that priceaiery contributions cannot be attributed to the
daily trading volume. For securities such as LKORd aGMNK, the market immediacy
associated with trading durations may be the mégotor determining the price discovery

contribution, rather than the depth of a market.

The issue of endogeneity between the daily tradoigme variable and the permanent-transitory
measure has been addressed by breaking up thenmgmreneous feedback loop i.e. by
transforming the day’s daily trading volume to be taily trading volume of the previous day.
The results of instrumented daily trading volumeugs indicate that the price discovery
leadership of MICEX conditioned upon the daily tregd volume of the previous trading day
generally remains unchanged. Table 58 reports threz&o-Granger price discovery shares for
MICEX. The average informational contribution oBtMICEX market is distinctly found to be
around 80% irrespective of the trading volume grotipe relationship does not change even at

the highest asymmetry groups of HL and LH.
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Trading size group HH HL LH LL uncond mean
EESR 0.88 0.99 0.93 0.75 0.99 0.89
GAZP 0.62 0.57 0.55 0.63 0.81 0.59
GMNK 0.77 0.65 0.75 0.99 0.99 0.79
LKOH 1.00 0.59 0.66 0.90 1.00 0.79
RTKM 0.83 0.88 0.83 0.89 0.87 0.86
SIBN 0.93 0.89 0.83 0.81 0.77 0.86
SNGS 0.95 0.76 0.73 0.96 0.97 0.85
TATN 0.99 0.99 0.94 0.96 0.94 0.97
mean 0.87 0.79 0.78 0.86 0.92 0.83

The table presents and compares the conditionalGontzalo and Granger measures of MICEX market fieguoation 37
conditioned upon trading volume 50%centile thredhadf the daily trading volume with the uncondifbmeasures at 300s
sampling frequency, for all cross-listed securibased on trades samples. The trading regime gerepd|CEXhi/LSEhi (HH),
MICEXIo/LSElo (LL) and MICEXhi/LSElo (HL), MICEXIoLSEhi (LH).

Table58 MICEX Gonzalo and Granger measur es conditioned upon trading volume 50% centile thresholds

The price discovery contribution of MICEX dominates all trading regimes. Overall, the
MICEX GG share is 83% on average for all stockalinrading regimes within relatively narrow
range of 87% and 78%, as reported in Table 58.nbtien of MICEX informational dominance
is additionally supported by the average contrdoutof around 80% in HL and LH regimes,
which deviate below the unconditional average. €heditioned price discovery relationship
shifts slightly in favour of LSE in those regimeshem the trading volume is mostly
asymmetrically distributed between MICEX and LSk .this case, GAZP, GMNK and LKOH
securities on MICEX display below average GG valk¢swever, taking into account that the
liquidity of MICEX is unsurpassed, the GG permartahsitory measures clearly support the
notion that MICEX is information dominant regardiesf the trading regime. The evidence is
consistent with the notion that liquidity plays anportant role in LSE and MICEX price
discovery for internationally cross-listed secesti This finding is consistent with the findings of
Ates and Wang (2005), Grammig et al. (2004, 20B8)laktis and Korczak (2004, 2005) and
Eun and Sabherwal (2003), which show that tradisigme is positively related to the share of
price discovery. Further implications of the overfahdings are discussed in section 10.3,

Implications of the Findings, in Conclusions, CleaiO.

MICEX is the market, where major trading volumedslplace, as illustrated in Chapter 3, Table
4 and Chapter 5, Table 13. In contrast to MICEXELS a relatively minor market for Russian
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cross listed securities. Table 53 shows that LK@AZP and SIBN security quantities are
traded on a daily basis in relatively close ratids.the same time only the LKOH absolute
trading volume on LSE is larger than on MICEX. Yibe average MICEX daily trading size is
not overtaken by LSE. For instance, despite a higiverall LKOH turnover on LSE, the
average trading size on LSE reaches approximatalfythe trading size of MICEX. This is
particularly true for securities such as LKOH an®IKKK - the trading volumes for both
securities are larger on LSE than on MICEX. Thatreé average trading sizes and frequency of
trading (duration) differences between LSE and MXQfay explain the findings. However, it
may be the relative market immediacy that explarhsre the majority of price discovery takes
place. In Chapter 4, MICEX is shown to be a mormadiate market. This notion is in line with
the findings of Ting (2006) that trading duratioasha larger effect on information asymmetry
than trading volume. The issue of which type olidty explains the proportions of price

discovery remains a subject for further research.

The error-correction coefficients explaining the B.Sricing adjustment are statistically
significant at 5% level from zero for all tradinggimes, but do not explain MICEX adjustments
for the majority of securities. This finding is @stent with the findings in Chapter 8 on uni-
directional causality relationship. The results areline with the one-way price discovery
hypothesis; MICEX pricing mostly does not adjushile LSE pricing reacts mainly to MICEX
pricing. With exception of GAZP and LL regime, @&itror-correction coefficients explaining
MICEX pricing adjustments are insignificant. At esthere are also exceptions on the MICEX
side: EESR and TATN indicate both-way price disegver the LL and GMNK but also SIBN
for LH trading regimes. It is interesting to seattithere is a unidirectional relationship in
symmetrical as well as asymmetrical informationmegs. However, the direction of information
flow also seems to change in exceptional casescatwg that LSE also has information

dominance at times.

9.5.3 PriceDiscovery by Volatility

Daily volatility, as measured by a realised varmmstimator between markets, is highly cross

correlated, as advocated by e.g. Anderson et @1(2 but intraday squared returns are not. The
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cross correlation of each squared return is tylyichélow 0.01, meaning that the intraday
variations across markets are almost not croseleded. Since MICEX proved to be the
dominant price discoverer, one would expect thsing noisiness on MICEX could affect its
price discovery relationship with LSE. The point ioterest has been to test whether, for
instance, the moments of high intraday volatilitytee MICEX market lead to it having a higher

proportion of price discovery.

The null that the price discovery relationship anstant relative to MICEX intraday volatility
should be rejected. The average GG results for sative volatility group indicate a directly
proportional rise or decay of the MICEX price digepy contribution displayed by Table 59.
The overall group measured by the GG average ofBMI& 0.81 which is close to the 0.92
unconditional sample results. The MICEX share rises 0.71 for the low volatility group to
0.79 (medium low) to 0.86 (medium high) and to Of88the high volatility group. The price
discovery proportion of the MICEX high volatilityrgup is the closest to the unconditional
sample average. With the exception of TATN, all ¢tieer stocks display a substantial variation
of GG measures across the quartiles. In the caGAZP for instance, when the Moscow market
intraday volatility is low the MICEX share is close 0.3, but when volatility is higher the
MICEX share is higher, rising to 0.7 when MICEX ablity is highest. EESR, LKOH and

SNGS share a similar rising pattern compared to BAZ

Volatility regime LO ML MH Hi uncond mean
EESR 0.62 0.97 0.83 0.93 0.99 0.84
GAZP 0.28 0.37 0.65 0.70 0.81 0.50
GMNK 0.99 0.80 0.81 0.81 0.99 0.85
LKOH 0.48 0.53 0.97 1.00 1.00 0.75
RTKM 0.77 1.03 0.90 0.93 0.87 0.91
SIBN 0.81 0.90 1.02 0.84 0.77 0.89
SNGS 0.67 0.66 0.77 0.98 0.97 0.77
TATN 1.04 1.02 0.94 0.95 0.94 0.99
mean 0.71 0.79 0.86 0.89 0.92 0.81

The table shows a comparison between the conditi®pazalo and Granger measures of MICEX market fiequation 37
conditioned upon inter-daily price volatility aniket unconditional measures sampled at 300s samifpggency, for all cross-
listed securities based on trades samples. Thelsgmepods were grouped according to the magnitfdeach period return
squared into four inter quartile ranges Hi, MededLo and Lo, relative to the volatility of the MEX market.

Table59 MICEX Gonzalo and Granger measur es conditioned on intraday volatility
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If one compares the GG group values of each sgcrglative to the all group average, the
relationship between MICEX relative volatility artd price discovery dominance becomes more
evident. Almost all stocks traded on MICEX dispkayelow average GG proportion in the low
volatility groups, and above average proportion foe higher volatility groups, with the
exception of GMNK and TANT. For some unidentifiegason, these two stocks behave in the
opposite way - they indicate a higher contributidmprice discovery in the low and a lower price
discovery contribution in the high volatility grosip TATN is a relatively low liquidity stock,
while GMNK belongs to the category of higher ligtydstocks. The findings indicating MICEX
information dominance increase in times of higheeartainty or risk (higher level of volatility)
and vice versa, with a lower level of uncertaintyisk (lower level of volatility), the dominance
of MICEX diminishes. Trading abroad watches thecipg of MICEX rather than initiating its
own. Overall, there is evidence that volatility s&eto have a positive (negative) correlation with
the common component contribution of the MICEX () S&arket. This finding is consistent
with Martens (1998), where higher volatility leadsa higher price discovery share of the larger

trading volume market.

However, the finding that volatility is positivetglated to price discovery does not comply with
the finding of Ates and Wang (2005). The differente their findings may be explained by the
fact that different volatility measures were emgdy Ates and Wang (2005) employed daily
High/Low price volatility measures, while Marten$908) on the other hand employed an
intraday period standard deviation volatility measiAssuming that price discovery proportions
are characterised by the level of a market acteity trading volume, and given that MICEX is
the most active market in terms of trading voluthere is indirect evidence that a higher level
of volatility is associated with higher market &@y. This finding would lie within the MDH
assumptions and would therefore be consistent thighfindings of Chatrath et al. (1995) and
Kim et al. (2004).

9.5.4 Pricediscovery by Trading Hours

In the unconditional price discovery literatureg ttontribution to price discovery as measured by

HIS or GG is usually presented as an aggregatdandut these information measures are not
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only a function of observation (sampling) frequebey also a function of the trading time of the
day. The null that the GG measure is constant duitie days of the week or trading hours
during the day is rejected. This chapter shows HwvGG information measure itself varies
throughout the overlapping trading hours.

If six overlapping trading hours are split into @ual parts, an intraday GG information measure
pattern is clearly observable. Figure 51 and Té&bldlustrate the pattern of GG contributions of
MICEX conditioned to trading time. According to tl& measure it seems that the contribution
of the MICEX exchange relative to LSE is at its &st/from 2pm until 4pm Moscow time, in the
middle two of the six overlapping trading hoursr B securities except EESR and RTKM, the
GG measure of MICEX is at its highest for the figstoverlapping hours compared to the
remaining hours. The second 2 hours of overlappiadjng are always below the first 2 hours
for all stocks. The last 2 trading hours are eitieow the second for 4 stocks (GAZP, GMNK,
SNGS and SIBN) or above for the rest, while for RESid RTKM, the last 2 hours indicate an
even higher MICEX share than the first 2 hours.

Trading hour EESR GAZP GMNK LKOH RTKM SIBN SNGS TATN

1st2 092 0.83 100 083 0.97 088 0.92 1.00
2nd2 0.89 0.72 093 082 045 0.74 0.80 0.92
3rd2 1.00 1.28 089 1.00 1.72 0.64 0.77 0.82
uncond 1.00 092 100 0.99 0.92 0.79 0.86 0.92

The table displays a comparison between the cemgitiGonzalo and Granger measures of MICEX marikeh fEquation 37
conditioned upon overlapping daily trading hoursl &ime unconditional measures sampled at 300s sagnfskquency, for all
cross-listed securities based on trades sampless@imple periods were grouped according to thg fiecond and third two
trading hours.

Table 60 MICEX Gonzalo and Granger measures conditioned on trading hours

Is there a Moscow lunchtime or London morning dffetf the conditional GG results are
compared with the aggregate unconditional resitltbecomes apparent that in the first two
trading hours, 12- 2pm Moscow time, when LSE ig¢ giarting to trade, MICEX has above the
unconditional GG level information share. This riget for five out of eight stocks: GMNK,

RTKM, SIBN, SNGS and TATN. Interestingly, theseckt® are relatively less often traded than
EESR, GAZP and LKOH. The summary of price discovesults is reported in Table 57. Even,

if the first hour or first half hour is consideratie relationship still holds - the London pricing
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contribution seems to be informationally inferion the beginning, but superior in the
intermediate part of the trading day. For the sdc@nhours of the trading day, almost all
securities on MICEX, except one on par, indicatgdothan average GG measures. This means
that the MICEX price discovery contribution slowswh after lunch time. This anomaly could

be called a Moscow after lunch effect.

On the other hand, half of all securities: GMNKBE| SNGS and TATN, are below the average
GG measure in the last two trading hours. Agaiaes¢hstocks are from the relatively less liquid
category as stated above. However, this time mhseovery performance on MICEX is below
the average - the opposite of the first 2 tradiogrh. Consequently, for the more liquid stocks,
EESR, GAZP and LKOH, MICEX performs even betterntteeverage towards the end of the
trading day.

Trading hour EESR GAZP GMNK LKOH RTKM SIBN SNGS TATN

1st/2 094 0.99 090 091 090 0.84 094 1.01
1st 093 043 094 087 092 0.83 092 1.12
1st2 092 0.83 1.00 083 097 088 0.92 1.00
2nd2 0.89 0.72 093 0.82 045 0.74 080 0.92
3rd2 1.00 1.28 0.89 1.00 172 0.64 0.77 0.82
uncond 1.00 0.92 100 099 092 079 0.86 092

The table displays a comparison between the camgitiGonzalo and Granger measures of MICEX marikeh fEquation 37
conditioned upon overlapping daily trading hoursl &ine unconditional measures sampled at 300s sagnfskquency, for all
cross-listed securities based on trades sampless@imple periods were grouped according to thg fiecond and third two
trading hours with an additional split of the fitato trading hour into first hour and first half hour.

Table 61 Summary of MICEX Gonzalo and Granger measur es conditioned on trading time

Table 61 presents the GG contributions of the MICHEArket to price discovery. The results
based on the first half and the first overlappiragling hour, are supportive of the finding that
MICEX has an above average contribution in thet fivgo trading hours. This finding is
particularly true for the lesser liquid securitisgch as RTKM, SIBN, SNGS and TATN. A
possible explanation for that observable pattewiccbe that LSE trading watches MICEX most
liquid stock trading all morning, and when LSE opeto trade, a maximum information

asymmetry occurs because the trading intensitgusilly highest at the beginning and end of the
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trading session. Similar observations are docundebyeMenkveld et al. (2007), who uncover

foreign market under-reaction around the tradingsis® opening times. Trading volume,

measured as the quantity of shares traded, tenfddider a U-shaped pattern during the trading
day, as documented by Wood et al. (1985) and WAL So, when LSE trading volume is at

its highest, MICEX trading is at its normal, relaito the 2 first trading hours after the LSE

trading session opening. Conversely, the phenomearanalso be true for the less liquid stock
category: the less liquid stock on MICEX is evesslérequently traded on LSE, and there is a
lesser degree of information asymmetry. As LSE epéraders on LSE seem to have more
informational advantage again than later in tA®t®@o trading hours, because of the relatively
higher trading intensity.

9.5.5 Pricediscovery by Weekdays

If the weekday conditional average results are @egto the aggregate GG, Thursday seems to
be the day of the week when almost all stocks sthaitvthe conditional GG of MICEX are on or
above the average information levels, as presenyed@able 62 and Figure 52. Three stocks
(GAZP, SNGS and TATN) on MICEX have, additionalBhove the average price discovery
contributions on Wednesday. Otherwise, for the remg weekdays (Monday, Tuesday and
Friday), the results present a mixed variation & §hares above and below the average levels
for all stocks.

Trading day EESR GAZP GMNK LKOH RTKM SIBN SNGS TATN

Mon 0.85 1.02 095 099 0.80 0.76 0.58 0.65
Tue 1.00 056 0.91 0.79 0.88 090 0.84 0.90
Wed 0.87 095 057 093 0.89 0.77 090 0.99
Thu 1.07 1.17 1.00 1.00 1.00 090 0.88 1.00
Fri 0.89 088 0.73 085 1.12 067 092 0.86
uncond 1.00 092 1.00 0.99 092 0.79 0.86 0.92

The table displays a comparison between the comgitiGonzalo and Granger measures of MICEX markeh fEquation 37
conditioned upon overlapping weekly trading dayd #re unconditional measures sampled at 300s sagnfsiquency, for all
cross-listed securities based on trades samplessdimple periods were grouped according to thénggathys that occurred on
Mondays, Tuesdays, Wednesdays, Thursdays and Briday

Table62 MICEX Gonzalo and Granger measures conditioned on trading days
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When looking at the weekday results generally oastiays and Wednesdays, MICEX seems to
be the less dominant price discoverer. For LKOH RiiéKM, on Tuesdays in particular, there is
a substantial reduction of information shares am MICEX side. In the case of GMNK, for
instance, the London market displays a significaatease in contribution on Wednesdays. The
contribution is around 30% during the rest of theely while Wednesday indicates a
contribution of over 60%, which is double the cdnition of the other weekdays. These
variations may be attributed to company relatedbannements, made usually at the beginning
or the end of the week on the Russian side, orgtiogving information availability abroad

towards the middle and the end of the week.

9.6 Robustness of the Findings

Summarising the findings so far, the hypothesis taktive trading volume is indicative of the

conditional price discovery, has been rejectedodder to minimise a selection bias when
partitioning data samples, the samples have begort®ned according a stricter threshold
criterion. Different threshold points in the dibuition of quantity traded across markets may
affect the relative price discovery proportionsstéad of a median, a stricter threshold of 33th
and 68'centile has been chosen in the robustness testr{gelpin Table 63). However, the

results when the more restrictive percentile thotsh are applied are in line with the initial

findings that the relative trading volume does daange the price discovery relationship. The
test results indicate a variation averaging 20%sthe trading regimes for all stocks relative to
the median threshold results (Table 64). Most efdlviation is caused by the GG outliers in the
HL trading regime, where the average difference3@%6. The main reason for the larger
discrepancies is the relatively low number of obagons in HL/LH asymmetry regimes, due to
the trading volume correlation across markets witicter threshold points and an even more
finite sample size. This may have resulted in statlly insignificant error correction

parameters on both sides of the ECM and therefblareed price discovery relationship.
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Trading size group HH HL LH LL uncond mean

EESR 1.07 0.56 1.04 0.95 0.99 0.91
GAzZP 0.56 0.60 1.45 096 0.81 0.89
GMNK 0.81 1.12 0.82 0.87 0.99 0.90
LKOH 1.00 1.02 1.00 1.00 1.00 1.01
RTKM 0.99 -0.23 0.79 0.56 0.87 0.53
SIBN 0.74 0.85 0.77 136 0.77 0.93
SNGS 096 0.86 1.29 0.80 0.97 0.98
TATN 0.89 1.00 0.83 0.75 0.94 0.87
mean 0.88 0.72 1.00 0.91 0.92 0.88

The table presents and compares the conditionalGonzalo and Granger measures of MICEX market fieguoation 37
conditioned upon trading volume 33/66%centile thotds of the daily trading volume with the uncoratial measures at 300s
sampling frequency, for all cross-listed securibased on trades samples. The trading regime gerepd|CEXhi/LSEhi (HH),
MICEXIo/LSElo (LL) and MICEXhi/LSElo (HL), MICEXIoLSEhi (LH).

Table 63 Gonzalo and Granger measur es conditioned on trading volume 33/66% centile thresholds

However, if the robustness test results based etralding regimes are compared with the initial
results, similarities to the initial results aresebvable: the number of stocks having an above the
average price discovery contribution is equal inheeegime, though not for all securities. HH
and LL regimes offer, however, an almost identmaicome because the stocks that are above
and below the average are identical. Only HL andregimes differ more profoundly because
the stricter threshold points cause a lower nunadbdrading days that fall in the HL and LH

categories.

Trading sizegroup HH HL LH LL mean

EESR 0.04 0.44 0.08 0.18 0.18
GAZP 0.18 0.40 0.71 0.01 0.32
GMNK 0.01 0.23 0.04 0.09 0.09
LKOH 0.01 0.13 0.00 0.01 0.04
RTKM 0.04 1.49 0.14 035 0.51
SIBN 0.05 0.10 0.20 0.67 0.26
SNGS 0.05 0.07 0.44 0.06 0.16
TATN 0.01 0.03 0.03 0.03 0.03
mean 0.05 0.36 0.21 0.17 0.20

The table shows the variation of conditional Goozahd Granger measures of MICEX market from Equa®@d conditioned
upon trading volume 50%centile and 33/66%centitesholds of the daily trading volume at 300s samgpfrequency, for all
cross-listed securities based on trades samplestratiing regime groups are MICEXhi/LSEhi (HH), MEgIo/LSElo (LL) and
MICEXhi/LSElo (HL), MICEXIo/LSEhi (LH).

Table 64 Variation between 50% centile and 33/66% centile threshold

267



Chapter 9: Conditional Price Discovery between 288 MICEX

There are almost negligible variations below 5%hea GG measure, relative to the initial GG
results across the HH trading regime for LKOH Si&8iN TATN. LKOH, for instance, does not
vary significantly from the average relative to timétial result. The proportion of MICEX
information is close to 100% across all regimeslyOBAZP and RTKM display larger
differences in the HL asymmetry regimes becausefgiven percentile threshold, which lead
to low number of observations ranging below twaling days. Otherwise, the GG measures
vary below 10% in the HH/LL symmetry regimes for shatocks except RTKM and SIBN,

where LL regimes vary within 20%

Cointegration Restriction Robustness Test

The findings in Chapter 8 exhibit evidence of theential presence of a more pronounced
information flow asymmetry relative to the inter-Stmw market. The evidence constitutes a
rejection of the cointegration LR restriction testh the cointegrating vector restricted ' =

(1, — 1). This finding is based on the unconditioned sanglerage. In the case of the
conditioned samples, would the cointegrating retstms still hold in symmetric and asymmetric
trading volume regimes? Tables 65 and 66 presesunamary of LR tests for median and
33/66/33 percentile thresholds, respectively. Galherif the conditional restriction test results
are compared to the aggregate of Chapter 8, alliaesn rejections of the unconditional
restriction test are in line with the conditiongiremetrical regimes. GMNK is the only firm that,
for an unidentified reason, consistently rejects thull of the cointegrating vector being a
theoretical ideal of3" = (1, — 1). Otherwise, the relationship between the asymneqgimes
and the LR test results seems to be contrary teaapons: the asymmetry regimes (HL and
LH) are less null rejecting than the symmetricaé®itHH and LL). This is true for six out of
eight firms for the median threshold, but not eiyirconfirmed by the stricter 33/66/33
percentile threshold samples. The conditional, $arbpsed restriction test results imply that
there may be a negative correlation between th&ingavolume and the information flow
asymmetry. In other words, when there are largéferénces between the trading activity
between London and Moscow, there is less informdlimy asymmetry. That may either mean

that rejection of the cointegrating vector is naticative of information flow asymmetry or that
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asymmetries in relative trading volume do not iafluae the asymmetry in information flow, as
initially assumed. Given the finding that tradimglume regimes do not display a substantial
effect on the Moscow/London price discovery relasioip, it may be the latter case: the relative

trading volume does not affect the estimated in&irom flow.

HH HL LH LL uncond

EESR Chi-square(1) 1.9350 1.0075 0.4950 7.4818 * 6.6014 *
Probability 0.1642 0.3155 0.4817 0.0062 0.0102
GAZP Chi-square(1l) 4.7262 * 2.2206 0.4817 20.7502 * 3.5389
Probability 0.0297 0.1362 0.4877 0.0000 0.0599

GMNK Chi-square(1) 53.2749 * 32.2133 * 36.6290 * 26.5553 * 60.0099 *
Probability 0.0000 0.0000 0.0000 0.0000 0.0000
LKOH Chi-square(1) 0.0797 4.1415 * 0.0396 1.8896 1.5786
Probability 0.7777 0.0418 0.8422 0.1692 0.2090

RTKM Chi-square(1) 11.8305 * 0.0528 1.5434 3.7090 4.4494 *
Probability 0.0006 0.8183 0.2141 0.0541 0.0349
SIBN Chi-square(1) 0.3885 2.7611 0.1933 0.0955 0.7562
Probability 0.5331 0.0966 0.6602 0.7573 0.3845
SNGS Chi-square(1) 2.7948 1.3516 0.0079 1.6893 3.2906
Probability 0.0946 0.2450 0.9292 0.1937 0.0697
TATN Chi-square(l) 42.8644 * 0.4765 0.0149 1.3834 0.1945
Probability 0.0000 0.4900 0.9028 0.2395 0.6592

The table reports and compares the trading volusgame conditioned Chi-squared test statistics i {p-values for the

imposed restriction of cointegration vectgﬁ?T = (1, -1)’ from Equation 34 of the 50%centile threlsl assumption with

unconditional measures for all cross-listed se@sribased on trades samples, sampled at 300s figquEhe trading regime
groups are MICEXhi/LSEhi (HH), MICEXIo/LSElo (LL) el MICEXhi/LSElo (HL), MICEXIo/LSEhi (LH). The astisks

indicate a statistical significance at the 5% level

Table 65 Cointegration Restriction LR Test with 50" per centile threshold assumption
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HH HL LH LL uncond

EESR  Chi-square(1) 0.0195 48746 * 3.3367 0.4141 6.6014 *
Probability 0.8889 0.0273 0.0678 0.5199 0.0102
GAZP Chi-square(1) 1.5621 1.4135 9.6230 * 339575 * 3.5389
Probability 0.2114 0.2345 0.0019 0.0000 0.0599
GMNK Chi-square(1) 31.4062 * 36.9391 * 22.4402 * 13.3884 * 60.0099 *
Probability 0.0000 0.0000 0.0000 0.0003 0.0000
LKOH Chi-square(1) 0.2434 0.3038 2.2942 5.2563 * 1.5786
Probability 0.6218 0.5815 0.1299 0.0219 0.2090
RTKM Chi-square(1l) 18.4454 * 25414 0.0003 0.1472 4.4494 *
Probability 0.0000 0.1109 0.9864 0.7012 0.0349
SIBN Chi-square(1) 1.4928 0.0701 0.4763 0.0955 0.7562
Probability 0.2218 0.7912 0.4901 0.7573 0.3845
SNGS Chi-square(1) 5.9450 * 9.4851 * 13.7057 * 45118 * 3.2906
Probability 0.0148 0.0021 0.0002 0.0337 0.0697
TATN Chi-square(1) 21.5722 * 0.3078 0.0012 6.8147 * 0.1945
Probability 0.0000 0.5790 0.9728 0.0090 0.6592

The table shows and compares the trading volumineegonditioned Chi-squared test statistics and thevalues for the

imposed restriction of cointegration vectgﬁ T = (1, -1) from Equation 34 of the 33/66%centileethold assumption with

unconditional measures for all cross-listed se@sribased on trades samples, sampled at 300s rfi@quEhe trading regime
groups are MICEXhi/LSEhi (HH), MICEXIo/LSElo (LL) el MICEXhi/LSElo (HL), MICEXIo/LSEhi (LH). The astisks
indicate a statistical significance at the 5% level

Table 66 Cointegration Restriction LR Test with 33rd/66th-percentile threshold assumption

9.7 Conclusion

This chapter addresses the question of the effethding activity (volume and volatility) and
temporal aspects on the price discovery relatignbbiween London and Moscow markets. The
price discovery relationship is not only sensitteesampling frequency, but also dependent on
factors of absolute trading volume, MICEX relatixa@atility state and time. Given these factors,
the MICEX exchange remains to a high degree theirngaprice discoverer even if the trades
samples are permuted and conditioned upon theserga@ds the conditional price discovery
measures are significantly dependent upon the ttiondd data samples of the underlying data
via a set of conditioning factors, then the pridscdvery measures themselves are also

dependent upon these factors.

The results for trading size effect on price disggvroportions are inconclusive. Relative daily

trading size may not affect the price discovergtiehship between the markets. However, the
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relationship does not change, partly because, thighexception of LKOH and GMNK, the
absolute trading volume on LSE, in the given sampéver supersedes the trading volume on
MICEX. On the other hand, that may imply that (cstearibus) only the absolute trading
volume is the determinant factor for the London-btms price discovery relationship. Despite
the fact that overall trading volume for LKOH andMlK is higher on LSE, the daily trading
size variation seems to have no effect on the mli®eovery contributions. This finding points to
a possibility that it is not only absolute tradimglume that matters, but that aggregate trading
volume or perhaps market immediacy is the key terd@ning the price discovery relationship.
The inconclusive finding on daily trading volume ynaontrast with the notion that the fraction
of trading volume is the major determinant of thieg discovery relationship found by studies
such as Grammig et al. (2005), Phylaktis and Kde¢2807).

In the findings of this study, the link between tredative daily trading volume and price

discovery contributions seems to be inconclusiveweler, a link may still exist on the intraday

level, where the trading sizes of the LSE markey rha larger at some periods. In further
research, the assumption of relative daily tradiolpme could be changed to intraday trading
size. The changed assumption may reveal an assodmsgtween the relative trading size and the
price discovery relationship.

In contrast to daily trading size results, intradayatility has a direct effect on the degree of
MICEX leadership. Though the dominance of MICEXniever undermined, higher intraday
volatility on the more trading intensive MICEX matkimplies a higher GG contribution of

MICEX and vice versa. This finding suggests thdatility is positively correlated with a higher

price discovery contribution of the higher tradv@ume market. This finding is consistent with
Martens (1998) and the studies that support themaif the MDH such as Lamoureux and
Lastrapes (1990), Chatrath et al. (1995), Kyriaand Sarno (1999) and Kim et al. (2004). This
finding, however, is only partly in line with thenfling of Ates and Wang (2005) that the most
liquid market remains information dominant regasgl®f the relative state of volatility. What

remains to be examined is the MDH hypothesis he.ibtraday trading volume and intraday
volatility joint effect on price discovery. A posie correlation in both cases is expected.

Furthermore, it would also be interesting to apiblg proposed research methodology to the
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guotes based sample. The quotes based sample allmvidan analysis to be carried out similar
to that of Pascual and Pascual-Fuster (2010), deroto examine the asymmetry of the

contributions of the effects of trading volume, atdlty and time on the bid and ask quotes.

Overall, regardless of the trading conditions: ildiy (defined as daily total market transaction
size), volatility (defined by partial RV estimatore. intraday return squared) asymmetries, the
information dominant MICEX market remains the lewfprice discovery market. This finding
is still consistent with the theoretical argumeatsl empirical findings proposed by Ates and
Wang (2005). Further findings are that time in ¢sygping trading hours can be associated with
varying price discovery proportions between the damand Moscow markets. This finding is
consistent with the finding of Harris et al. (20D2hat price discovery proportions are not
constant over time. Similar to the findings of Meekl et al. (2007), the foreign market has a
lower information share at the main trading sessipaning. Mid day trading has the lowest
Moscow price discovery contribution. Days of theeWweffect the information flow intensity.
Thursdays seem to be the most informative MICEXsdawt this finding may not be robust in

the longer sample period.

This chapter contributes to the literature of ctindal price discovery by examining trading
volume, volatility and time in the context of cotidhal cross-border price discovery. The
amount of literature in the conditional price digery is limited e.g. Martens (1998), Ates and
Wang (2005) and Taylor (2008). Apart from this dieapMartens (1998) is the only study,
which deals with the cross-border conditional praiscovery relationship, in terms of the
conditional trading volume and volatility effect @noportions of price discovery. This study is
also important in that, rather than modifying a \camtional parametric model, it applies a
standard methodology on a factor conditioned detaThis approach differs from conventional
parametric methodologies, which are modified totadnfor the desired factors. This study
therefore avoids the risk of additional model meésfication caused by controlling for highly
correlated variables such as trading volume andatlity. An additional benefit of the
conditioning method used in this study, is thah#kes the isolation and analysis of the trading
volume and volatility variables possible.
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10.1 Overview

This is the first and only study which is concermneith the Moscow inter-market and cross-
border price discovery for cross-listed securitge®l this chapter briefly summarises the key
findings, discusses the implications of these figdi and suggests potential areas for further
research. The thesis addresses the issue of pscevdry between MICEX, RTS and LSE for
the eight most liquid stocks, and the investigat®oarried out in the context of data type, price
discovery contribution methodology, cross-sectidrindividual security, sampling frequency,

overnight returns, trading time, volatility anddnag volume conditions.

The overall findings suggest that the MICEX homekatis the central price discovery market
for the eight cross-listed, most liquid Russianusies. RTS and LSE are mainly satellite
markets, but have a supportive role. These statesna@r generally supported by the range of
results associated with data type, price discowemtribution methodology, cross section of
individual security, chosen sampling frequency Ypded it is high enough and the
contemporaneous correlation is not dominating)ditig time, volatility and trading volume
conditions. The findings can be attributed to thet that MICEX is a more trading active market
than RTS and LSE, with a larger number of trades$ agapless continuity of quotation in its
LOB, as reported in Chapter 4. The RTS and LSE atarkre both lacking in continuity of
guotes, but more severely than on the transactide. §he findings are in line with the
consensus in the price discovery literature that dampetition for order flow from multiple
markets determines how information is impounded iptices e.g. Baruch et al. (2005),
Grammig et al. (2005) and Phylaktis and KorczalO70

The findings of Chapter 7 and 8 support the notiat price discovery occurs primarily in the
market which attracts most order flow. The promorsi of price discovery contributions in
Chapter 7 are similar to the findings of Hasbro(t®95), Harris et al. (2002a) for the NYSE
price discovery contribution versus regional maskétowever, despite the similarities in price

discovery share proportions on the US market, thesddw trading environment differs
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significantly from the US. For instance, securitiegled on MICEX and RTS were denominated
in different currencies, while the Russian econampgrated under capital flow restrictions with
limited RUB convertibility. Trading in Moscow, ukk trading on the US market, was bound by

a different set of regulations such as short ggHéstrictions or no insider trading legislation.

A similar conclusion can be drawn for the crossdeormarket price discovery relationship
investigated in Chapter 8. For most securities Wwindicate a superior order flow in the home
market, the home market dominates price discoveey the foreign market. This finding can be
placed in line with the findings of Eun and Sabhar{2003), Menkveld et al. (2007), Pascual et
al. (2005), Grammig et al. (2005) and Phylaktis Hodczak (2005), but contrasts with the major
finding only of Hedvall et al. (1998). The majondiing of Chapter 8 is true for all samples tested
at an optimised sampling frequency range of 1266s9Sampling below the optimum sampling
range, may result in overstated estimates of horagkeh price discovery contribution. This
finding is consistent with the studies of GrammigdaPeter (2008, 2010), the only price
discovery studies which address the issue of nticrosire effects on price discovery

contribution proportions.

The findings of Chapter 9 point to the fact that firice discovery process is not an average
constant, but a persistently changing variables Geineral finding is similar to the tidal “ebb and
flow” process of price discovery proportions on th8 market finding of Harris et al. (2002a).
Temporal aspect has an effect on price discovesggstions. In overlapping trading hours it can
be associated with different price discovery prdpos between the London and Moscow
markets. For instance, the finding that LSE maniete discovery under-reacts at market
opening is similar to the finding of Menkveld et &007). Overall, the findings of this study are
consistent with the finding of Harris et al. (20D2hat price discovery proportions are not
constant over time. Intraday volatility has a direffect on the degree of MICEX leadership.
Higher intraday volatility seems to correlate witle higher GG contribution of MICEX and vice
versa. This suggests that volatility is positivelgrrelated with the higher price discovery
contribution of the higher trading volume markehisfinding is consistent with Martens (1998),
and is partly in line with Ates and Wang (2005).etall, the findings can be placed alongside

the studies that support the notion of the MDH sashLamoureux and Lastrapes (1990),
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Chatrath et al. (1995), Kyriacou and Sarno (19989) Kim et al. (2004). It is possible that
relative trading size does not affect the daile@riiscovery relationship, since the findings for
trading size effect were inconclusive. However, raltehis finding is still in line with Taylor
(2008) and Ates and Wang (2005) because MICEX nesridie dominant price discoverer even
in asymmetrical trading conditions. The conditiopaice discovery relationship may remain
unchanged, partly because the total trading volamEeSE in the given sample rarely supersedes

the trading volume on MICEX.

Overall, given the findings of this thesis and thié studies that have found a link between
liquidity and price discovery contributions, it cée concluded that the central (information
dominant) - satellite market relationship is notlasgively applicable to the Russian emerging
equity market. Despite the differences betweenRhbssian and US trading environment, the
price discovery relationship for Russian crosstisequity is similar on average to the US
market. This thesis offers firm evidence that tlverage price discovery relationship for the
central and periphery markets is positively coteslato the proportions of relative liquidity on
the competing markets. This notion supports thabished stylized fact, that relative market
liquidity is a factor for the magnitude of the mridiscovery contribution, documented in studies
by amongst others, Karolyi (2002), Harris et abQ2), Eun and Sabherwal (2003), Gagnon and
Karolyi (2004), Baruch et al. (2005), Grammig et(@005), and Phylaktis and Korczak (2005
and 2007). The magnitude of this factor may be @gprately similar or even identical for all
cross-listed equity price discovery relationshigewever, this hypothesis could only be tested if
all studies had a homogenized data type, sampleguéncy and price discovery measuring

methodology.

10.2 Key Findings

The Moscow inter-market price discovery relatiopshetween MICEX and RTS has been
investigated in Chapter 7. The investigation wasedaon last-tick interpolated transaction tick
prices as well on the best prevailing quotes ddrivem the LOB. The analysis compared the

performance of two information capturing methodadsg HIS, the information shares of
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Hasbrouck (1995) versus GG, Gonzalo- Granger (198&)manent-transitory component

measures.

Price discovery occurs significantly on both Moscewehanges, while the MICEX market is the
information dominant market and the RTS marketdasipportive role in price discovery on a
national scale. The proportions of price discovamptributions in Chapter 7 are similar to the
findings of Hasbrouck (1995), Harris et al. (200&&) the NYSE price discovery contribution
versus regional markets. The findings are sensitiibe type of data utilised with the associated
sampling interval rather than to the choice ofhiee discovery contribution methodology. The
implementation of interpolated trades based dataufficient for price discovery measuring
purposes as long as transactions occur frequentiygh, and the sampling frequency is not
chosen at the highest level. The proportion ofeutscovery contributions between the two
types of data is similar at a 2-5 min sampling @reocy. However there are also distinct
differences in the informational contributions asated with the sampling frequency. HIS
appears to be larger for transactions, but smédleorders and vice versa. The price discovery
contribution is generally higher for quotes than fiades. The GG and HIS parameters, as a
function of time, mostly fall monotonously for theiotes based data, while for transactions, they

rise and fall because of the last-tick interpolatioethod.

The transaction based data is an inferior inforomati source for measuring the contribution of
price discovery under a 120s sampling intervalentise, with lower sampling frequencies it is
adequate for the purpose. The results are consisiénthose in the Harris et al. (2002a) and
Hasbrouck (1995) studies on US national stock markenhese findings are suggestive of the
dependence on the type of data affecting the gquallithe empirical results, sampling frequency
and methodology utilised. Although RTS trading esemts a relatively small portion of stock

trading, it is an important contributing factorMoscow price discovery.

In conjunction with the reflections of Chapter #r fhigher sampling frequencies, the best
prevailing quotes derived from the LOB are moretadle than transaction prices compared
within a security. The best prevailing quotes aguably more informative at a higher sampling

frequency, the main reason being the differencéaguency of occurrence and their nature:
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guotes prevail continuously until cancelled or rhatt in the LOB, and are more frequently
updated than the transactions can occur.

The differences in methodologies and the choictheftype of data research are over-stated in
the price discovery literature. The findings inde#hat the debate as to whether HIS or GG is
superior, is unnecessary. Each price discovery mneahould be used with the appropriate data
type originally employed - trades for GG and quditeHIS. Both measures performed similarly

in the range 60s-480s for quotes and trades basad Als long as sampling frequency choice
does not extend into extremes below 60s for tramesabove 960s for HIS, the price discovery
measurements do not deviate substantially. Giversé¢h of data type, sampling frequency choice

is more crucial than the choice of price discovagtribution methodology.

Chapter 8 addresses the issue of cross-border giscevery between the Moscow market and
London Stock Exchange. The analysis focuses onlgagrfpequency choice associated with the
presence of trade-off between the extremes of miiarcture effects and the contemporaneous
correlation. Incorrect choice of sampling frequemogy lead to underestimation of the price
discovery contribution of a market or even to nasli@g inferences. The analysis is based on the
best prevailing quotes derived from the LOB.

The null hypothesis that the home market domintitedoreign market should not be rejected.
Of the three stock markets, MICEX market tradingves the dominant contribution to price
discovery at the optimum sampling (120s- 960s)atbsecurities other than LKOH and TATN.
Higher sampling frequency results may contributeot@rstatement of home market price
discovery dominance - this finding is consistenthwsrammig and Peter (2008, 2010). While
the causality relationship between MICEX and RTSuisdirectional (MICEX is Granger-
causing RTS), the relationship between LSE and MIGE bidirectional. RTS and LSE are
similar markets in terms of liquidity. However, tviexception of TATN and LKOH, the home
market RTS seems to contribute more than LSE foother instruments. In line with Eun and
Sabherwal (2003) and Grammig et al. (2005), thelt®slo support the notion that the home
market makes a higher contribution to price discpvéowever, the restriction test results
support the view that the satellite markets LSE RA® also contribute significantly to price

discovery. The rejection of the theoretical coinédqg vectors between London and Moscow
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are indicative of the cross-border information asyetry caused by market frictions, stemming

from geographical, political and microstructurdfetiences.

Given that trading on MICEX is the most frequentatifthree stock markets, the finding that
MICEX is the mostly dominant price discoverer i sorprising. With the exception of the two
instruments (LKOH and TATN), this finding is congist with the findings in the price

discovery literature e.g. Phylaktis and Korczak 020 Grammig et al. (2005), that price
discovery is lead by the most liquid market, whishusually the central, and home market.
However, despite the fact that there are exceptisnsh as LKOH and TANT, there is a
possibility that absolute liquidity causes MICEXdominate LSE and RTS. Another important
finding is that there is a form of cross-border ke#rfriction because of the equilibrium gap in

the common component between Moscow and Londoimgric

It can be concluded that the sampling frequencyicehonay be an over-stated issue in the
literature as well. Taking into account the daggetgmployed, as long as the frequency does not
extend below a minute or above 30 minutes, theetcdfl between microstructure effects and
contemporaneous correlation is not an issue. Thee raocurate price discovery contribution
estimate may be achieved by optimising the chaicehjunction with other parameters such as
data type and information capturing methodologywkeer, the accuracy of the contribution to
price discovery in this study is sufficient, givére strong contrast in trading activity between
MICEX and RTS/LSE. Taking this finding into accounhe may question the price discovery

estimates of studies which employed sampling frages of above 30 min or below 30s.

Chapter 9 addressed the question of the effecadintg activity (volume and volatility) and time
on the price discovery relationship between the doomn and Moscow markets. The price
discovery relationship is also dependent on faabdrabsolute trading volume, MICEX relative
volatility state and time. Given these factors, MECEX exchange remains the leading price
discoverer even if the trades based samples aneupedt and conditioned upon these factors. As
the conditional price discovery contribution measumare significantly dependent upon the
conditioned data samples of the underlying dataavé@t of conditioning factors, then the price

discovery measures themselves are also dependemthgse factors.
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The main finding of Chapter 9 is that the mark@r'ee discovery contribution proportions are
variable depending on the conditions of time aaditrg activity. Regardless of these conditions,
MICEX remains an information dominant market. Rekatrading size may not affect the daily
price discovery relationship, given that the firghnfor trading size effect were inconclusive.
However, relative to the unconditional relationshigtween MICEX and LSE, the conditional
relationship does not change, partly because théttading volume on LSE in the given sample
only supersedes the trading volume on MICEX in ¢hee of the individual securities, LKOH
and GMNK. On the other hand, that implies that #isolute total trading volume is the
determinant factor for the London-Moscow price digery relationship. All these findings are
consistent with the findings of Ates and Wang (00Burther findings are that intraday
volatility has a direct effect on the degree of MICleadership. Higher intraday volatility on the
more trading intensive MICEX market implies a higl@&G contribution of MICEX and vice
versa. This finding suggests that volatility is itigsly correlated with the higher price discovery
contribution of the higher trading volume markehieh is in line with Martens (1998). Time in
overlapping trading hours can be associated witlerént price discovery proportions between
the London and Moscow markets, which is similathi findings of Menkveld et al. (2007). Mid
day trading has the lowest Moscow price discovemgtrtbution. Days of the week affect
information flow intensity. Thursdays seem to be thost informative MICEX days. Overall,
these findings are consistent with the finding driis et al. (2002a) that price discovery

proportions are not constant over time.

This study found no direct link between the relatdaily trading volume and price discovery
contribution at 300s sampling frequency. This se@msontradict the findings of e.g. Eun and
Sabherwal (2003) and Baruch et al. (2003), but tfiedings are based on the aggregate and
average levels. However, a direct link may stilisexon the intraday volume level, where the
trading sizes of the LSE market may be larger ahesgeriods. The trading size finding
resembles the seemingly conflicting findings of Mas (1998) and Ates and Wang (2005)
however, on the aspect of volatility effect on pridiscovery shares. In further research, the

assumption of relative daily trading volume couldhanged into intraday trading volume. The
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changed assumption may reveal an association bettheerelative trading size and the price

discovery relationship.

In summary, regardless of which data set is maatpdlor permuted, and how, the majority of
the findings point to the dominance of the MICEXrket for the eight most liquid Russian
cross-listed securities. The role of the sateflfiterkets is questionable in the context of Russian
cross-listed securities trading. Given that MICEXs hcaptured most of the order flow (over
80%), the role of RTS and LSE I0OB trading Russiaousities has been only supportive. The

announcement of a merger between MICEX and RTSsupgort this statement.

10.3 Implications of the Findings

The findings of this thesis can be placed withie #everal previous studies that analyse the
implications of a market mechanism for central aatkllite securities trading. Generally, the
constellation of the Russian cross-listed equitykeia(MICEX versus RTS and LSE) can be
compared to established central-satellite marketstetiations in the US e.g. NYSE versus
Pacific, Chicago stock exchanges and alternatiadinng venues such as ECNs e.g. ASX,
Instinet. Fundamental to the discussion on theigapbns of a market structure is the notion
suggested by Easley et al. (1996); the central etaskcharacterised by a higher reliability of
execution, while matching systems are character®ed better price though for narrowly
selective executions. Despite the differences irkaetastructures across central-satellite markets
between US and Russia, for example a purely ordeerd LOB trading mechanism on MICEX
and hybrid NYSE trading, the findings of this tleespbuld be rationalised by three following
hypothesis as discussed in Harris et al. (2002estlyf, by the spread-sensitive-uninformed
order-flow hypothesis e.g. Benveniste et al. (19%&condly, by the institutions-of trading
hypothesige.g. Barclay and Warner, 1993) and finally, by tte&ling-practices hypothesis e.g.
Keim and Madhavan (1996). The spread-sensitivefarmmed order-flow hypothesis may offer
the most plausible explanation as to why MICEX lpeean information dominant market, while

the institutions-of trading hypothesis and tradprgetices hypothesis offer a perspective as to
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why the LSE and RTS markets played a supportive molthe price discovery process of the
cross-listed securities.

Given the heterogeneous nature of trading actattpss MICEX, RTS and LSE as discussed in
section 8.4.6., one could speculate that: FirdflyCEX trading is predominantly characterised
by retail traders because of the small and freqtramisactions. These retail traders prefer to
trade at home market through local brokers andogall currency. Secondly, RTS and LSE
trading is predominantly made up of institutionavestors because of larger trading sizes and
infrequent trading. This statement is specificéllie for RTS, where the average median trading
size is the largest and transactions occur leaguéntly. Additionally, trading on LSE may be
preferred by the investors who are FX risk avers®who prefer to exercise the option of short
selling. Furthermore, it could be speculated thatretail traders, who are likely to be liquidity
driven, entail most of the uninformed order flowdahat those who exercise short selling on the

LSE market are likely to be part of the informedearflow.

The spread-sensitive-uninformed order-flow hypatheassumes that liquidity traders are
sensitive to the size of a bid-ask spread and ¢batentrating uninformed order flow in the
central market lowers the cost-covering asymmaeirficrmation component of the equilibrium
spread. Following these assumptions, Benvenisé. €1992) stipulate that for any given level
of information asymmetry, the equilibrium spreadh dae lower on a central exchange if
informed traders are most likely to trade with Idjty traders. This hypothesis implies that
liquidity traders form the uninformed order flowdaeise their trading occurs mostly inside the
equilibrium spread. They are also most likely thevets of the decreasing cost of trading
because market makers on average are less likeipnctor losses when the proportion of
uninformed order flow is higher. In sum, the higllee proportion of liquidity traders that a
market can attract, the lower is the resulting igyiim spread. Since the causality may work in
both directions. The higher uninformed order flomdahe lower equilibrium spread can jointly
contribute to the higher overall order flow potahand therefore to higher the information share
of a market. With that hypothesis in mind, Harrisak (2002a) seek to explain the diminished
price discovery share of NYSE trading in the peradd 988-1992, given the rise of competing
satellite ECN markets in the beginning of the 19S0nilarly to the US market, the spread-
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sensitive-uninformed order-flow hypothesis can helgxplain the loss of the market share of
RTS to MICEX, as depicted in Figure 1, and potédiytiaffers a motive for their merger. The
rising market share and the finding that MICEX wafrmation dominant on the Moscow
market in 2006 may be indicative of the possibilivat MICEX managed to attract higher
proportion of liquidity traders and therefore marainformed order flow by outcompeting
(historically central) RTS market with lower eqbiiium spreads. This is consistent with the
average lower bid-ask spread statistics in TablariBthe finding that the average spreads were
lower on MICEX by 60-80% in 2006. Restricted by gtert sample period in this research, one
only can speculate that the initial hybrid markesidn of RTS versus the fully electronic order
driven MICEX was amongst other major factors thaveg MICEX the competitive edge in
capturing a larger proportion of the order flow wole and therefore higher information share
relative to RTS over time.

The second hypothesis tries to explain the cestatdllite market constellation from the
perspective of information asymmetry. Barclay anadriér (1993) suggest that information
asymmetry differs across trading venues, trades ozeother segments within a trading venue.
Trades that are based on informational advantagg coacentrate in the central market,
contributing to innovations in the efficient prigirprocessbut are independent of the overall
level of spreads. This scenario can result frorditigpractices such as “cream skimming”, tacit
collusion and payment for order flow, if less infeed orders suitable for selective execution at
narrow spreads are rerouted to ECNs or regionaiasts {Easley et al. (1996)}. The main
implication of this hypothesis is that, higher ghan price discovery of a market could be
explained by the measure of information asymmaichsas probability of the information-based
trading (PIN) method by e.g. Easley et al. (1998yardless of the equilibrium spread. Harris et
al. (2002a) employ this hypothesis in order to supgheir findings that NYSE price discovery
rose in the period 1992-1995 in the presence dirdieg spreads. Despite an unknown level of
information asymmetry of each market (subject oftfer research), this hypothesis is consistent
with the findings that LSE is a competing satellitearket. The presence of pronounced
information asymmetry and the statistic significarat price discovery on LSE market despite
higher average spread than on MICEX are indicaifvle fact that trading on LSE is shaped by

the informed order flow. The increasing role of LBEprice discovery could be attributed to the
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fact that there is a short selling restriction ba Moscow market whereas in London there is not.
If short selling activity is assumed to be partrdbrmed order flow, then LSE market is most
likely be more successful in attracting the infodmader flow, resulting in the trades which
increasingly contributed to innovations in the coommefficient price. In a long run, the
possibility of short selling might have precipitdta shift in the informed order flow to LSE
away from the domestic market. In the end, LSE k&8ling emerged as a stronger competitor
to the Moscow exchanges. This might have been btieeanain motives for the merger between
the information dominant MICEX market and the statally insignificant price discovering
RTS market.

Finally, a third hypothesis which can help to explée findings of this thesis is the hypothesis
of trading-practices. It addresses any institutidreaders, who look for price improvement being
available on other trading venues including saeebtr regional markets. The institutional trading
activity is assumed to permanently move the mabketuse of the price impact of the overall
size of their trades even though their trading t@yart of an uninformed order flow. Harris et
al. (2002a) state that the uninformed institutiooeder flow re-emerged on NYSE only after
hidden limit orders and some stop order practicesewchanged and after differential price
improvement for other segments of the NYSE ordewfistopped. Changes in the allowed
trading practices on the central exchange are ftivereonsistent with the return of order flow
volume and price discovery to NYSE. The tradingepcgs hypothesis can be used to describe
the importance of institutional trading practicfetiences across RTS and MICEX. The trading-
practices hypothesis can also be applied from gposite perspective: instead of looking what
deferred institutional traders from trading on atcal exchange to what attracted this type of
order flow to the satellite exchange. It could bguad that RTS managed to remain an
economically significant price discovering excharmyebeing attractive to institutional traders
due to the special quote-driven features, suclpasia negation orders, delayed settlement and
settlement in foreign currency, which MICEX did radfer. Generally, the match making feature
of RTS is the main advantage that most likely @tfeprice improvement, which institutional
trading are assumed to be seeking for. BesidesRMh&t also offered a much better developed

derivative securities segment, in which MICEX wagding. Overall, it could be concluded that
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MICEX simply lacked the features that made RTSaative to the institutional investors, who
kept the price discovery on RTS alive.

Why, in the end, has the MICEX market attractedemander flow relative to RTS and LSE? A
possible alternative explanation could be attridute the following major factors, which
interactively have caused the prevailing constelfatFirstly, changes of investor preference
between the foreign currency (USD) and RUB are @stad with the historic economic and
political instability of Russia; Secondly, regulatorestrictions i.e. capital flow restriction
associated with the capital flight problem; Thirdtiie historic choice of RTS to adopt and to
remain with USD for the most liquid securities @nihe time of Russia’s instability, while
MICEX chose RUB, and RTS and LSE chose USD; Finally a result, these currency
differences have attracted different market paréiots, such as domestic and foreign, with a
different set of FX risk preferences and a différdegree of information asymmetry. For
instance, traders on MICEX are predominantly retad domestic investors, whereas the traders
on RTS and LSE are a mix of foreign and institugioimvestors. Given these factors, one can
assume that the domestic investors are bettemngfdrthan their foreign counterparts because of

the language and cultural barriers, and lack ofspparency of the underlying Russian firms.

RTS was the first Russian stock exchange and leasasingly attracted foreign and institutional
investors in the periods of instability. MICEX d&t off as the second stock market trading in
RUB and was relatively unattractive in the unstgiéeiods. RTS successfully attracted those
investors who preferred to avoid the risk assodiatgh the RUB currency, especially at the
times of instability and capital control restrictioHowever, over time, Russia’s stability has
improved and the preference for foreign exchangk has changed. Though capital control
restriction still remains in place, MICEX has maedgncreasingly to attract both domestic retail
and foreign investors. In the end, the increaseteroflow on MICEX has been caused by
differences in market participants (predominantlgmestic retail), improving economic
conditions and the regulatory restrictions leadim@ clustering of a particular trader type for a
particular market. Another equally important factmmcerns currency, in that LSE and RTS
were trading eight of the most liquid securities@®inated in USD, whereas MICEX trading is
in RUB.
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Regulatory restrictions can be the key to explgmimy a certain market attracts less order flow,
as illustrated by Stulz and Wasserfallen (1995 ajor restricting factor is a capital control
restriction condition prevailing in Russia at thené of the sampling period. Capital flow
restriction was established originally in orderpi@vent the flight of capital from Russia, and
stemmed from the time of economic and politicatabgdity. However, at the same time, capital
flow restriction acts as a barrier between the sypé investor, because of the limited
convertibility of the RUB. There is an asymmetrythre regulatory treatment of foreign and
Russian investors. Russian or domestic entitiepatafieely hold foreign currencies for long
periods of time and are required to settle in ROB. the other hand, foreign investors are not
bound by these obligatory restrictions. As a restthding in USD on RTS is limited
predominantly to institutional and foreign investoln contrast, the major regulatory restriction
in relation to MICEX RUB trading, is that only brets with a licence from the Central Bank of
Russia (CBR) can trade on MICEX, whereas trading8D does not require such a licence to
access the RTS market. Overall, the trading on RM& LSE is more restricted relative to
MICEX, by the minimum trading size requirement. Th@imum size restriction prevents retail
investors trading in smaller lots and may therefesrict the informational degree of the RTS
and LSE markets. Trading on the LSE IOB is restddiy the USD currency and by the fact that
the securities are traded in the form of ADRs, Whi a restriction in at least two forms: the
conversion ratio of ADR to underlying shares (miamm trading size) and the USD. These
restrictions may also play a role in limited ordlenww on LSE relative to MICEX, for instance
ADR convertibility, the settlement delay and coktonverting ADR to underlying shares. The
above mentioned restrictions may explain why tHermation asymmetry is less profound on
the inter-Moscow market than on the London-Moscoerket. Additionally, there is a short
selling restriction on the Moscow equity markett mot on LSE. The absence of such a
restriction on LSE may help to explain why the shair LSE IOB trading has been growing over
the years, at the expense of Moscow trading. Tiihe end, may have been a motivating factor
for a merger between RTS and MICEX.

In summary, this thesis contributes to the crast®aly, price discovery and multi-market trading

literature by applying established methodologyhe tinder-researched areas, focusing on the
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factors affecting the empirical results. The cdnition is as follows: Chapter 7 addresses the
price discovery issue in the context of the emeydifoscow home market. This is the first and
only study that investigates both Moscow stock ratekChapter 8 investigates the relationship
between the Moscow markets and its cross-listedteoparts on LSE. This is the first study that
addresses Russian securities cross-border tradingg. Chapter 9 focuses on the conditional
aspects of price discovery. Here, the methodolbgagproach differs from introducing
modifications of an established price discoverymesvork. Instead of modifying established
models, the data set is conditioned upon the dkdaetor. Furthermore, the analysis of the
whole study is based on the high frequency datevetkeifrom the three underlying limit order

books as described in Chapter 4.

10.4 Further Research

Why and how order flow gravitates between the ntarisean under-researched area, according
to Karolyi (2006). In the case of the Moscow marketor to the announcement of the merger
between RTS and MICEX, order flow naturally gratethfrom RTS to the MICEX market over
time. Why and how is still not clear, however, asd subject for further research. One of the
hypotheses would be the capital movement restrictiich resulted in the limited RUB
convertibility, given the USD/RUB differences betwmethe underlying markets. That may
explain why RTS later decided to change to RUB~duld be interesting to test whether the
difference in currencies between RTS and MICEX festricted the attraction of order flow to
RTS. To undertake research similar to Harris e28l02a) on this issue, it would be necessary to
obtain the data sample from RTS and MICEX for bothiods, before and after RTS changed
from USD to RUB, in order to test the hypothesiattburrency is the factor restricting the
attraction of order flow. One of the limitationstise limited number of cross-listed securities

available on both stock markets over a long peoidtime.
In the context of capital flow restriction, Rabintmh et al. (2003) investigate differences in the
return distribution of cross-listed securities dodnd some arbitrage opportunities on markets in

Chile and Argentina. It has been shown that thienaseéd arbitrage trading cost or average daily
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returns spreads in Argentina are significantly lowe Chile. Melvin (2004), Auguste et al.
(2002) indicate that the expectation of Peso dewmln lead to significant arbitrage spreads
which arose in the form of ADR premia, becausehaf tapital control restrictions that were

imposed by the government.

There is evidence of substantial inter-market sfgda some periods in the data between the
Moscow traded stock and the London traded ADRghis thesis. There is a possibility that
arbitrage opportunities could have persisted ifréterns had been distributed differently. The
potential sources of differences between Moscow hoddon traded securities could be
explained by transaction costs, foreign exchangeaad lead-lag times between these markets,
the markets trading hours, liquidity and any forfmregulatory restriction. For instance, if
transaction costs on the Moscow market are lowan those on the London market and if the
exchange rate is considered, then there are soofqedential differences between the return on

locally traded securities.

In contrast to daily trading volume results, inagdolatility has a direct effect on the degree of
MICEX leadership. Higher intraday volatility on threore trading intensive MICEX market
implies a higher GG contribution of MICEX and vieersa. This finding suggests that volatility
is positively correlated with the higher price digery contribution of the higher volume trading
market. The thesis found no evidence of tradizg sifect on the relationship between MICEX
and LSE. However, only daily trading volume hasrbigwestigated and not the intraday trading
size. It may be that daily aggregate trading hasnfloence on the LSE-MICEX relationship,
whereas intraday trading does. One could also eneathie MDH hypothesis indirectly i.e. the
intraday trading volume and intraday volatilitynoieffect on price discovery, in the expectation
of a positive correlation in both cases. It woukbabe interesting to apply the proposed research
methodology to the quotes based sample. The qumatesd sample would allow an analysis
similar to that of Pascual and Pascual-Fuster (RGA0ther research based on quotes data, could
contribute to a better understanding of the effeftsading volume and volatility variables, on

the price discovery process.
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