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Abstract—Vulnerabilities with publically known exploits typically form 2-7% of all vulnerabilities reported for a given software version. With a smaller number of known exploited vulnerabilities compared with the total number of vulnerabilities, it is more difficult to model and predict when a vulnerability with a known exploit will be reported. In this paper, we introduce an approach for predicting the discovery pattern of publically known exploited vulnerabilities using all publically known vulnerabilities reported for a given software. Eight commonly used vulnerability discovery models (VDMs) and one neural network model (NNM) were utilized to evaluate the prediction capability of our approach. We compared their predictions results with the scenario when only exploited vulnerabilities were used for prediction. Our results show that, in terms of prediction accuracy, out of eight software we analyzed, our approach led to more accurate results in seven cases. Only in one case, the accuracy of our approach was worse by 1.6%.
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1 INTRODUCTION

Researchers have used data from various vulnerability databases to study trends of discovery of new vulnerabilities, used various models for fitting the vulnerability discovery process, and predicting the number of new vulnerabilities that may be discovered for a given product [1]–[6]. Estimating the number of new vulnerabilities over time is useful both for vendors of these products as well as the end-users as it can help them with resource allocation.

For some vulnerabilities, exploits are never published. This might be because the patches for these vulnerabilities are made available very quickly by the vendors, and hence it is not profitable for hackers to develop exploits for them; the vulnerabilities have a lower criticality from the security viewpoint; or it might be that the exploits for these vulnerabilities are only known to the vendors, to security agencies or are exchanged in, for example, dark web forums. Previous studies [7], [8] have reported that vulnerabilities with publically-known exploits usually form only 2-7% of all vulnerabilities reported for a given software version. In addition, as opposed to vulnerability databases such as NVD, which are actively maintained, security repositories reporting exploited vulnerabilities like Exploit Database, also known as “ExploitDB”, are less common. A comparison between NVD and ExploitDB finds that only 22% of NVD distinct vulnerabilities have exploits listed in ExploitDB. On the other hand, vulnerabilities with known exploits are more dangerous to end users, even if patches may be available, since not all users regularly patch their systems. For this reason, it is important for both vendors and users to be able to predict the time to the next vulnerability with a known exploit and the number of vulnerabilities that will be exploited over time. However, with a smaller number of known exploited vulnerabilities compared with the total number of vulnerabilities, it is difficult to model and predict the discovery pattern of publically known exploited vulnerabilities. Specifically, the data scarcity makes it difficult to use data driven models, which are helpful where there is no theoretical guidance to explain the data generation process for such data [9]. Therefore, we postulate that it is a worthwhile research activity to explore whether there is a link between discovery pattern of all vulnerabilities reported for a given software and discovery pattern of its exploited vulnerabilities. Finding such link would allow to use a larger dataset of all vulnerabilities for predicting the number of exploited vulnerabilities that will be reported over time.

In this paper, we introduce an approach for predicting the discovery pattern of publically known exploited vulnerabilities using all vulnerabilities reported for a given software. Eight commonly used vulnerability discovery models (VDMs) as well as one neural network model (NNM) were used to evaluate the prediction capability of our approach. We applied the models to vulnerability data associated with four well-known operating systems (OSs) (Windows, Mac, iOS (the OS associated with Cisco), and Linux), as well as four well-known web browsers (Internet Explorer, Safari, Firefox, and Chrome).

Two scenarios were considered. In the first scenario (S1), for each software, we utilize all vulnerabilities reported for it (exploited + unexploited) to predict the discovery pattern of exploited vulnerabilities over time. In the second scenario (S2), for each software, we only use exploited vulnerabilities to predict the discovery pattern of exploited vulnerabilities over time.

Our work makes the following contributions:

- Yazdan Movahedi is with the Center for Risk and Reliability, University of Maryland, College Park, MD 20742. E-mail: ymovahed@umd.edu.
- Michel Cukier is with the Center for Risk and Reliability, University of Maryland, College Park, MD 20742. E-mail: mcukier@umd.edu.
- Ilir Gashi is with the Center for Software Reliability, City, University of London, London, UK EC1V 0HB. E-mail: ilir.gashi.1@city.ac.uk.
Fig. 1. Classification of Considered Time-based VDMs

- We introduce an approach for predicting total number of publically-known exploited vulnerabilities using all vulnerabilities reported for a given software in 30-day time intervals;
- We compare the prediction capability of two scenarios S1 and S2, S1 when all the vulnerabilities are considered, S2 when only exploited vulnerabilities are, utilizing eight VDMs and one NNM on eight well-known software;
- We show that, out of eight software we analyzed, scenario S1 outperforms scenario S2 in seven cases in terms of prediction accuracy. Only in one case, the prediction of S1 was worse than S2 by 1.5%. In other words, for most of the cases analyzed, we show that using all the vulnerability data available for a system allows to better predict when vulnerabilities that will have publically known exploits for them will be reported.

The rest of the paper is organized as follows. Section 2 describes the related work. Section 3 describes the models used in this study, including details of a neural network model we used in our analysis. Section 4 describes the dataset and the scenarios we used. Sections 5 describes the analytical steps we followed in the first scenario (S1). Section 6 presents the results of using both scenarios with the models for prediction. Section 7 discusses the main findings and some limitations. Finally, Section 8 presents conclusions and provisions for future work.

2 RELATED WORK

A security vulnerability is defined as any fault in a software that, if exploited, can lead to a security failure. Research has been conducted to find a link between the fault discovery process of a software and the discovery process of its vulnerabilities for modeling purposes [10]. When considering the fault detection process of a software, it is justifiable to conclude that software reliability models (SRMs) and vulnerability discovery models (VDMs) are similar [1]. In such cases, the intensity/rate function can represent the detection rate of vulnerabilities. Several studies have been conducted applying regression models and/or existing VDMs/SRMs on vulnerability datasets, or proposing new VDMs for modeling the discovery process of vulnerabilities. In these cases, researchers introduced new software security indicators such as total number of residual vulnerabilities in the system, time to next vulnerability (TTNV), vulnerability detection rate, etc. [1]–[7], [10]–[14].

The earliest effort at modeling software reliability was a Markov birth-death model introduced by Hudson in 1967 [15]. A comprehensive overview of several SRMs that characterize the process of software defect-finding is provided in [2]. The earliest study on modeling the vulnerability discovery process was conducted in 2002, when the first VDM termed the Anderson Thermodynamic (AT) model proposed by Anderson [16]. Since 2002, other VDMs have been proposed. Rescorla [4], [5] proposed a VDM to estimate the number of undiscovered vulnerabilities. In 2005, Alhazmi et al. [17] proposed the application of SRMs to vulnerability discover modeling. The same year, they also introduced a logistic VDM known as Alhazmi-Malayna Logistic (AML) model. Their proposed AML model assumes a symmetrical shape around the peak discovery rate value [6]. A Weibull distribution-based VDM was proposed by Kim in 2007 [18]. Li et al. [19] empirically showed that, in comparison to other reliability models, a Weibull model is better for defect occurrence across a wide range of software systems.

Several studies applied existing models to different types of software packages, such as operating systems and web servers, to simulate the vulnerability discovery rate and predict the number of vulnerabilities that may be present but not yet found [20]–[22]. Other studies focused on increasing the accuracy of vulnerability discovery modeling by examining the skewness of the vulnerability data [23], using Bayesian theorem [24], [25], or using machine learning techniques like neural networks [26].

In addition to the vulnerabilities publication dates, some studies used software source code for vulnerability assessment in the context of VDMs. Kim et al. [18] proposed a VDM based on shared source code measurements among multi-version software systems. In 2006, Ozment and Schechter employed a reliability growth model to evaluate the security of the OpenBSD OS by examining its source code and the rate at which new code has been introduced [27]. However, it has been shown that source code cannot be an efficient measure in terms of prediction [3]. Recently, Nguyen et al. proposed an automated method that determines the code evidence for the presence of vulnerabilities in previous software versions to evaluate whether the target version is vulnerable [28].

There is little work that focuses on specifically modeling exploited vulnerabilities. One effort is the probabilistic examination of intrusions by [29], [30]. The lack of data is a barrier to modeling exploited vulnerabilities using current VDMs or machine learning techniques, which require considerable amount of data for satisfactory training.
3 MODELS USED

3.1 Vulnerability Discovery Models (VDMs)

Vulnerability discovery models (VDMs) can be characterized into two classes: time-based and effort-based VDMs. Time-based VDMs tally the vulnerabilities of a given software as a function of calendar time. Effort based VDMs, presented by Alhazmi et al [6], consider changes in environmental factors over usage time of the software like, for example, the number of installations, share of installed base of the software and so forth (see [6] for more information regarding effort-based models). In this paper, we will focus on time-based models since the data sources we have utilized have information about vulnerability report dates but not installation dates. A classification of the time-based VDMs used in this research is shown in Figure 1, based on [20]. These models include the most well-known VDMs utilized in the literature.

S-shaped VDMs isolate the procedure of vulnerability disclosure into three phases as shown in Figure 2. Phase 1 corresponds to the learning phase, which begins from the presentation of the product and proceeds until the start of the period “Sustained Growth” as a result of expanding popularity of the software [23]. Amid the learning phase, the vulnerability discovery intensity function is an increasing function. Phase 2, or the linear phase, is the period when the majority of the vulnerabilities are discovered. The intensity function at this phase is steady and linear. Phase 3, or the saturation phase, is the period when the majority of the vulnerabilities have been detected [20]. The vulnerability discovery intensity function for phase 3 is diminishing. This phase is present only if most vulnerabilities have been discovered.

The five S-shaped VDMs in this paper consist of two right-skewed distributions (Gamma-based VDM, Younis Folded VDM), one flexible-skewed distribution (Weibull-based VDM), and two symmetrical distributions (Alhazmi-Malaiya Logistic (AML) model and Normal distribution-based model). These VDMs include the most frequent ones for the modeling process of vulnerability discovery [23].

Furthermore, we have included three non-S-Shaped VDMs: Rescorla Exponential (RE) model, Rescorla Quadratic (RQ) model, and NHPP Power-law model. More information regarding the Rescorla models can be found in [5]. When modeling the cumulative number of failures $\Omega(t)$ for software dependability/reliability assessments, models built upon a nonhomogeneous Poisson process (NHPP) are often selected. Allodi [31] demonstrated that discovered vulnerabilities may pursue a Power-law distribution. The model utilized in this paper was applied on vulnerability data as a VDM in [32], [33]. The main assumption of this model is that the number of discovered vulnerabilities pursues a nonhomogeneous Poisson process. Moreover, in NHPP-based software reliability growth models (SRGMs), the intensity function ($\omega(t) = \frac{d[\Omega(t)]}{dt}$) is assumed as a monotonic function [34].

The equations associated with all the models above are provided in Table 1.

3.1.1 NHPP Power-law

When modeling the mean cumulative number of failures (MCF) ($t$) for software reliability evaluations, models derived from a nonhomogeneous Poisson process (NHPP) are often used. Allodi [31] showed that the vulnerability exploitation may follow a Power-law distribution. However, such models have several assumptions. The main one is that the number of detected vulnerabilities follows a nonhomogeneous Poisson process. In addition, if we consider a software as a repairable system, its intensity function $\omega(t) = \frac{d[\Omega(t)]}{dt}$, is often, for simplicity, assumed a monotonic function of $t$. Therefore, in NHPP-based software reliability models (SRMs) or NHPP-based VDMs, the intensity function (the detection rate of software errors/the detection rate of vulnerabilities) is considered to be a monotonic function [34]. In this research, we use an NHPP Power-law model and compare it with other VDMs in terms of modeling capabilities. The equation associated with the Power-law model is presented in Table 1. This model is continuous over time and has two parameters: $a$ (shape parameter), $\beta$ (scale parameter).

<table>
<thead>
<tr>
<th>Model</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>NHPP Power-law</td>
<td>$\Omega(t) = \left(\beta - a\right) t^a$</td>
</tr>
<tr>
<td>Gamma-based VDM [23]</td>
<td>$\Omega(t) = \left(\frac{t^a}{\Gamma(a)}\right) e^{-\frac{t}{\beta}}$</td>
</tr>
<tr>
<td>Weibull-based VDM</td>
<td>$\Omega(t) = \gamma (1 - e^{-\frac{t}{\beta}})$</td>
</tr>
<tr>
<td>AML VDM [6]</td>
<td>$\Omega(t) = \frac{B}{B e^{-\gamma t} + 1}$</td>
</tr>
<tr>
<td>Normal-based VDM</td>
<td>$\Omega(t) = \frac{\gamma (1 - e^{-\gamma t})}{1 + e^{-\gamma t}}$</td>
</tr>
<tr>
<td>Rescorla Exponential (RE) [5]</td>
<td>$\Omega(t) = \sqrt{\frac{2}{\gamma}} + B t$</td>
</tr>
<tr>
<td>Rescorla Quadratic (RQ) [5]</td>
<td>$\Omega(t) = \sqrt{\frac{2}{\gamma}} \left[ \text{erf}\left(\frac{t - \gamma}{\sqrt{2\sigma}}\right) + \text{erf}\left(\frac{t + \gamma}{\sqrt{2\sigma}}\right) \right]$</td>
</tr>
</tbody>
</table>
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3.1.2 Gamma-based VDM

The Gamma-based VDM, derived from the Gamma distribution, belongs to the family of right-skewed distributions. It has a continuous intensity function with three parameters: $\alpha$ (shape parameter), $\beta$ (scale parameter), and $\gamma$, which represents the total number of vulnerabilities that would finally be discovered. The equation associated with the Gamma-based VDM is presented in Table I. This distribution is only defined for $t > 0$. The shape and the scale parameters are always positive. It is expected that for the software with large values of $t$, right-skewed distributions provide better fits to vulnerability discovery data than other models [23] because of gradual reduction in the number of discovered vulnerabilities, which yields a tail on the right side of the relevant vulnerability discovery intensity function.

3.1.3 Weibull-based VDM

The Weibull-based VDM, derived from the Weibull distribution, belongs to the family of flexible-skewed distributions. This VDM was first introduced in 2007 [18]. Like the Gamma-based VDM, the Weibull-based VDM has a continuous intensity function with three parameters: $\alpha$ (shape parameter), $\beta$ (scale parameter), and $\gamma$ which represents the total number of vulnerabilities that would finally be discovered. This VDM can be symmetrical with zero skewness for values around 3. For $\alpha < 3$, this VDM is always right-skewed, while for $\alpha > 3$, it is left-skewed. Like the Gamma-based VDM, this distribution is defined for $t > 0$.

3.1.4 AML VDM

Alhazmi–Malaiya Logistic (AML) model belongs to the family of distributions with symmetrical intensity (rate) functions. This model was first introduced in 2005 [6] and is based upon the idea that as an operating system gains market share, the attention it receives increases. Then, after experiencing a peak, it starts decreasing when a newer version is released. Overall, the AML model assumes the cumulative number of vulnerabilities is influenced by two factors: the share of the installed base (increasing factor) and the number of remaining undiscovered vulnerabilities (declining factor). The AML model has three parameters including a constant $C$. Parameters $A$ and $B$ are empirical constants and directly estimated from the dataset. $B$ stands for the total number of vulnerabilities that would finally be discovered. This model is defined for time values $t$ from the negative infinity to the positive infinity, and the parameters must be positive.

3.1.5 Normal-based VDM

The Normal-based VDM belongs to the family of distributions with symmetrical intensity/probability density functions. This model presents a distribution with zero skewness that has three parameters: $\mu$ is a location parameter, $\sigma$ is a scale parameter and $\gamma$ is the total number of vulnerabilities that would eventually be discovered. The Normal-based VDM has lighter tails on both sides in comparison to the logistic distribution used for the AML model. For a dataset with fewer vulnerabilities discovered at the beginning and at the end of a discovery process, the Normal VDM might be a better fit than the AML model [23].

3.1.6 Rescorla VDMs

In 2005, Rescorla proposed two VDMs to estimate the number of undiscovered vulnerabilities [4], [5]. In Rescorla Exponential (RE) model, $\gamma$ is the total number of vulnerabilities that would eventually be discovered and, as time increases, $\Omega$ approaches $\gamma$. In the second model, as $t$ grows, $\Omega$ grows quadratically, thus it is called the Rescorla Quadratic model.

3.1.7 Younis Folded (YF) VDM

The normal distribution is symmetric around its mean and is defined for a random variable that takes values from -inf to +inf. In some cases, a distribution is needed that has no negative values. Folded distributions are kinds of asymmetrical models obtained by folding the negative values into the positive side of the distribution. The folded distribution has been found usable in industrial practices such as measurement of flatness and straightness.

In the Younis folded model [35] vulnerability discovery starts at time $t = 0$ which corresponds to the release time of the software. In this model, $t$ represents the calendar time, $\tau$ is a location parameter, $\sigma$ is a scale parameter, and $\gamma$ represents the number of vulnerabilities that will be eventually discovered. Compared to AML, the Folded VDM has shorter learning phase or missing learning phase which makes the normal distribution asymmetric. It results in a higher discovery rate at the beginning which may be especially applicable to the cases where the vulnerability discovery plot is in linear phase even at the beginning.

3.2 Neural Network

Neural network models (NNMs) comprise of an arrangement of algorithms for modeling and perceiving specific patterns. NNMs have been generally utilized for predictions of sequential data in time series, for example, month to month electricity demand of a city or stock price [36]–[38]. Unlike VDMs, NNMs can incorporate the nonlinearity that exists in noisy time series data. Moreover, NNMs are not based upon a specific model since they are data driven models. Thus, NNMs are flexible nonlinear data driven models with powerful predictive capability. Data driven models are helpful for the cases without a theoretical model to explain the data. In [39], it has been empirically proven that NNMs are suitable for capturing both linear and nonlinear behavior of time series.

In this paper, we utilize a feedforward NNM to forecast the number of detected vulnerabilities over time. Feedforward NNMs are widely-used forms of neural network [36] that accept a fixed number of inputs at any given time, and generate one output. We assume that the number of future vulnerabilities rely upon the number of vulnerabilities unveiled over the past periods (lags).

We utilize a single hidden-layer NNM for one step-ahead prediction. As indicated by [40], a single hidden-layer NNM is fit for approximating non-linear functions with discretionary accuracy. Figure 3 shows the structure of our NNM that comprises of three layers called input,
hidden (the middle layer), and output. Each layer is an accumulation of neurons (nodes) where the associations are governed by the corresponding weights. Data have been fed through the input layer, after that they go through the at least one hidden layer, and the ultimate result is given by the output layer. To predict the present value, several past observations are utilized. In other words, the inputs are a p-component subset of the set \( \{ y_{t-p}, \ldots, y_{t-1} \} \) and \( y_t \) is the output or the total number of vulnerabilities reported in time period t. Equations 1 and 2 show the relations with the input and output values of the middle layer, consecutively. The equations associated with the output layer are represented by Equations 3 and 4, respectively.

\[
l_j = \sum_{i=t-p}^{t-1} w_{ij} \times y_i + \beta_j \quad (j = 1, \ldots, h),
\]

\[
y_j = f_h(l_j) \quad (j = 1, \ldots, h),
\]

\[
l_o = \sum_{j=1}^{h} w_{oj} \times y_j + a_o \quad (o = 1),
\]

\[
y_t = f_o(l_o) \quad (o = 1),
\]

where \( l \) is the input; \( y \) denotes the output; \( p \) and \( h \) denote the number of input and hidden layer nodes, respectively; \( w_{ij} \) represents the connection weights of the input and hidden layers; and \( w_{oj} \) denotes the connection weights of the hidden and output layers. The bias values of the hidden and output layers are respectively shown by \( \beta_j \) and \( a_o \), and are always between -1 and 1. \( f_h \) and \( f_o \) are the non-linear activation functions associated with the hidden and the output layers, respectively. A hyperbolic tangent function was employed as the activation function for the hidden layer since it is the function that is most widely used [36].

Deciding the optimal number of input nodes (lags) and hidden layer nodes is the initial step in structuring a NNM. From the literature, there is no systematic solution [18]. To determine the optimal number of inputs (lags) and the number of hidden nodes, we utilized the optimization algorithm (ADE-BPNN) introduced in [36]. It is shown that, for time series data, applying this algorithm improves prediction accuracy associated with basic NNMs, and other hybrid models [36]. This algorithm uses the minimum mean square error (MSE) of the training data as loss function for finding the proper number of the nodes (input and hidden) by experimentation. MSE is it the most frequently used accuracy measure in literature [41]. As our start point, we began with statistically significant lags derived from assessing the partial autocorrelation function (PACF) associated with each time series. In time series analysis, the PACF gives the linear partial correlation of a time series with its own lagged values [42]. However, we cannot only rely on the lags we found from PACF since the selection of inputs would then have been only based on the identification of a linear model, while our NNM should also be able to handle non-linear correlations. A detailed survey of existing input selection strategies for NNMs is provided in [43]. We assessed up to 50 hidden nodes for each time series and selected the number of hidden nodes that minimize the MSE.

### 4 Dataset Used

The dataset used in this paper was collected from the National Vulnerability Database (NVD) maintained by NIST. We leveraged the vulnerability CVE IDs to compare the reporting date of each vulnerability in NVD with the dates in other public repositories on vulnerabilities. We updated the reporting dates to the earliest date that a given vulnerability was publically known in any of the vulnerability databases used [33]. To obtain exploited vulnerability data, we used Exploit Database (EDB)². The EDB is a CVE compliant archive of public exploits and corresponding vulnerable software, developed for use by penetration testers and vulnerability researchers [44].

We will analyze the reported vulnerabilities associated with four well-known OSs: Windows (1995-2017), Mac (1997-2017), IOS (the OS associated with Cisco) (1992-2017), and Linux (1994-2017), as well as four well-known web browsers including Internet Explorer (1997-2017), Safari (2003-2017), Firefox (2003-2017), and Chrome (2008-2017). These software have been selected because they are the most widely used and have the most vulnerabilities among the databases. The variable we used in this research is the cumulative number of vulnerabilities reported in 30-day time intervals. In other words, for a given software, we partitioned the relative study period into intervals of 30 days, and counted the total number of vulnerabilities detected in each time interval.

For each software, all the vulnerabilities reported for any of its versions were included. For instance, all the vulnerabilities reported for mac_os, mac_os_server, mac_os_x, and mac_os_x_server were put together to create a vulnerability database for Mac.

Two modeling scenarios were considered. In the first scenario (S1), we analyze all vulnerabilities reported for a software for any of its versions. In the second scenario (S2),

---

¹ We looked at the following ones: http://www.cvedetails.com/, https://cxsecurity.com/, http://www.security-database.com/ and

² https://www.exploit-db.com/
TABLE 2
NUMBER OF VULNERABILITIES PER SOFTWARE

<table>
<thead>
<tr>
<th>OS</th>
<th>Windows</th>
<th>Mac</th>
<th>iOS</th>
<th>Linux</th>
</tr>
</thead>
<tbody>
<tr>
<td># All Vulnerabilities</td>
<td>3100</td>
<td>2705</td>
<td>650</td>
<td>4745</td>
</tr>
<tr>
<td># Exploited Vulnerabilities</td>
<td>748</td>
<td>282</td>
<td>27</td>
<td>481</td>
</tr>
<tr>
<td>Web Browser</td>
<td>IE</td>
<td>Safari</td>
<td>Firefox</td>
<td>Chrome</td>
</tr>
<tr>
<td># All Vulnerabilities</td>
<td>1775</td>
<td>943</td>
<td>1477</td>
<td>1837</td>
</tr>
<tr>
<td># Exploited Vulnerabilities</td>
<td>402</td>
<td>108</td>
<td>100</td>
<td>78</td>
</tr>
</tbody>
</table>

Fig. 4. Percentage of exploited vulnerabilities per software

for each software, we only consider the exploited vulnerabilities.

Table 2 presents the total number of vulnerabilities for each software (All vulnerabilities together (“S1”) and only exploited vulnerabilities (“S2’’)). The percentages of exploited/unexploited vulnerabilities per software are presented in Figure 4. Windows and IE had the most percentages of exploited vulnerabilities with 24.13% and 22.65%, respectively. The reason is that, for each software, our dataset includes all the vulnerabilities reported for any of its version.

5 ANALYTICAL STEPS OF SCENARIO S1

In this section, we explain the approach we developed to predict the number of publically reported exploited vulnerabilities associated with a given software using all vulnerabilities reported for that software.

5.1 For VDMs

Regarding VDMs, we need to find a relationship between the discovery pattern of all vulnerabilities (S1) and those vulnerabilities that were exploited (S2). We focused on the ratio of the time to next vulnerability (TTNV) for exploited vulnerabilities over the TTNV associated with all vulnerabilities. TTNV was introduced as a way examining the frequency of vulnerability reports in [3]. Zhang et. al [45] also used TTNV as a measure that could imply the likelihood for presence of zero-day vulnerabilities in a software. By calculating the ratio of the TTNV for exploited vulnerabilities, which could also be referred as time to next exploit, over the TTNV associated with all vulnerabilities, we are looking for using the predictions resulted from VDMs to predict exploited vulnerabilities. In other words, we use this ratio as a multiplier in the equations associated the VDMs in the training phase to approximate the VDMs’ equations for exploited vulnerabilities. We used a resampling method and a filtering method to take care of the noisy nature of vulnerability data [46], [47]. For each software, we resample/split the vulnerability data (all vulnerabilities & exploited vulnerabilities) into intervals of 120, 150, 180, 210, 240, 270, 300, 330, 360 days to remove the effect of the daily fluctuations. For each interval (i-th interval), we calculate the mean TTNV of the observations at each time step (MTTNV) and calculate the ratio of MTTNVs, 

\[ \text{Ratio}_{\text{interval}}(t) = \frac{\text{MTTNV}_{\text{Exploited}}(t)}{\text{MTTNV}_{\text{All}}(t)} \]

Figure 5 shows the box plot of ratios associated with each interval per software. As it is shown, the median of the ratios for each software, Median (Ratio_{\text{interval}}(t)), is almost constant over different intervals. The median values of the ratios per software are presented in Table 3. The VDM for exploited vulnerabilities is calculated as follows:

\[ \Omega(t)_{\text{Exploited}} = \Omega(t)_{\text{All}} / \text{Median} \left( \text{Ratio}_{\text{interval}}(t) \right) \]  

5.2 For NNM

Regarding the NNM, since we want to link two time series, we feed one time series (all vulnerabilities) into the NNM as input and select the output \( (y_t) \) from the second time series (exploited vulnerabilities). In other words, the vector of inputs \( [y_{t-p}, \ldots, y_{t-2}, y_{t-1}] \) belongs to S1 and the output is chosen from S2.

The NNM developed for this paper was programmed utilizing Matlab R2018a. For every software, our analysis started by separating the vulnerability dataset into two groups; training and testing. The training set comprises of all the vulnerabilities published before 2015. The testing data set comprises of vulnerabilities reported in years 2015, 2016, and 2017. NNM training is a complex nonlinear optimization problem. Therefore, there is the likelihood to be caught in local minima of the error surface. To avoid getting poor outcomes, the training procedure needs to be iterated a few times with various random starting weights and biases [39].

We set the maximum training number equal to 500 epochs, which based upon our experiments provided the best results for our problem. An epoch represents the total number of times a given dataset is used for training. In other words, it represents the number of times the weights in a network were updated [48]. Since the process of model optimization in deep learning algorithms is done utilizing the gradient decent method [41], it requires to pass the training data through the network numerous times to update the weights and obtain a more precise prediction.
model [48]. As our learning function, we utilized the Levenberg-Marquardt (LM) method as recommended by the reference paper, which proposed the optimization algorithm [36]. We set the logsig and purelin functions as the activation function of the hidden and output layers, respectively. These functions also were picked similarly to the settings recommended by the algorithm. To avoid overfitting/over training, for every software, we utilized a cross validation technique by partitioning our training data into two subgroups of training and test data. The estimated final parameters and the TTNV ratio were compared with the actual number of exploited vulnerabilities. Then, the estimations for each time interval produced by the eight models were compared with the actual number of exploited vulnerabilities to calculate the prediction accuracy. For the NNM, for each software, we used the training data to train the NNM. The process is like feeding the NNM by one time series and comparing the outputs with values associated with another time series. Using the trained NNM, we predicted the number of exploited vulnerabilities for the next intervals. We calculated the prediction accuracy by comparing the obtained estimation and the actual number of exploited vulnerabilities.

For scenario S2, for the VDMs, during the training period, the training data was used to estimate model parameters. To avoid overfitting, 10-fold cross validation was also conducted on the training data. Using the estimated parameters and the TTNV ratios we found from Section 5, we estimated the number of exploited vulnerabilities. Then, the estimations for each time interval produced by the eight models were compared with the actual number of exploited vulnerabilities to calculate the prediction accuracy. For the NNM, for each software, we used the training data to train the NNM. The process is like feeding the NNM by one time series and comparing the outputs with values associated with another time series. Using the trained NNM, we predicted the number of exploited vulnerabilities for the next intervals. We calculated the prediction accuracy by comparing the obtained estimation and the actual number of exploited vulnerabilities.

For both scenarios (S1 and S2), we used the eight VDMs for the discovery process of vulnerabilities on eight well-known software (four OSs and four web browsers). The VDMs were fitted to the datasets using a non-linear regression method described in [20]. In addition, for the first scenario (S1) we also used one NNM, which is capable of modeling nonlinearities. Since the NNM is a data driven model, we could not use it for scenario S2 due to lack of exploited vulnerabilities.

As mentioned previously, we started the analysis by splitting the data into two groups of training and test data. For scenario S1, both the VDMs and the NNM use a dataset that includes all vulnerabilities reported for all versions of a given software. For scenario S2, the VDMs use the data associated with exploited vulnerabilities reported for those versions. The training period for both scenarios starts from the time when the first exploited vulnerability associated with a given software was reported and continues until 12/31/2014. We made the predictions for the years 2015, 2016, and 2017. We then partitioned the vulnerability data into intervals of 30 days as is common in the vulnerability analysis literature [20], [21], [23].

For scenario S1, for the VDMs, during the training period, the training data was used to estimate model parameters. To avoid overfitting, 10-fold cross validation was also conducted on the training data. Using the estimated parameters and the TTNV ratios we found from Section 5, we estimated the number of exploited vulnerabilities. Then, the estimations for each time interval produced by the eight models were compared with the actual number of exploited vulnerabilities to calculate the prediction accuracy. For the NNM, for each software, we used the training data to train the NNM. The process is like feeding the NNM by one time series and comparing the outputs with values associated with another time series. Using the trained NNM, we predicted the number of exploited vulnerabilities for the next intervals. We calculated the prediction accuracy by comparing the obtained estimation and the actual number of exploited vulnerabilities.

For scenario S2, for the VDMs, during the training period, the training data was used to estimate model parameters. The estimated final values for each interval produced by the eight models were compared with the actual number of exploited vulnerabilities to calculate the prediction accuracy. The Chi-square ($\chi^2$) goodness of fit test [20] was utilized for evaluating the quality of fit of each model on

### Table 3

<table>
<thead>
<tr>
<th>OS</th>
<th>Windows</th>
<th>Mac</th>
<th>IOS</th>
<th>Linux</th>
</tr>
</thead>
<tbody>
<tr>
<td>TTNV Ratio</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Median)</td>
<td>3.526</td>
<td>9.393</td>
<td>5.696</td>
<td>5.306</td>
</tr>
<tr>
<td>Web Browser</td>
<td>IE</td>
<td>Safari</td>
<td>Firefox</td>
<td>Chrome</td>
</tr>
<tr>
<td>TTNV Ratio</td>
<td>3.360</td>
<td>5.792</td>
<td>10.917</td>
<td>50.127</td>
</tr>
</tbody>
</table>
training datasets. The \( \chi^2 \) statistic is calculated using the following equation:

\[
\chi^2 = \sum_{i=1}^{N_1} \frac{(S_i - E_i)^2}{E_i} \tag{6}
\]

where \( S_i \) and \( E_i \) are the simulated and expected observed values at \( i^{th} \) time point, respectively. \( N_1 \) is the number of observations in the training dataset (the time blocks used for simulation). For acceptable fits, the corresponding \( \chi^2 \) critical value should be greater than the \( \chi^2 \) statistic for the given alpha level and degrees of freedom. We selected an alpha level of 0.05. The null hypothesis indicates that the actual distribution is well described by the fitted model. The p-values below 0.05 marks the fit as unsatisfactory. For each VDM, before testing its prediction capability, first we check whether the associated fit is statistically satisfactory. We neglect the model, if it shows up with a p-value < 0.05.

For the training part, for the NNM, we used the MSE value to select the optimal analytical model, out of the models trained with different combination of lags. Then, for each software, the best model was selected to make the prediction for the testing dataset (the vulnerabilities reported in 2015, 2016, and 2017).

To evaluate prediction capabilities of the models, we used two common normalized predictability measures, average error (AE) and average bias (AB) [23]. AE represents how well a model predicts throughout the test phase, and AB is a measure of the model’s general bias, which shows its tendency to overestimate or underestimate the number of disclosed vulnerabilities. AE and AB are defined as follows, respectively:

\[
AE = \frac{1}{N_2} \sum_{t=1}^{N_2} \left( \frac{\Omega_t - \Omega}{\Omega} \right) \tag{7}
\]

\[
AB = \frac{1}{N_2} \sum_{t=1}^{N_2} \frac{\Omega_t - \Omega}{\Omega} \tag{8}
\]

where \( N_2 \) presents the total number of time points (one per 30 days) over the prediction period, and \( \Omega \) stands for the actual number of total exploited vulnerabilities, whereas the estimated number of total exploited vulnerabilities at interval \( t \) is shown by \( \Omega_t \).

For the VDMs associated with each scenario, we also report \( \Delta VAE^k \), which shows the difference between the AE of the i-th VDM and the VDM with minimum AE in the scenario to choose the best VDM/VDMs among the VDMs present in each scenario.

\[
\%\Delta VAE^k_t = (VAE^k_t - VAE^k_{min}) \times 100 \tag{9}
\]

where \( k \) is the k-th scenario, \( VAE_t \) is the AE of the i-th VDM, and \( VAE_{min} \) is the lowest AE found in the set of VDMs examined in the scenario (i.e., the best model). Thus, the \( \Delta VAE^k \) of the best VDM in a scenario is 0.

To highlight the difference between the AE of the k-th model and the overall best model in both scenarios, we report \( \Delta AE^k_t \), which is defined as follows:

\[
\%\Delta AE^k_t = (AE_j - AE^k_{min}) \times 100 \tag{10}
\]

where \( AE_j \) is the AE of the j-th model, and \( AE^k_{min} \) is the lowest AE found in the set of models examined (i.e., the best model). Thus, \( \Delta AE^k \) of the best overall model is 0. In addition, if for a given model we have \( \Delta AE^k = 1.2 \), it means that the model has 1.2% higher prediction error than the best overall model.

The Hanna and Heinold indicator (HH) is another metric to calculate prediction errors. It is proven that for some applications including analyzing real data with high fluctuation the lower values of the commonly used root mean square error (RMSE) are not always a reliable indicator of the simulations’ accuracy [49]. Hence, Hanna and Heinold introduced a corrected estimator as follows [50]:

\[
HH = \sqrt{\frac{\sum_{i=1}^{N_2} (S_i - O_i)^2}{\sum_{i=1}^{N_2} S_i O_i}} \tag{11}
\]

where \( S_i \) is the \( i^{th} \) simulated data, \( O_i \) is the \( i^{th} \) observation (test data) and \( N \) represents the number of observations in test dataset (the time blocks used for simulation). The closer to zero HH is, the more accurate the model.

Tables 4-5 present the values of AE, AB, HH, \( \Delta VAE^k \), and \( \Delta AE^k \) for the cases we analyzed per scenario per model (VDMs and NNM), respectively. Regarding p-values, we used * to show the models with \( p<0.05 \). AB can be positive (for overestimation) or negative (for underestimation), while AE is always positive. In each case, we first found the best VDMs per scenario by comparing their prediction accuracy and then compared the accuracy of those models with the NNM results. In other words, for each software, for the VDMs associated with each scenario, the models that had the smallest values of AE were selected as the best VDMs in terms of prediction and their AE values were accompanied by “bv” superscript, which stands for best VDM. In addition, the VDMs with \( \Delta VAE^k < 2 \) were also selected as the best predictive VDMs, which we assume, show similar prediction capability compared to the best VDM (the VDM/VDMs with \( \Delta VAE^k = 0 \)). In other words, one of our assumptions in this paper is that the VDMs with less than 2% performance difference from the best predicting VDM represent similar prediction capabilities and the differences in their prediction performance are negligible. For each software, the best overall model in both scenarios is shown by “bo” superscript attached to their associated AE values, which stands for best overall model (the model with \( \Delta AE^k = 0 \)). If a VDM is the best model of a scenario and simultaneously is the best overall model, its AE value is only accompanied by “bo” superscript.

For each software, the normalized error values \((\Omega_t - \Omega/\Omega)\) over prediction time are plotted in Figure 6. As is shown, the models with fewer fluctuations lead to higher accuracy.

Based upon the results provided by Tables 4-5, in terms of prediction accuracy (AE and HH), out of eight software we analyzed, scenario S1 led to the most accurate results in seven cases. Only for Firefox, the best VDM from scenario
S2 was more accurate than the best model of scenario S1, which is NNM. In addition, considering both scenarios, the NNM was selected as the best prediction model in seven cases. As mentioned before, the VDMs with the * superscript are the models that had a p-value less than 0.5 and will not be considered in our analysis. In Tables 4-5, we used the term “NS” for these models, which stands for Not Satisfactory.

For Windows, the best model from scenario S1, which is NNM ($\Delta AE^c = 0$), is 1.8% more accurate than the one from scenario S2 (the model with smallest AE in scenario S2, $\Delta AE^c = 1.836$). For Mac, the best model is also NNM by having 19.59% smaller average prediction error (AE) than the best model from scenario S2. For IOS, Linux, IE, Safari, and Chrome the stories are like what happened for Windows and Mac by NNM (from S1) as being the best model, which comes up with 1.1%, 1.9%, 3.5%, 3.9%, and 9.3% smaller prediction errors than the best models from scenario S2. For Firefox, the model with smallest AE ($\Delta AE^c = 0$) belongs to scenario S2 by having 1.6% smaller AE than the best model from scenario S1, which is NNM ($\Delta AE^c \approx 1.6$).

Overall, scenario S1 provides more accurate results in seven cases (out of eight cases) for the number of future exploited vulnerabilities. In the only case that the best model from scenario S2 provided most accurate predictions, the performance of the best model from scenario S1 was only 1.6% worse.

Considering only VDMs, in terms of prediction accuracy (AE and HH), out of eight software we analyzed, scenario S1 led to most accurate results in only two cases. In other words, for Mac, and IE, the best VDM from S1 had higher accuracy than the best VDM from scenario S2 by having 18.8%, and 1.6% smaller prediction errors, respectively. However, the VDMs from scenario S1 were less than 2.2% different in prediction error in three cases compared to the best VDM from scenario S2. The error differences for Windows, IOS, and Linux are 2.2%, 1.6%, and 0.3%, respectively. Only for Safari, Firefox, and Chrome this difference is high and the best VDM from scenario S2 outperformed the best VDM from scenario S1 by having 16.2%, 15.7%, and 26% smaller prediction error, respectively. Overall, comparing only VDMs, scenario S1 was able to perform better than or as well as scenario S2 (with less than 2.2%
TABLE 5 Prediction accuracy for web browsers per scenario

<table>
<thead>
<tr>
<th></th>
<th>SI</th>
<th>S2</th>
</tr>
</thead>
<tbody>
<tr>
<td>IE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gamma</td>
<td>0.121</td>
<td>0.121</td>
</tr>
<tr>
<td>Weibull</td>
<td>0.120</td>
<td>0.120</td>
</tr>
<tr>
<td>AML</td>
<td>0.188</td>
<td>0.220</td>
</tr>
<tr>
<td>Normal</td>
<td>0.188</td>
<td>0.220</td>
</tr>
<tr>
<td>Power-law</td>
<td>0.120</td>
<td>0.132</td>
</tr>
<tr>
<td>RE</td>
<td>0.049</td>
<td>0.054</td>
</tr>
<tr>
<td>RQ</td>
<td>0.102</td>
<td>0.110</td>
</tr>
<tr>
<td>YF</td>
<td>0.126</td>
<td>0.140</td>
</tr>
<tr>
<td>NNM</td>
<td>0.030</td>
<td>0.035</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>S1</th>
<th>S2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Safari</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gamma</td>
<td>0.498</td>
<td>0.847</td>
</tr>
<tr>
<td>Weibull</td>
<td>0.528</td>
<td>0.925</td>
</tr>
<tr>
<td>AML</td>
<td>0.533</td>
<td>0.937</td>
</tr>
<tr>
<td>Normal</td>
<td>0.533</td>
<td>0.937</td>
</tr>
<tr>
<td>Power-law</td>
<td>0.357</td>
<td>0.550</td>
</tr>
<tr>
<td>RE</td>
<td>0.288</td>
<td>0.428</td>
</tr>
<tr>
<td>RQ</td>
<td>0.351</td>
<td>0.541</td>
</tr>
<tr>
<td>YF</td>
<td>0.527</td>
<td>0.923</td>
</tr>
<tr>
<td>NNM</td>
<td>0.087</td>
<td>0.130</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>S1</th>
<th>S2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Firefox</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gamma</td>
<td>0.324</td>
<td>0.301</td>
</tr>
<tr>
<td>Weibull</td>
<td>0.324</td>
<td>0.301</td>
</tr>
<tr>
<td>AML</td>
<td>0.167</td>
<td>0.159</td>
</tr>
<tr>
<td>Normal</td>
<td>0.167</td>
<td>0.159</td>
</tr>
<tr>
<td>Power-law</td>
<td>0.355</td>
<td>0.327</td>
</tr>
<tr>
<td>RE</td>
<td>0.492</td>
<td>0.436</td>
</tr>
<tr>
<td>RQ</td>
<td>0.393</td>
<td>0.356</td>
</tr>
<tr>
<td>YF</td>
<td>0.238</td>
<td>0.223</td>
</tr>
<tr>
<td>NNM</td>
<td>0.026</td>
<td>0.032</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>S1</th>
<th>S2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chrome</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gamma</td>
<td>0.531</td>
<td>1.106</td>
</tr>
<tr>
<td>Weibull</td>
<td>0.557</td>
<td>1.180</td>
</tr>
<tr>
<td>AML</td>
<td>0.544</td>
<td>1.314</td>
</tr>
<tr>
<td>Normal</td>
<td>0.544</td>
<td>1.314</td>
</tr>
<tr>
<td>Power-law</td>
<td>0.210</td>
<td>0.204</td>
</tr>
<tr>
<td>RE</td>
<td>0.108</td>
<td>0.052</td>
</tr>
<tr>
<td>RQ</td>
<td>0.325</td>
<td>0.325</td>
</tr>
<tr>
<td>YF</td>
<td>0.544</td>
<td>1.143</td>
</tr>
<tr>
<td>NNM</td>
<td>0.178</td>
<td>0.307</td>
</tr>
</tbody>
</table>

Another important factor, which plays a role in model selection is the tendency of a given model to overestimate or underestimate the results. In this research, we provided the average bias values (AB) as well as the visual fluctuation trend of normalized prediction errors (Figure 6).

Now, for each software, we compare the best overall model and the models of similar prediction power (those with $\Delta A E^2_i \leq 2$), in terms of average bias. For a given software, if there are multiple models that satisfy the mentioned condition, we consider the model with lowest AB. There are five software, which are qualified for this condition (i.e. Mac, IOS, Linux, IE, and Firefox). For Linux, IE, and Firefox, the absolute value of AB for the best overall model was smaller than the other candidates with $\Delta A E^2_i \leq 2$ by 2.1%, 3.9%, and 1.9%, respectively. This for Mac and IOS, the best overall model has higher absolute bias by 1.8%, and 0.1% difference, respectively.

7 DISCUSSION AND LIMITATIONS

In terms of prediction accuracy (AE and HH), considering the OSs and web browsers (eight cases), our presented approach led to more accurate results in seven cases. Out of those cases, the NNM provided the best model in all the cases. Comparing only VDMs, in terms of prediction accuracy, scenario S1 was able to perform better than or as well as scenario S2 (with less than 2.2% error difference) in five cases.

We believe that the NNM’s better execution contrasted with VDMs originates from the capacity of the NNM in foreseeing the nonlinearity nature of the vulnerability discovery process as a time series. Moreover, a common assumption in most VDMs is the pure S-shaped curve for vulnerability discovery process or considering a discovery function with a monotonic disclosure rate with constant total number of vulnerabilities. While, in reality, the vulnerability discovery process of a given software may have several linear and saturation phases as the total number of vulnerabilities may change as the result of introducing newer software versions. Furthermore, VDMs and traditional time-series functions only utilize one set of parameters for estimation. NNMs due to having multilayer perceptron structure, having various neurons per layer, and
utilizing diverse arrangement of parameters per neuron yield a structure with higher complexity for prediction.

In terms of overall magnitude of bias (i.e., absolute value of AB), out of the seven cases that scenario S1 performed better, the best model from scenario S1 outperformed the best VDMs from scenario S2 (those with $\Delta AE_J^G \leq 2$) in five cases.

We believe that, in equivalent precision conditions, in terms of bias, the final decision is up to the specialist to pick the best model dependent on his/her priorities. Nevertheless, from a security perspective, it is better to pick a model, which gives more conservative forecast results. In the current study, out of the seven NNMs that were chosen as the best models, the AB value in three cases (Windows, IOS, and Chrome) is negative. In other words, in these cases, the predictor underestimated the total number of exploited vulnerabilities. It can also be easily inferred from Figure 6, where for Windows, IOS, and Chrome most of the prediction points associated with the NNMs are located under the X=0 axis. For rest of the cases, the best overall model has come up with positive ABs or conservative results.

There are a few limitations to our work that prevents us from expanding our conclusions in a more generalized manner. One of which is with respect to utilizing announced published date of vulnerabilities as their discovery date. Vulnerabilities normally are found by pernicious users earlier than the time they are officially reported. To ensure that this gauge is as close as conceivable to the real date the vulnerability is publically known to the world, we searched for various vulnerability repositories and selected the earliest date announced for a vulnerability. Better gauges can be achieved in the event that we have more precise proxies for ascertaining attacker effort and more exact times on when a vulnerability is found and reported (for instance, in the dark web), as opposed to when it is detected in an open vulnerability database. However, acquiring this information is not straightforward: data in the dark web is unstructured and extremely hard to add significance to what is mined.

Another limitation is as to the manner in which we combined all vulnerabilities announced for all versions of a given software to have sufficient data for training the models. While a number of studies utilize vulnerability data associated with separate version of software (e.g. Windows 7) on which to apply VDMs [20], [28], there are papers that consider all versions of a software together [23], [32]. The

<table>
<thead>
<tr>
<th>OSs</th>
<th>S1</th>
<th>S2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Web Browsers</td>
<td>S1</td>
<td>S2</td>
</tr>
</tbody>
</table>

Fig. 6. Prediction errors for OSs and web browsers The X-axis indicates time (Year). The Y-axis represents normalized prediction error values in percent ($\frac{\Omega_t - \Omega}{\Omega}$).
first group expects that each version of a given software is an independent and all around characterized item, yet distinguishing the sources of reliance in vulnerability data is not a simple task.

VDMs utilize the calendar time, which may not be a decent proxy for the product utilization. In security the difficulty is in evaluating the "attacker effort" - the sum of time that a malicious user/attacker spends in finding a vulnerability - which is something that isn't required for defendability (we assume the users inadvertently experience faults that lead to failure, henceforth use time is a sufficient proxy for time between failures). A broader discussion of this limitation is addressed in [51].

Another limitation is with regard to the NNMs, since they are not mathematically tractable and easily interpretable, unlike analytical models (ie. VDMs). However, it is quite beneficial to use their modeling capability as a guidance for improving the structure of the analytical models as some vulnerability discovery mechanisms might be missed by the common VDMs [52]. In this research, we showed that more accurate predictions are also possible using NNMs.

Another limitation is with regard to the availability of public information for exploits. Many vendors and public repositories, with good reason, may not publish information on exploits as that is likely to increase the security risks for the end users of those systems. Responsible hackers are also more likely to not publish their exploits in public fora, as they can report them to the vendors directly. Malicious hackers are more likely to attempt to monetize their discoveries via dark web fora. Hence the predictions we make of publically known exploits are likely to be underestimates of the true number of all vulnerabilities with exploits. Nevertheless, the approach we describe in this paper can be used by vendors and organization who have more information about exploits that they cannot share publically to calibrate their predictions.

8. Conclusion and Future Work

In this paper, we evaluated the capability of all vulnerabilities associated with a software in predicting the number of exploited ones. We compared two scenarios: S1 (use of all vulnerabilities) and S2 (use only of exploited vulnerabilities). We used eight common vulnerability discovery models (VDMs) for both scenarios as well as a non-linear neural network model (NNM) for the first scenario. Due to insufficient number of exploited vulnerabilities, it was not conceivable to use NNM for the second scenario. We used the aforementioned models for predicting the total number of future exploited vulnerabilities over a prediction period of three years. The mentioned models were applied to vulnerability data associated with four well known OSs and four well-known web browsers. We evaluated the models in terms of prediction accuracy and prediction bias. The main highlights from the results are:

- Comparing only VDMs, in terms of prediction accuracy, the first scenario was able to acceptably approximate the results from the second scenario in five cases (by performing better in two cases and providing less than 2.2% error difference in three cases). This is good since we do not always have access to exploited vulnerability data, which are scarce, and need to predict their report time based on other publically accessible information.

- This study shows that neural networks are promising for accurate predictions of the number of software vulnerabilities.

For future work, we are planning on publishing the results associated with different settings we tried for our neural networks as well as other possible configurations to investigate the best neural network structure for our problem. In addition, we intend to explore other nonlinear model structures using machine learning algorithms. Among them are Recurrent Neural Network (RNN) models, used for prediction time series, which may better than NNMs at modeling dependencies between two points in a sequence. We also plan to find the reason behind the observed gap between prediction capabilities of the NNMs versus VDMs and to investigate whether current VDMs missing a mechanism associated with the process of vulnerability discovery within their mathematical structure.
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