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Building infrastructures for Fossil and Bio-energy
with Carbon Capture and Storage: Insights from a

cooperative game-theoretic perspective

August 2020

Abstract

This paper examines the deployment of a shared @Dsportation infrastructure
needed to support the combined emergence of Biagygngith Carbon Capture and
Storage (BECCS) and Fossil energy with Carbon CGapand Storage (CCS). We
develop a cooperative game-theoretic approach)texéamine the conditions needed
for its construction to be decided, and (ii) deteerthe break-even GQralue needed

to build such a shared infrastructure. In particulee highlight that, as biogenic
emissions are overlooked in currently-implementadoon accounting frameworks,
BECCS and CCS emitters face asymmetric conditioos jbining a shared

infrastructure. We thus further examine the infieeerof these carbon accounting
considerations by assessing and comparing the Jeneak CQ values obtained under
alternative accounting rules. We apply this modgliframework to a large

contemporary BECCS/CCS case-study in Sweden. Quitsendicate that sustainable
and incentive-compatible cooperation schemes camplemented if the COvalue is

high enough and show how that value varies depgndim the carbon accounting
framework retained for negative emissions and tlaure of the infrastructure
operators. In the most advantageous scenario, @hes&ue needs to reach 112€/t£0
while the current Swedish carbon tax amounts tc€EACD,. Overall, these findings

position pragmatic policy recommendations for I®BRICCS deployment.

Keywords: Bio-energy with Carbon Capture and Storage, Negatimissions, COtransportation,
infrastructure, cooperative game theory, carbooaating.

JEL Classification: Q56, Q52, Q58, C71, L95.



1. Introduction

Bio-energy with Carbon Capture and Storage (BEC&E)Fossil energy with Carbon Capture and
Storage (CCS) are key to reaching the “below 2°@bgl warming target in most Integrated
Assessment Model scenarios (Koelbl et al. 2014; &tezhal. 2018; Rogelj et al. 2018). A number of
studies also emphasize the role BECCS and CCS tagymreaching carbon neutrality in Europe by
2050 (see, e.g., Kalkuhl et al. 2015 or Solano Roéz et al. 2017). Indeed, while CCS is expeated t
mitigate emissions from otherwise difficult to dda@nize industries (Benhelal et al. 2013; Griffirda
Hammond 2019; IEA 2017), BECCS has the potentigbrimduce both energy and highly needed
negative emissions (Fuss et al. 2014; Gough ancutd@011). However, the current uptake of these
technologies remains limited and barely compatitith the ambitious development plans depicted in

the scenarios (Nemet et al. 2018).

The barriers to the up-scaling of BECCS and CCSrarstly economic, political, and social rather
than technical, as some carbon capture, transpuitstorage technologies are already in commercial
stages (Hammond 2018). One of these crucial yehaiterlooked barriers is the implementation of a
CO, transportation and storage system (Krahé et 4l3;28tavrakas et al. 2018), which is, by nature,
costly, capital intensive, and likely to exhibit bstantial economies of scale. These properties
effectuate the use of a shared infrastructure tbqtires cooperation between the industrial, CO

emitters and raises the question of cost allocation

The purpose of this paper is thus to examine thaditons for the construction of a GO
transportation and storage infrastructure for BEGEDE CCS emitters. We develop a cooperative
game-theoretic approach to examine the coordinasisues faced by a collection of heavy-emitting
industrial plants that can install carbon captuapabilities and join a common GQupply chain.
Additionally, the influence of two parameters is@ssed: the accounting system applied to negative
emissions and the nature of the infrastructure aiper which can be either vertically integrated or

vertically separated.



This paper contributes to the small, and very moebded, literature attempting to shed light on
CGO, infrastructures economics. In recent years, th@ogenent of CQ infrastructure systems has
yielded an emerging body of literature that canchestered in two categories, depending on the
methodology retained for the analysis: optimizattorgame theory. Optimization-based analyses are
by far the most numerous onesg, Bakken and Velken 2008; Middleton and Bielicki0®; Kemp
and Kasim 2010; Klokk et al. 2010; Mendelevitchakt2010; Kuby et al. 2011; Morbee et al. 2012;
Oei et al. 2014; Oei and Mendelevitch 2016). Irséheontributions, a single decision-maker (modeled
as a benevolent social planner) is posited to obtiie entire value chain, including all the agents
involved (e.g., the emitters where carbon captarenplemented or the countries in the case of an
international value chain). Remarking that theslaftgents are autonomous decision-making entities,
handful of contributions have recently emergedniestigate whether cooperation can be a rational
move for these agents using game-theoretic notibos. example, Morbee (2014) analyzes the
country-level negotiation process needed to developan-European CCS infrastructure using a
Shapley value approach. Massol et al. (2015) farughe individual emitters’ decisions to adopt
carbon capture capabilities and clarifies the dioni for sharing of the infrastructure costs among
them. In a subsequent contribution, Massol et 2018) examine the case of a collection of
independent industrial clusters that can be coedeitt a meshed, national pipeline network aimed at
transporting C@to a few capacity-constrained storage sites. Qlyérégs important to stress that the
literature on C@ infrastructures has been primarily motivated byepuCCS applications and thus
overlooks the possibility of installing a combinBECCS/CCS chain. The present paper extends these

earlier analyses to study the associated gainatesing problem.

The scenarios based on the nature of the infrasteioperator allow us to position pragmatic
policy recommendations for local BECCS deploym@&uit, more importantly, the scenarios based on
different negative emissions accounting framewodddress an essential barrier to BECCS
deployment: the lack of economic incentives for theployment of BECCS. Bio-energy-fuelled

industries are yet out of the scope of any carlmmowenting framework because they have long been
3



considered carbon-neutral — meaning that the volaom@QO, that is removed from the atmosphere
through biomass growth corresponds to the volum€®©f emissions released during combustion
(Fuss et al. 2014). As a result, the Leaptured in BECCS facilities is neither eligibler ftax

reductions nor rewarded by carbon quota allowances.

However, at least two lines of arguments indicét® bne ton of stored G@&missions from a
BECCS facility can hardly equate one ton of negaéimnissions, which is defined as the net volume of
CO, emissions that is permanently removed from theogpinere. First, producing negative emissions
and abating one’s emissions are two different digtss For a CCS plant, the volume of captured, CO
roughly corresponds to its abated emissions, dmeeapture process emissions are deduced. But in
the case of BECCS processes, the production efr@@oval from the atmosphere must be accounted
for in a full Life Cycle Assessment perspectiveglinling emissions from the agroforestry sector
(Fajardy and Mac Dowell 2017; Thornley and Mohr 01Second, only a fraction of G@&moval
will stay permanently out of the atmosphere — dmddfore become negative emissions — because of

the complex dynamics of global carbon cycles (Jeted. 2016).

A growing literature has been addressing this aaitiproblem and proposes accounting and
rewarding alternatives for BECCS and negative donss(IEAGHG 2014; Ricci 2012; Torvanger
2019; Zakkour et al. 2014). Regardless of the pohstrument (tax, market mechanism, or subsidy),
it is argued that negative emissions should be mdwehidentically to abated emissions to ensure a
cost-effective mitigation system. In particulareslke considerations led Torvanger (2019) to reflact
the suitable carbon accounting values that shoellcetained for negative G@missions “Given the
complexities and insufficient understanding of akdting the net negative effect of €@moval due
to interactions with the global carbon cycle, thesbway forward is likely to agree on a discounting
factor for negative emissions, and then also fo€BE. This implies that less than 100% of one ton of
CO, removal is approved.Therefore, the added value of the analysis of ashBECCS and CCS

infrastructure deployment — rather than CCS onlies-in the asymmetric conditions for joining the
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infrastructure; BECCS facilities may be rewardeski¢han CCS facilities for the same volume of
sequestered GOThis is captured in our model by several scesasiothe fraction of COemissions

stored by BECCS facilities that can be considesedemative emissions.

Finally, we apply our model to a realistic casedgtin the south-west of Sweden, a region that is
especially relevant for the following three reasofisit is home to both biomass-fuelled pulp and
paper plants and large industries that could béegd with carbon capture capabilities (EEA 2017);
(if) it is geographically close to a sizable undetqnd CQ storage site that is currently being
developed offshore Norway (CCS Norway 2019); anid & private sector-led initiative is now
examining the possibility of deploying a dedica®@, transportation infrastructure connecting these

Swedish emitters with the Norwegian storage sitelf@ CCS Institute 2019; Preem 2019).

This paper is organized as follows. In the nextisacwe present the conceptual framework of our
analysis. In Section 3, we detail an applicatiorthe§ methodology to the case of a contemporary
project in Sweden and present an overview of thepeterized model used to determine the cost of
the required C@transportation infrastructure. Section 4 contaunsresults. Finally, Section 5 offers
a summary and some concluding remarks highlightiegpolicy implications of our analysis. For the
sake of clarity, the detailed structure of the categzed model and the cost parameters are preksente

in a series of appendices.

2. Methodology
In this section, we first present the notation #reh the conditions for the construction of a stiare
BECCS/CCS chain that involves a unique private aoercontrolling both the pipeline infrastructure
and the maritime shipping of G® Then, we show how the critical GQurice needed for the

implementation of such a combined BECCS/CCS prajact be determined. Lastly, we extend the

! This specific infrastructure set-up is motivatsuthe application case study that will be preseriteSection 3.
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analysis to examine the case of a vertically segeaeorganization whereby the logistics are provided

by two separate firms: one pipeline operator arelfonthe maritime shipments.

2.1 Notation and assumptions

We consider a finite set of industrial plants ti{gtare eligible to install carbon capture unitgla
(i) can form a shared GCOtransportation system. We assume that each ot tki€3 emitters
represents an autonomous decision-making entityddwa either adopt carbon capture and feed the

volume of COto a shared logistic system or renounce €ipture.

We let N denote the grand coalition gathering all thesettersiand|N| denote the cardinality of

this set. The grand coalition is partitioned in tawbgroupsN“®> and N®°“® respectively gathering

the CCS and BECCS emitters (i.8l = N°®E N® with N°“°C N %= £).

Let Cc be the real-valued function on the subsetsi dhat gives the long-run costs for transporting

the emissions captured by any coalition of emittergdhe storage site. Here(S) denotes the

standalone cost for serving the coalitisp that is, the costs incurred from building andragiag the
least-costly infrastructure capable of connectmgeémitters ins to the storage siteWe assume that

this cost function is subadditive — i.ec,(SE T)£ ¢( 9+ ¢ J for any coalitionsS, Ti N, with
SC T= A& — and that it verifie< (&) =0 and C(S)3 0 for any non-emptys in N. We also assume

that the technology used in @@ansportation is standard, not proprietary, drat tharket entry is

possible and free in that activity.

The transportation costs C(S) incurred for serving a coalition s  verifies
C(S)= Cipeine( 9+ Gup( $ Wherec,...(S) and C,,,(S) are the costs of the onshore and offshore

transportation subsystems.

2 In the empirical section of this paper, the valtasen by the function are obtained using an ogttidon model that is

solved numerically (see Appendix A).



2.2 The provision of a combined and integrated BECCS-CCS infrastructure

a) CO, transportation: a cooperative game-theoretic fraonk

We posit a subadditive GQOtransportation cost function, which characterizég tnatural
monopolistic nature of that industry (Berg and Tidwrt 1988)° We also assume that the technology
is not proprietary and that entry is free in the,Gfansportation industry. Therefore, the pricing
decisions of a monopolistic organization contrgli@Q, transportation has to take into consideration
the rivalry that could result from the potentialtrgnof a competitor. Following the theory of

contestable markets (Baumol et al. 1977; Sharke8219a natural monopoly serving the grand

monopoly recovers its costs, and (i) a potentiant cannot find any financially viable opportyni

to serve any submarket with Si N. Formally, these conditions for a sustainable mpofypare:

2 C(N) . (1)

rL£C(S), "d N, Ssi £, N. )

iis

Together, these conditions compel the monopolisth@rge a revenue vector that recovers the

exact total cost, i.e., i :C(N) , which indicates that even in the absence of &tanstraint, the

total revenue charged by that firm cannot departfits costs (Sharkey 1982).

In cooperative game theory (see, e.g., Young 1988, set of revenue vectors that verifies

conditions (1) and (2) is named the core of thepeoative cost gaméN, C). A non-empty core thus

% An industry is a natural monopoly whenever no coriion of multiple firms can collectively provideetindustry’s output

at a lower cost than a monopolist.



indicates that the infrastructure operator can gdax revenue vector that recovers its costs while

preventing the secession of its customers (i.e.ethittersy.

b) The individual decisions regarding carbon capture

We now examine the emitters’ decisions regardiregatoption of carbon capture (and thus the

connection to a shared G@ansportation system). We let denote the unit cost for installing and
operating a carbon capture unit aQdthe quantity of emissions that can be capturqulaatt i . We

also lets denote the unit storage cost apg, be the prevailing carbon value. The emitter'sitota

cost thus amounts t, +s)Q +r .

As discussed in Section 2.3., the unit revenueitdxdiafor capturing one ton of G@epends on the

energy source used by the emitter. In the casessilffuel (i.e.,il N°°®), that unit revenue ispcoz.

As discussed in Massol et al. (2015), it is thudigwus for a CCS emitter to adopt carbon capture

whenever its total revenﬁepconi exceeds the total cost incurred for the carbotucapr,Q, , for the

storage operatioisQ and the amount charged by the infrastructure operthat is:
(pcoZ' Ci's)Q' © 0, "TONOS (3)

In the case of BECCS emitters (i.e¢], N®c°°), we assume that there exists some negative
emissions accounting framework and that negativisstams are rewarded identically to abated, CO

emissions. However, as highlighted in the introductonly a portion of sequestered £fMay be

4 From an empirical perspective, it is possible &rify the nonemptiness of the core by solving ealinprogramming
problem similar to the one in Massol et al. (20Appendix B).

® Note that this model is adapted to the Swedish sas#y presented in the next section. Following @esédttir et al.
(2018), we assume that the emissions caused byatherccapture process can be neglected becauskeolotv-carbon
nature of the Swedish electricity system. The rewhf@®, abatement thus corresponds exactly to the volunmamured
CO, emissions.

® We assume that there are no J@sses during transport and storage.
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considered as negative emissions, depending oprttoess emissions associated with the bio-energy
chain and the global carbon dynamics. We thusvioll@rvanger (2019) and introducedescounting
factor ¢, with 0<¢ £1, that represents the fraction of sequestered @t can be considered

negative’ For a BECCS emitter a non-negative profit is thi&ined when:
([pcoz- Ci'S)Q' B 0, n{ NBECcs (4)

2.3 The break-even price for combined BECCS/CCS adoption

The implementation of a grand infrastructure cotingcall the emitters requires the operator to

charge a revenue vector that is both in the cotheotooperative cost ganf&, C) and such that each

emitter obtains a non-negative profit (i.e., a vethat verifies the conditions (1), (2), (3) addi)(

The prevailing carbon priceCoz has a direct influence on the emitters’ individpidfits and, thus,

on the possibility for the infrastructure operamidetermine a revenue vector that is a core dltmta

One can thus determine the break-even price fobowed BECCS/CCS adoption, which is defined as

the minimum CQ price that is compatible with conditions (1), (@) and (4). We Ietpgoz denote that

critical value. It can be determined by solving tbikowing linear programming problem:

LP1 (integrated operator):

Min

F-Poo, Pco,
s.t. r=C(N),
iTN
rn£C(S), "Si NVE N},

" As an example, for the BECCS project consideredajarBly and Mac Dowell (2017), the volume of processssions
represents roughly 60% of the volume of stored €@issions. Therefore discounting factoof 40% should be applied.
Additionally, if the global carbon dynamics are ¢éakinto account, only 60 to 90% of the negativessimns will effectively

remain out of the atmosphere. In the worst casedigmunting factowould be :

9



(pcoz' Ci's)Q' P o, TN

([pcoZ' ci-s)Q_ ,i-3 0, n{ NBECCS.

r30 nj N BECCS

2.4 Extension: The case of a vertically-separated transportation chain

The analysis above posits the existence of a simgdeator controlling both the onshore and the
offshore components of the supply chain. Howevépgelme systems and sea-going vessels are
different activities, which can justify a verticallseparated organization with two specialized
operators. Such a separated industrial structdiefoaan adaptation of our modeling frameworkdan

the four lines of considerations below have to twes@ered.

First, regarding the pipeline operator, wetlet(tl,...,t‘N‘ ) denote the revenue vector it charges. To

be financially viable that operator has to recatecosts and, because of the threat resulting from
free entry assumption, that firm cannot charge mdtnan its costs. Thus, the condition

ol =Cupe (N) has to be verified.

Second, regarding the shipping operator, similarsicierations related to cost recovery and free

entry also compel that firm to charge a total rexethat exactly recovers its total cagf, (N), which
we assume to be decomposable into a fixed compofgntand a variable one with a constant

marginal cost equal to,, . Furthermore, it is important to stress that cinaesported to the departure

hip *
port, the CQ emanating from the industrial emitters is fungiblehich drastically restricts the
shipping operator’s ability to implement discrimiogy pricing among the emitters. To put it simply,

that firm can hardly charge different prices fomtiling a given volume of CO As a result, the

shipping company has to use non-discriminatoryimpgischemes. In the sequel, we consider the two

10



usual cases of: (case #1) a single price set équbk average shipping cost (i.e:sﬁip(N)/ Q)

and (case #2) a two-part tariff that includes adixharge set to recoup the fixed Eastd a variable

component with a slope set equal to the margirippsiy cost]

Third, because of the entry considerations abdweidtal amount jointly charged by the pipeline

and shipping operators to any coalitisncannot exceed the standalone a@§s) it would incur with

a potential entrant.

Lastly, the emitters’ individual decisions to implent carbon capture (and thus the individual net
benefits in conditions (3) and (4)) have to accdoentthe sum of the total revenues charged by the

pipeline and the shipping operators.

Altogether, these considerations indicate thatthim case of vertical separation, the break-even
price for a combined BECCS/CCS adoption can berahed using an adapted version of the linear

programming problem above.

If the shipping operator is compelled to use averagst pricing, the break-even price for a

combined BECCS/CCS adoption is the solution offtflewing optimization problem.

LP2 (average cost pricing for GGhipping):

8 Accordingly, the fixed coéghip incurred by the shipping firm is simply apportidniato |N| equal shares.

® In case of a linear cost function (as in the praysease, the proposed two-part pricing schemeestidal to the serial cost-

sharing mechanism proposed in Moulin and Shenk&9Z1L
11



ti+Q—CS“"’(N) £C(9), "Si NV , N},

(pCQ- Ci'S)Q.' t- QCShT—((I\;)3 0, o i Nccs,
(£Peo, - - 5)Q- t- Q.—CS““’(Z)SO, e

Under a two-part pricing scheme for shipping, oae solve the following problem to determine

the break-even price for a combined BECCS/CCS autupt

LP3 (two-part pricing for C@shipping):

Min

4 oo, Pco,
S.t. t :cpipe(N),

iTN

f
o +6,,Q £C(9, 'S ONE N

is |N|

( 'C-S)Q— —ﬁ_ 30 ..i NCCS

pCOz i 1 L |N| Cgh-pQ , ,

fsi N
([pCOZ' Ci's)Q'ﬁ' |Nh|p G Q% O, wj N BECCS.

3. A Swedish application

In this section, we first briefly present the Svedisituation regarding the potential for
BECCS/CCS technologies to clarify both the backgtband the motivation of our analysis. Then, we
detail a hypothetical yet realistic combined BEQOSE project in Sweden that serves as an

application to the methodology detailed above.
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3.1 Sweden as a topical case study

Sweden presents many features that scaffold BEC@E GCS deployment as an effective
decarbonization option to meet the nation’'s ambgialimate objectives. First, carbon capture
represents a realistic path. The country’s powertoseis already dominated by low emissions
technologies (nuclear and hydroelectricity). Theref decarbonization should take place in other
sectors. Interestingly, Sweden hosts a numberrgélaarbon-intensive industrial facilities that can
potentially be equipped with carbon capture capadsl refineries, petrochemical plants, iron and

steel factories, cement production (Gardarsddtid.e2018).

Second, Sweden is part of Scandinavia, a regioovesd with favorable geology for G@torage.
Mature aquifer storage capacity has been identifiddorway, and a sizable offshore storage site has
now been developed there as part of an ambitious @Gject labeled Northern Lights (Cozier 2019).
In its first phase, the project has a domesticnea#is it is intended to store up to 1.5 millionsari
COlyear (MtCQly) captured in the Oslo region. However, givenltrge size of the storage site, the
Norwegian authorities and the Northern Lights ceotiso envision scaling up the project to store,CO
captured at other industrial clusters and, in paldir, at the neighboring ones in Sweden (GlobasCC

Institute 2019). That project is expected to unltiekdeployment of carbon capture in Swelfen.

Last but not least, the emergence of CCS also gesvbweden with an opportunity to unlock its
BECCS potential. The country is endowed with andrtgnt biomass-fueled pulp and paper industry,
which also represents a primary source of indus@€@ emissions (EEA 2017). Equipping these
processing plants with carbon capture units is éeeta be technically feasible (Gardarsdéttir et al.
2018), and once equipped, the pulp and paper plaaysbe considered as BECCS. The deployment

of such BECCS capabilities could provide the coumtith a credible option for generating negative

10 preem — a Swedish oil refining and distributiomir- recently signed an agreement with the Northeghtsi consortium
to deploy a CCS chain. According to Preem’s annoueoésna carbon capture unit will be installed atdtsastal refinery in
Lysekil, and the captured GQwill be shipped to the Norwegian storage site udileglicated sea-going vessels. The
commencement of these CCS operations is expecté@0nRreem, 2019).

13



CO, emissions. In recognition of this, the governmbas explicitly listed it as a supplementary
measure to reach the country’s carbon neutraliyetaby 2045 (Regeringskansliet 2018). Altogether,
these specific features make Sweden a realistie frasstudying the economics of the combined

deployment of CCS and BECCS.

3.2 The emitters, the storage site, and the associated logistics

As an application, we focus on the south-westemy paSweden, where the emitters could be
connected to the Northern Lights project in thaufeit We select all emitters within a 300km range
from Lysekil'* that have annual emissions volumes larger thankBDQ, per annum, as indicated in

the 2017 European Pollutant Release and TransfasrREEEA 2017).

The resulting list includes seven industrial sitésere carbon capture capabilities can be installed
(see Table 1 and Figure 1 — right). Each of thesiéters is labeled from E1 to E7. Three of theméhav
a coastal location, in the vicinity of deep-portd.ysekil (E7), Stenungsung (E3), and Goteborg (E1)
Conceivably, each of the three ports can be eqdippilh CQO, loading facilities and is thus considered
a potential maritime terminal. The four remainingiers are located in the hinterland (notably, the
pulp and paper plants located north of the Vanake)l We suppose that all emissions are directed to
a single storage site in Norway — the storagedgifdoyed within the Northern Lights project — Figur

1, left.

Figure 1: The envisioned BECCS/CCS project: Generajeography of the emission area in
Sweden and the Norwegian storage site and the Sweldiemission nodes

[PLEASE INSERT FIGURE 1 HERE]

Table 1. The industrial facilities under scrutiny
[PLEASE INSERT TABLE 1 HERE]

11 A CCS project is currently under scrutiny at thed®rerefinery in Lysekil Preem (2019) which calls fimther appraisal
of the CCS/BECCS potential in that area.
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The BECCS/CCS chain in question thus requiresribililation of (i) an onshore pipeline system
aimed at gathering the emissions captured at thestnal sites and transporting them to the Swedish
ports; and (ii) one or several maritime supply of&)i based on sea-going vessels transporting the CO
from these Swedish ports to the offshore storaigeisiNorway. Regarding the maritime component
of the chain, we disregard the possibility of buiflan offshore pipeline system because the armlyse
in Kjarstad et al. (2016) and Svensson et al. (R0Adicate that shipping provides the cheapest

technological option for the volume and the diseannder scrutiny.

3.3 Identification of the least-costly infrastructure

The application of our game-theoretic methodologyquires the prior evaluation of the
infrastructure cost incurred by each subgroup oitters (see Section 2.2). We thus specify and
parameterize an optimization problem aimed at deteéng the least-costly logistics for transporting
the annual volumes of G@aptured at a given collection of Swedish emitterthe offshore storage
site in Norway. We present an overview of the dtme of this cost-minimization model below. The

complete specification of this model is detailed\ppendix A.

This model aims at choosing the transportatione®(te., the pipelines and shipping routes) that
minimize the total annual equivalent cost of buitdiand operating the transportation and storage
infrastructure. More precisely, it considers a pfetd topology that includes a finite list of nede
representing the emitters, the possible maritimmiteals, and the offshore storage site, as well as
predefined list of arcs representing the candigdagtelines and shipping routes connecting thesesiode
The list of nodes and candidate routes is detaileppendix B. Figure 2 provides an illustration of
the candidate infrastructure routes. From a costpeetive, each arc is characterized bixed and a
unit cost component (see appendices C and D). Becafithe fixed cost, there are arc-specific

economies of scale.
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Figure 2: The candidate pipelines and shipping line
[PLEASE INSERT FIGURE 2 HERE]

This cost-minimization model considers the follogvighecisions. First, the model decides whether a
given route should be opened or not given its figest of deployment and its annual operating costs.
That decision is modeled using route-specific hyinariables whereby 1 indicates its installatiod an
0 means no construction. Second, for each of stalled routes, the model determines the trangporte
quantity on that route. Lastly, the model decidesdamount of C@being injected at the storage site.
These decisions have to verify a set of linear taimgs that represent some fundamental requiresnent
(e.g.: the mass balance equation at each node leswerified; on each route, one cannot transport

positive flow of CQ if the construction of that route has not beericizt).

The parameterization and the data retained in thgept application, which are mainly taken from

recent CCS techno-economic literature, are detalegpendices C and D.

4. Results
In this section, we first present the least-costigte of the CQ transportation infrastructure and
then report the break-even prices needed for ifdogiment obtained under alternative market

structures and carbon accounting rules for negatinvasions.

4.1 The least-costly infrastructure

We first use the optimization model above to deieenthe least-costly infrastructure connecting

our seven emitters (i.e., the grand coalitioh with the storage site.

Figure 3: The least costly infrastructure connectiy the seven industrial emitters

[PLEASE INSERT FIGURE 3 HERE]

16



The optimal infrastructure consists of a singlesiipe system that goes around the Vanerm lake on
its west side and directs the captured, @Da single maritime terminal: E3, a petrochempiaht. As
a result, we are dealing with a fully-connectedepipe system aggregating all the captured voluroes t
a unique shipping line. This finding is notewortlag, prior research on optimal €@ipeline systems
has shown that a fragmented infrastructure can lasoptimal in cases with different geographical

set-ups (see Massol et al. (2018) for an illugirain a Spanish case).

To gain further insights into the economics of tbptimal infrastructure, we also report below the
results obtained for a few remarkable subgroupainét by partitioning the grand coalition into two
mutually exclusive subgroups. The first partitiaminas a technological nature as we independently
determine the least-costly infrastructures needesétve the BECCS and the CCS emitters separately
(see Figure 4 (a) and (b)). The second one focosageography as we independently consider the
emitters located in the coastal regions and the towated in the hinterland (see Figure 4 (c) ahy (

In all cases, it is preferable to use a single@hipline with a unique departure port.

A comparison of the cost figures in Figure 4 wilie tones reported in Figure 3 confirms the
subadditive nature of the infrastructure cost fiomctand documents the magnitude of the resulting
coalitional gains. In all cases, serving the graadlition with a unique infrastructure is substalhi
cheaper than the sum of the two standalone costisrad to serve the two subgroups independently.
The cost of serving the BECCS and the CCS emittepsirately is 56% larger than that incurred for
the grand coalition. Furthermore, if one evaludtes associated average costs, it is instructive to
remark that CCS emitters could benefit from theitamtd of BECCS emitters: the average cost
incurred by CCS emitters in a standalone case 81e5€/tCQ) is noticeably larger than that obtained
in the grand coalition (i.e., 27.6€tGO A similar series of remarks hold in the casespétial
partitioning. For hinterland and coastal emittd¢t® total cost reaches 182,28 M€, which is 50%
higher than the grand coalition. Coastal emitteesda factocloser to the storage site, but they can

also benefit from an extended infrastructure cotingcthe hinterland emitter: their standalone
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average cost (i.e., 36.4 €/tg)0s also substantially larger than the 27.6€4@Qure obtained with the
grand coalition.

Figure 4 Least costly infrastructure for several néeworthy coalitions, respectively: (a):
BECCS emitters, (b): CCS emitters, (c): Hinterlandemitters, (d): Coastal emitters

[PLEASE INSERT FIGURE 4 HERE]

4.2 Vertical integration vs. vertical separation

We now report the minimal COprice such that a mutually acceptable allocatidntie
infrastructure cost is possible: the break-even @ue. We successively consider three alternative
industrial organizations for the infrastructure @er: (i) the case of a vertically integrated @per
controlling both the onshore and offshore companeait the logistics; (ii) the case of a vertical
separation with two dedicated operators with a @higp operator charging a price set equal to its
average cost; and (iii) the case of a vertical s#jmn with a shipping operator charging the twotpa
tariff discussed in Section 2.4. We assuntisgounting factoof (i.e.,the full volume of
stored CQ emissions is considered as negative emissiongjitiddally, to gain insights into the

difficulty of reaching a fair sharing of the inftascture cost, we also report the simple averagé co

Such an average cost calculataa factooverlooks coordination issues but is commonly used
practitioners to evaluate the break-even valuembgect. We report the results of this method ai w
as the three scenarios mentioned above in Table 2.

Table 2 Break-even prices obtained under alternatie infrastructure operator natures
($ %&&

[PLEASE INSERT TABLE 2 HERE]
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In the case of a vertically integrated infrastruetaperator, the necessary break-even Glue is
as low as 112.43€/tGO- which is a promising value, knowing that the 8isk carbon tax amounted
to 110€/tCQin 2020(Government offices of Sweden 2020). Additionathge break-even CQvalue
found with the model is at least 12% higher tham @lwerage cost. This difference documents the
additional upwards pressure on the break-even \@used by the difficulty of reaching a mutually

accepted cooperation among BECCS and CCS emitters.

Finally, the assumptions of vertically separatedrafors, either with an average cost or a two-part
tariff method, increase the break-even value of af®d 20%, compared to the vertically integrated
case. These figures position a first noteworthylteshe shared BECCS and CCS infrastructure is
most feasible — in terms of break-even values —nwtlee infrastructure operator is vertically

integrated.

However, when thealiscounting factordecreases- that is, when a smaller share of negative
emissions is approved — the relative differencavben the scenarios diminishes to the point where
there is no longer any distinction (( , Figure 5). This can be explained by the lowererue
obtained by BECCS facilities: below a certdiscounting factorthe individual non-negative benefit
constraints (see Section 2.2.b) become so tighthleg drive the break-even G@alue, regardless of

the nature of the infrastructure operator.

Figure 5: Break-even values in each scenario, wittlifferent discounting factors
[PLEASE INSERT FIGURE 5 HERE]

4.3 The influence of the negative emissions discounting factor

We now let vary between 100% and 10%, with 5% steps, andtitely solve the linear
programming problem LP1 with these values. Figugathers the resulting break-even prices across

simulations and shows that the deployment of tfrastructure is unrealistic if thdiscounting factor
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is too low: the break-even value exceeds 1000€/tC0O . For , the break-even

value doubles.

Figure 6. Break-even prices for severaliscounting factors
[PLEASE INSERT FIGURE 6 HERE]

To put these figures into perspective, we derigaraplediscounting factofrom the assessment of
a US-switchgrass fueled BECCS system by FajardyMeaxciDowell (2017). In an optimistic scenario,
they find that for 1 ton of biogenic C@hat is geologically stored, 0.6 tons of 4€&emitted back into
the atmosphere. We translate this result inlisaounting factoiof 40%, by considering that only the
difference between the stored biogenic emission€@) and the associated process emissions
(0.6tCQ) can be considered as negative emissions. If auwthcounting factorwere applied in our
case, the break-even C@alue would reach 250.03€/tGQNe can portray an even more pessimistic
view by considering global carbon cycle dynamiames et al. (2016) assess that only 60—-90% of
negative emissions will remain out of the atmosphier the long term. Hence, in the worst-case
scenario, theliscounting factoof our example may be and may result in a
break-even C®value of around 410 €/tGONegative emissions’ accounting and rewarding thus
appear to be most influential on the feasibilityaohared BECCS and CCS infrastructure. However,
they are still inexistent. If such a framework ¢a@s the principal challenge in the deployment of
BECCS would seem to be the achievement of miniiedounting factorghrough the design of an

efficient and sustainable bio-energy supply chain.

To summarize, three main results can be drawn foomanalysis. First, it is in the interest of
potential BECCS and CCS adopters to cooperateilditbg a shared infrastructure, as it enables them
to face lower infrastructure costs. Second, thalbeven CQvalue is influenced by the nature of the
infrastructure operator. The construction of tHeaistructure is most feasibled., the break-even CO

value is lowest) for a vertically integrated infrasture operator. Finally, and most importanthe t
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negative emissions accounting framework has acatitiole in the feasibility of the project, as high

discounting factorgut the highest upward pressure on the break-enees.

4.4 Sensitivity analysis

The investment and operation of carbon capturelubipes represent the highest cost component
of the BECCS and CCS systems. These capture cestsita-specific, and their precise evaluation
requires complex engineering studies that haveetodmducted using detailed data on each site. That
limitation is well known in the engineering litevaé. For example, Gardarsdottir et al. (2018) — the
main source used in the present study (see App&jdixprovides both an expected value for the unit

capture cost and a range of £20% around that ¥alaecount for the variability.

As one could wonder whether that variability mayray not substantially affect the validity of our
results, we conduct a sensitivity analysis basedadvionte Carlo approach. We assume that the
capture cost is a normally distributed random \deiavith a mean equal to the value in Gardarsdaottir
et al. (2018) and a standard deviation set saieatvidth of a 99.7%-level confidence interval eékac
matches the +20% range evoked in their article.tidé® randomly and independently draw 1,000
replicates for the capture cost and combine thatpka with our linear programming models to
generate a sample of break-even,@ices. Figure 7 reports the empirical cumulatiigtribution
functions of the break-even G@rices obtained with the three possible orgarorati(i.e., integrated
or vertically separated with the two pricing schejnend for the case of a less than 100% discount
factor. The results are completely consistent whih aforementioned ones as they confirm that: (i) a
vertically integrated infrastructure statisticallgquires a lower break-even value than a separated
infrastructure, and (ii) a lowiscounting factoundoubtedly puts the highest upward pressure on the

break-even value.
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Figure 7: Empirical cumulative distribution functio ns
[PLEASE INSERT FIGURE 7 HERE]

5. Conclusion

The construction of a large-scale Cttansport and storage system is an essential igsite
policymakers should address to support a rapidcafirgy of Bio-energy with Carbon Capture
(BECCS) as well as fossil Carbon Capture and Seof&fS). Accounting for the coordination of
actors along the value chain is critical for idfmtg the viable and mutually agreed cooperation
scheme at a regional level that is needed for axatihg the adoption. Furthermore, although BECCS
and CCS may share a common Q@frastructure, they face different challenges atdounting
methods. Thinking of a shared deployment of BEC@8 &CS, therefore, raises new questions.
Which infrastructure set-up is most advantageous® Hvill accounting methods for negative
emissions affect infrastructure deployment? And twaee the conditions under which potential

BECCS and CCS facilities cooperate?

This paper builds on a topical Swedish case studylarify the conditions that enable the
construction of a shared G@ansport and storage infrastructure. Using apiadacooperative game-
theoretic framework, we model the outcomes of thgotiations among emitters and use them to
determine the critical value of G@missions that makes the construction possibke:bteak-even
CO, value for BECCS and CCS adoption. We find thatuatanable and incentive-cooperation
scheme can be implemented in the considered Swedbn, assuming a discriminatory €0
transport pricing and a high-enough O@lue. The most advantageous scenario involvestaally
integrated infrastructure operator and an identiealard for sequestered ¢@r both BECCS and

CCS plants. The break-even value then amounts2et34/tCQ.

Biogenic emissions, however, remain beyond theesadarbon taxes and markets. We examine

the effects of possible accounting frameworks Isuasng that BECCS emitters are rewarded at the
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CO, market price for the negative emissions they ptedifhese may represent only a fraction of the
sequestered GDand we assume that a discounting factor is applethe reward attributed to

BECCS. We find that the break-even price for adwptioubles for a discounting factor around 40%,
l.e., where only 40% of the stored emissions can be dersil negative. This discounting rate is

consistent with some carbon efficiency calculatifmrBECCS in the literature.

These results lead us to position two main poleommendations on the deployment of a shared
BECCS and CCS infrastructure. First, a verticatifegrated infrastructure is preferred, as it allaws
more advantageous cost allocation between pantitipaAnd second, the creation of a negative
emissions accounting and rewarding framework igasamount importance to enable the deployment
of BECCS; such a framework must be agreed upomniatienally in the coming years, in order to
allow the upscaling of BECCS. Furthermore, if nagaemissions produced by BECCS facilities are
to be rewarded identically to GGabatement, BECCS will only become an economiceible
mitigation option if a large amount of sequeste&@, can be considered negative. Therefore, a
sustainable and low emitting bio-energy value chaeds to be incentivized with an international

sustainable biomass certification framework.

Notwithstanding the value of our findings, our ais& can be extended in several directions. For
instance, an implicit premise of our model is thHitemitters are simultaneously connected to the
infrastructure. As the historical evidence gainexif other infrastructure networks (e.g., natura ga
electricity) indicates that infrastructure can grormganically from a small territory to a larger doye
gradually connecting adjacent users, future rebeesald explore the conditions for such an organic
deployment of BECCS and CCS infrastructures. Gitle importance of capacity constraints in
pipeline-based transportation techniques, one caldd explore the need for an optimal degree of
overcapacity on some critical components of theastfucture (e.g., on some important transportation
corridors). As that overcapacity is likely to bestty, another strand of research could also extead

analysis to examine the (fair) recouping of theeisded extra-cost.
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Appendix A — Designing an optimal infrastructure
This appendix details the specifications of theimjiation problem used to determine the least-
cost design of an integrated transportation andagéo infrastructure involving both pipelines and

shipping lines.
Notation

To begin with, we define three sets to identify tlogles of the network:

N —{1,...,i |,N|} the set gathering the emission nodes where emsssi® captured;

K —{l,...,k ,lK|} the set gathering the storage nodes wherg i€@jected into an

underground storage site;

R={1rLH} the set of the network routing nodes that arecnonected to either

an emission node or to a storage site. These nygazally represent an intersection

between several pipeline links.

The three sets are mutually exclusive N.C K=&, KCR=4A and NC R=/. For

notational convenience, we also &= N E KE R denote the macro-set regrouping all the nodes

and z is used as a generic notation for a given nodé iWe also letP :{1, ey p,...[ F’|} denote the

set of candidate pipeline links arhd:{l,...,l ,IL|} denote the set of candidate shipping lines.

We now present the exogenous parameters.

Q is the total quantity captured and injected ihi@ metwork at emission node

21n the present application, that set has only element: the Norwegian storage site. That said, thdahhas a generic

nature and it could be applied in other cases iava several storage sites.
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Q is the maximum amount of G@hat can be injected into storale

Ip’Z is an incidence parameter that only takes thrdégesa-1 if pipeline P starts at

node z, 1 if pipeline P ends at node, and 0 otherwise;

J,, is an incidence parameter that only takes thréeesa-1 if shipping lind starts at

nodez, 1 if pipeline| ends at node, and 0 otherwise;

Fppipe is the fixed cost incurred to open the pipelimi IP;

Cgipe is the unit cost incurred by using pipelif

F*"" is the fixed cost incurred to open the shipping |i;

C" is the unit shipping cost incurred by using thipging line |;

Qi(“j is the unit cost of the GOnjection operations conducted at stordge

Mpipe and Mship are two arbitrarily large constants. Their valwei be discussed

below.

The decision variables are:

O'p is a binary variable that describes whether tpelpie link P is opened (i.e.a:) =1)

or closed (i.e.d, =0);

q; (respectively (], ) is the non-negative quantity transported usingelme P that

flows in the direction posited for pipelinp (respectively in the opposite direction);
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g is a binary variable that describes whether thepsig line | is opened (i.e.g =1)

or closed (i.e.g =0);

g™ is the non-negative quantity transported usingshg line | that flows in the

direction posited for that line;

inj

g,’ is the non-negative quantity injected into storkige

For notational simplicity, we also lex, =(dp,q;,q‘p,g,cfhip, Ci”j) be the decision vector to

transport and store the emissions captured attigsion nodes irN .

Optimization problem

The cost-minimizing design of an infrastructurehgaing the emissions captured at the emissions

nodes inN and transporting them to the storage site canebermined using the following mixed

integer linear programming problem:

Min Cost= Fppipedp + C;)ipe( q) + CL) + Flship + Qshipqship + (;inj giru (Al)
XN pl P L K K
s.t. iy (q; - q_p)+ J, g™+ Q=0, "i N, (A.2)
pl P L
Lok (q; - q-p)+ Jix QThipz QLW ’ kK, (A-S)
pi P L

BUTICEED S Sl iR, (A.4)
IR AU Be. (as)
a" £ G Mgy "T L, (A.6)
£ Qs "k K, (A7)

¢’'20 "k K g,1{04,q;20,q,20,"f Pandgi{03,q™20,"I L(AB)
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In this optimization problem, the objective functi¢A.1) to be minimized is the sum of the total
pipeline costs, the total shipping costs, and theage annual equivalent cost. The objective fancti
is linear, and so are the constraints. The lineastaints (A.2), (A.3) and (A.4) respectively repent
the mass balance equations at the source, staadentersection nodes. For each pipelfae the
constraint (A.5) forces the binary variabﬂé to be equal to 1 whenever a positive quantityas
flowing into that pipeline (whatever the flow ditem) and imposes a zero flow whenever it is optima
to not build it For each shipping link, the constraint (A.6) forces the binary varialgleto be equal

to 1 whenever a positive quantity of gas is shippgidg that shipping line and imposes a zero flow
whenever it is optimal to not open it. The consti®iA.7) represent the sink injectivity constrairdt
each storage node, the quantity injected cannaeskthe local injection capacity.

We let xN* be the solution to that problem. Observe thatghlstion is such that on each pipeline

P, at least one of the two directed flomg and q;)* must be equal to zefd.

13 It should be noted that the value of the paramd\?ﬂa,gipe (respectivelyl\/lship) is arbitrarily set at a level that is large

enough for the constraint (B.5) (respectively (Bdpe non-binding whenever the pipeline is budspectively the shipping
line is iused). In the present case, we assumetliieae constants equal 10 times the sum of theiguahCG; injected at all

nodes (i.e., Q ). Such « big M » constraints are commonly usatiénoperations research (O.R.) literature.

TN
Indeed, we assume thafy is a solution and that there is at least one piEelP" with q,” >0 and g, >0, we

consider the decision vectolXy where the pipeline flows are the net non-negatilmvs in each direction

+

qp.** = max(q; - q;. ,0), q;).** = max(qu - qp* ,0) and the other variables have the same values as th
ones in XN . By construction,XN also verifies the constraints (B.2)—(B.7) whilelging a lower value for the objective

. 4k SR * _* plpe 4 *k _ Kk plpe * _*
function (B.1) becaus€], + 0 —‘Cfp. - Oy ‘ and thusC, (qp. +0y )< Gy ( qp + q, ) Hence, we

have a contradiction becaus&N cannot be a solution of the optimization problem.
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This optimization problem is a mixed-integer lingaogramming problem). Given its modest size
in the instances considered in the present studynaerical solution to that problem can be obtained

in a few seconds using a standard solver and adapt

Appendix B — Topology
Our parameterization considers a total of nine sodeluding: the seven emission nodes E1 to E7,
an intersection node labeled R1 that representssailje network intersection between candidate

pipelines, and a unique offshore storage site @B8bl.).

Table B.1. The nodes
[PLEASE INSERT TABLE B.1 HERE]

Regarding onshore transportation, we consider defireed set of ten candidate pipelines that can
be installed in that part of Sweden (see Table.B.B¢se pipelines are located along the regionia ma

transport corridors, and the associated distarsregerfrom 30 to 284km, as represented in Table B.2.

Table B.2. The candidate pipelines and their length
[PLEASE INSERT TABLE B.2 HERE]

Point-to-point shipping is selected for offshorangportation between the three ports and the
storage site located on the Norwegian continerttalfsThe distance of these shipping lines varies

between 613 and 641kh.

Table B.3. The candidate shipping lines and theiringths
[PLEASE INSERT TABLE B.3 HERE]

15 The shipping line distances were calculated usingnline calculator available dittps://www.searoutes.comising the

port of Bergen, Norway, as an approximation ofst@age site location.
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Appendix C — Cost data

In this appendix, we present the cost data usediirstudy. All costs are reported ipp£and are
levelized assuming 25 years of economic lifetimeépt when stated otherwise) and a 7.5% discount
rate. These assumptions are consistent with etetibno-economic studies (Gardarsdattir et al. 2018

Roussanaly et al. 2014; ZEP 2011).

CQ, capture

Carbon dioxide capture costs vary significantlyeteging on the considered sector and technology.
As an illustration, the techno-economic review igairout by Leeson et al. (2017) provides unit
capture costs for petroleum refineries ranging fra&7 to $250/tCQ Here, we assume that a

monoethanolamine-based (MEA) g@bsorption process is implemented.

CO, combustion emissions are most cost-effectivelytwrad at stacks with high flue gas
concentration and volumes. In petroleum refineriggss represents 30% of the total emissions
(stemming from the Hproduction unit), whereas in the pulp and papeustry, 75% of emissions can
be captured by equipping the recovery boiler. fnah the petrochemical plant considered here, 80%
of emissions may be captured at the cracker fur(f@aedarsdaottir et al. 2018). We use specific ehpit
cost estimations from the work of Gardarsdottimakt(2018), who evaluated CAPEX for a list of
Swedish emitters, including the seven facilitieasidered here. The capital cost data shows a #isibl
economy of scale (see in particular Figure 5b, @addttir et al. 2018). There is little data, hoemyv
available on operational costs. We therefore us€dREX calculated for a pulp and paper plant in the
latter study as an order of magnitude for all gamiable C.1. gathers the assumed capture rates and

related CAPEX and OPEX costs for the selectioraofiities in our application case.

30



Table C.1. Capture rates and costs in for each endr (Gardarsdéttir et al. 2018)
[PLEASE INSERT TABLE C.1 HERE]

In should be noted that in this case, consideftmgglow emissions of the Swedish power system,

capture costs are close to the cost of avoidega@®@will be considered equal in this study.

CQO, transportation: a pipeline system and a maritimpy chain

Following Morbee et al. (2012) and Massol et ab1@), the construction cost of an onshore point-
to-point CQ pipeline infrastructure is assumed to be direptlyportional to its length. In the present
study, we retain the cost parameters presented das® et al. (2018f. The annual equivalent

investment cost of a 100km-long pipeline with artpoti of g MtCO.ly is: (A, + B,q)t , Where
A, =4.6045 is the fixed cost coefficient (in million 2015 es), the variable cost coefficient is
B, =0.1641in 2015 euros per (tG®100 km) andf = 1.1 is the dimensionless terrain correction fiacto

described in IEAGHG (2002Y.Concerning O&M, (IEA 2005) indicates operation tsagnging from

1.0 to 2.5 euros per (tG®LO0 km). We use a value of 1.5 euros per 00 km).

Regarding maritime shipping, we use an empiricakcfion that gives the total annual cost (in
ME€/y) incurred for transporting a given annual flefvCO, over a given distance. This function has
been estimated using the cost-engineering dat&mex in Roussanaly et al. (2014). The estimation

procedure and the retained specifications arelddtai Appendix D.

CQO, storage

We use a cost estimation given for offshore deglegas oil fields by ZEP (2011), namely

10€1CQ (high-cost scenario). Indeed, the storage sitesidened in the Northern Lights project will

18 Original monetary values are in 2010 euros andewvesrrected for inflation to obtain 2015 euros.

1" Here, we assume that the pipelines are installedudtivated lands which explains the retained edor that parameter.
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be exploited using existing oil and gas infrastaueton the Norwegian continental shelf (CCS Norway

2019). In this case, an economic lifetime of 40rgesassumed.

Appendix D — The cost of maritime transportation
In the present study, we use an empirical appré@echodel how the cost of a maritime shipment

of CO, varies with the volume shipped and the distandbdcstorage site.

The Scandinavian cost engineering literature pew/ideveral detailed evaluations of the total
annual cost of a maritime GGupply chain. That chain is aimed at transporéirggven annual volume
of CO, on a given distance using dedicated sea-goingeigetsat commute between a departure port
equipped with specific loading and temporary stertagilities and an offshore site where the,GO
aimed at being stored permanently (Kjarstad eR@L6; Roussanaly et al. 2014). In this paper, we
leverage on these detailed cost evaluations totifgdean approximate total cost function. More
specifically, we use the information in Roussaredlyl. (2014), Table 13 — a data set comprising 100
observations for the unit transportation costs riremli for a supply chain shipping a given volume
(from 2 to 20 MtCQly by regular steps of 2 MtGfy) over a given distance (between 200 and 2,000

kilometers by regular steps of 200km) — to estinastempirical cost functiot?

We posit the following parsimonious specificafibwhereby the total annual co€t (in millions

€) is modeled as a linear function of the distarlde (in 1,000km), the volume shippe@ (in

MtCO,/y) and the producD” Q aimed at capturing the interactions between thesevariables:

18 By construction, this approach is similar to thpstudo data” method proposed to approximate complegineering

models using empirically-determined, single-equatost functions (see e.qg., Griffin (1977, 197&%%r Massol (2011)).

19 As there is no theoretical basis on which to gedegarticular functional form for that cost funeti, we have also tested a
variety of other possible specifications includihg simpler linear function with two explanatoryiedles (the distance and
the volume) and several extensions including eith&dratic, cubic or logged values of these vamspl However, as the
goodness-of-fit obtained with these more compleslatsowas not substantially better than that obtdimgth our simple

linear model.
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C=a+bD+gQ+d(D Q+e (D.1)

wherea, b, g andd are coefficients to be estimated afds an error term.

An ordinary least squares estimation yields thailtegresented in Table D.1. The estimated
coefficients are highly statistically significarthe model has an excellent goodness-of-fit, and its
residuals show no signs of non-normality. Unsunpgly, the coefficients are positive, which
indicates that the cost increases with both thedi® and the volume shipped. For a given distance,
that shipping cost function thus exhibits a positiiked cost componera + 5D, and the variable cost

is linear with a marginal shipping cost that is @&gto g+ dD. By construction, the shipping cost

function obtained for a given distance, thus exhipronounced economies of scale.

Table D.1. Estimation results

[PLEASE INSERT TABLE D.1 HERE]
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Table 1. The industrial facilities under scrutiny

Node Facility name Sector thal_ Co Bio_ge_nic
emissions emissions
(1,000 tCQly) (1,000 tCQly)
El Stl Refinery AB Refinery 522 0
E2 Backhammars Bruk Pulp and Paper 560 552
E3 Borealis Krackeranl. Petrochemical 642 0
E4 Skoghalls Bruk Pulp and Paper 1,000 944
E5 Gruvons Bruk Pulp and Paper 1,250 1,235
E6 Sodra Cell Varo Pulp and Paper 1,540 1,529
E7 Preemraff Lysekil Refinery 1,580 0
TOTAL 7,094 4,260

Table 2 Break-even prices obtained under alternatie infrastructure operator natures (

Integration Separation Separation
with average cost with two-part tariff
pricing
Break-even value 117.27 134.71
(ENCOy)
Difference with +17% +34%

average costs




Table B.1. The nodes

Node Nature Facility name Comment

El Emission St1 Refinery AB Refinery

E2 Emission Backhammars Bruk Pulp and Paper plant
E3 Emission Borealis Krackeranl. Petrochemical

E4 Emission Skoghalls Bruk Pulp and Paper plant
E5 Emission Gruvons bruk Pulp and Paper plant
E6 Emission Sdodra Cell Varo Pulp and Paper plant
E7 Emission Preemraff Lysekil Refinery

R1 Routing

S1 Storage The Norwegian storage site

Table B.2. The candidate pipelines and their length

Pipeline Origin Destination  Distance (km)
P1 El E3 72
P2 E3 E4 30
P3 E4 R1 168
P4 R1 E6 28
P5 R1 E2 60
P6 E2 EO 54
P7 EO ES 70
P8 El E2 217
P9 El EO 238

P10 El ES 284

Table B.3. The candidate shipping lines and theiringths

Line Origin Destination Distance (km)
L1 E7 S1 613.0
L2 E3 S1 638.9
L3 El S1 640.8




Table C.1. Capture rates and costs in for each entér (Gardarsdottir et al. 2018)

Node Sector Total CO, Capture CAPEX OPEX Total
emissions rate €/tCOLly) €/(ICOLly)  €/(tCO.lY)
(1,000 tCO/y)

El Refinery 522 30% 46 42 88

E2 Pulp and Paper 560 75% 23 42 65

E3 Petrochemical 642 80% 27 42 69

E4 Pulp and Paper 1,000 75% 20 42 62

E5 Pulp and Paper 1,250 75% 18 42 60

E6 Pulp and Paper 1,540 75% 16 42 58

E7 Refinery 1,580 30% 22 42 64

Table D.1. Estimation results

Total annual cost

Constant 24.051"
(1.141)

Distance 2.307 "
(0.920)

Volume 10.924 ™
(0.092)

(Distancex Volume) 4.004 ™
(0.074)
R? 0.9993
Adjusted R 0.9993

Normality (p-value)

1.178 (0.555)

Note: The standard deviations of the estimatesgierted in brackets. Asterisks indicate signifieaat0.1, 0.05" and

0.01™ levels, respectively. Normality refers to the damrdBera test for the null hypothesis of normallgtdbuted

residuals.
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Figure 1: The envisioned BECCS/CCS project: generajeography of the emission area in Sweden and th@iWegian storage site and the Swedish
emission nodes
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Figure 2: The candidate pipelines and shipping line
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Total volume of CO, captured and stored: 4.407 MtCO,/y

Total annual equivalent transportation costs: €121.77 million
Total annual equivalent pipeline costs: € 36.83 million (30% of fotal costs)
Total annual equivalent shipping costs: € 83.94 million (70% of total costs)

Figure 3: The least costly infrastructure connectig the seven industrial emitters
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Total volume of CO, captured and stored: 3.262 MtCO,/y Total volume of CO, captured and stored: 1.145 MtCO,/y
Total annual equivalent transportation costs: € 102.6 million Total annual equivalent transportation costs: € 49 million
Total annual equivalent pipeline costs: € 33.07 million (32% of total costs) Total annual equivalent pipeline costs: € 8.04 million (16% of total costs)
Total annual equivalent shipping costs: € 69.53 million (68% of total costs) Total annual equivalent shipping costs: € 40.96 million (84% of total costs)
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Total volume of CO, captured and stored: 2.107 MtCO,/y
Total annual equivalent transportation costs: € 76.78 million
Total annual equivalent pipeline costs: € 23.13 million (30% of total costs)
Total annual equivalent shipping costs: € 53.65 million (70% of total costs)

Figure 4 Least costly infrastructure for several néeworthy coalitions, respectively: (a): BECCS emittrs, (b): CCS emitters, (¢): Hinterland emitters,
(d): Coastal emitters



Figure 5: Break-even values in each scenario, witttifferent discounting factors




Figure 6. Break-even prices for severaliscounting factors
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Figure 7: Empirical cumulative distribution functio ns




	SASS Front_cover_WP2015
	JAGU_MASSOL_BECCS_2020

