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Abstract
In direct injection diesel engines, double-layer multi-holes nozzles contribute significantly in making spray injection uniform in both the circumferential and axial directions; they further ensure that minimal or no interactions are encountered among the spray jets emerging from the nozzle holes and positively affect fuel atomization and enhance mixing during engine operation. In this study, the variation in internal flow characteristics and the subsequent spray patterns from the upper and the lower layer nozzle holes were investigated experimentally and computationally. A double-layer 8-hole heavy-duty diesel engine injector nozzle was utilised for the characterization of hole-to-hole variation on spray formation. The actual nozzle geometry was derived from X-ray scans obtained at the third generation X-ray imaging and biomedical beamline station in SSRF, revealing all geometrical differences between the individual injection holes. The momentum fluxes from each of the injection holes were obtained together with spray tip penetration under non-evaporating conditions. These data were used to validate the computational fluid dynamics (CFD) model suitable to describe the relevant flow processes. Initially, an Eulerian-Eulerian two-phase flow model was utilised to predict the internal nozzle flow under cavitating conditions. This model was weakly coupled with a Lagrangian spray model predicted the subsequent atomization and penetration of all individual spray plumes. The obtained results show that cavitation development within the upper layer holes is more intense than those formed within the lower layer nozzle holes; this is leading to higher injection rates from the lower layer nozzle holes that they also exhibit less cycle-to-cycle variations in the observed spray patterns.
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1. Introduction
Despite efforts for electrification of the transport sector, the constantly increasing energy needs associated with the expansion of urbanization1, population growth and the ever increasingly transportation needs in developing economies, are/will be met by medium/large diesel internal combustion engines (ICE), for which no foreseen electrification strategy is in place. As a result, liquid fossil fuels and in particular diesel, are expected to cover more than 2/3rd of the total energy
usage for transportation in the next two decades. Currently, diesel engines are responsible for ~30wt% of soot and ~17% of man-made CO₂ emissions. Despite the immense reduction achieved (>90% relative to 2000 levels), soot is one of the deadliest forms of air pollution: such particles inhaled at city centres, are linked to serious health effects, including premature death, heart attacks and strokes, as well as acute bronchitis and aggravated asthma among children.

Due to diesel fuel’s strong impact on soot and NOx emissions, strict combustion emission regulations are imposed to diesel engines. One way of reducing emissions is to improve the injection and atomization characteristics of diesel fuel during engine operation. Fuel injectors are one of the major components of combustion engines as they control fuel delivery, atomisation, mixing and to a large extent the combustion process. Atomisation, in particular, is known to be influenced by the in-nozzle flow. Numerous studies have addressed experimentally and numerically the formation and development of turbulence and cavitation inside fuel injectors for various nozzle designs and their effect on atomization. Despite considerable improvement in instrumentation technology, experimentation of the internal nozzle flow and spray breakup is challenging. Most of the relevant studies focus on scaled-up or simplified designs of real-size nozzles. In order to control the duration of fuel injection in a reasonable range and obtain good spray atomization in heavy-duty high-pressure common rail diesel engines where large amounts of fuel per cycle are injected, the number of nozzle orifices are increased while they accommodate smaller hole diameters. However, as the number of orifices increase, the forming spray jets are easily interacting, and thus, limiting the fuel distribution. As a result, the space available for combustion in the engine are not fully utilized, thereby compromising the combustion quality. In addition, modern diesel engines are operated under high injection pressure (> 2500bar) with injectors having small injection hole diameters of 90–120µm; these conditions pose significant difficulties in measuring and/or optically visualising the processes occurring in both the injector nozzle and within the high pressure/temperature combustion chamber. The majority of transparent real-size nozzle investigations have been performed in simplified single-hole geometries that generally confirm the presence of geometric-induced cavitation. Still, quantification of the liquid volume fraction and differentiation between the vapour and gaseous cavitation is an open question. On the contrary, numerical simulations can provide insight regarding the flow dynamics at a resolution that cannot be obtained with today’s experimental techniques. Some of the most recent work summarizing the relevant modelling approaches can be found in [16–18].

Using customized test rigs featuring transparent nozzles, injection rate measurements, cavitation and spray visualization techniques, researchers were able to investigate the internal flow and the subsequent spray development from various viewing angles. The Bosch measuring method and the EFS mono-injection flow meter have been used to measure the injection rates regardless of the orifices numbers. This compromises the accuracy of the results since the influence of the individual nozzle holes on injection rate and spray formation are different (due to different hydraulic conditions). Although cavitation visualization provides detailed information regarding the cavitating flow within nozzles, it has only be used at injection pressures up to 1000bar with actual injector geometries, because the materials used to manufacture such nozzles cannot withstand higher pressures. However, both macroscopic and microscopic spray characteristics have been obtained using methods such as X-ray imaging techniques, Particle image velocimetry, Phase Doppler Anemometry and chemiluminescence apparatus.
Given the limited quantitative information around the flow structure inside diesel injectors, fuel injection equipment manufacturers require robust predictive Computational Fluid Dynamics (CFD) tools, in order to understand the physical mechanisms taking place during injection. From a physical viewpoint, modelling of such flow conditions requires the fluid compressibility and heat transfer to be taken into account, which increase the complexity as well as the computational cost of the simulations. Additionally, the fluid dynamics processes occur at high Reynolds number and therefore accounting for the effect of turbulent structures and vortex dynamics, is key in explaining how the injected fuel spray is formed; this can only be resolved using very fine computational grids and scale resolving simulations, such as Large Eddy Simulation (LES), as initially presented in for nozzle flows. Many different models have been developed for modelling cavitation; widely utilised approaches include the heterogeneous ‘multi-fluid’ model, the homogeneous ‘mixture’ model and the ‘single-fluid’ model. The multi-fluid approach can model non-equilibrium conditions between the phases i.e. each phase can have a different temperature, pressure and velocity. The interaction between the phases is modelled using interphase exchange terms. In ‘homogeneous’ approaches, the slip velocity between the phases is neglected; this can be justified by the fact that even in the most extreme cases, the relative velocity between the two phases does not exceed 10% of the local velocity magnitude and only in very localised areas. The most widely utilised mixture approaches employ a transport equation for the mass/volume fraction of the secondary phase. In this type of models, the phase-change rate is controlled using a source term which is typically derived from the Rayleigh-Plesset (R-P) equation, as shown in. A detailed review of such models can be found in and The single-fluid approach for modelling cavitation uses an equation of state (EoS), which relates density and speed of sound with pressure and temperature.

Although the internal flow and spray characteristics of diesel injectors has been investigated to some extent (from literature), the complex relationship that governs the transition between the internal flow and spray development is yet to be fully understood. Furthermore, to the best of the author’s knowledge, computational analysis that studies the injection and spray characteristics from asymmetric nozzle holes (taking the effect of each nozzle hole concurrently) hasn’t been researched extensively. Therefore, in this study, orifice-to-orifice variations in injection rate and spray development from a double-layer mini-SAC nozzle are investigated. A customized spray momentum flux experimental test rig was used to obtain the injection rates from each nozzle hole simultaneously, whereas for the spray, a customized test bench was used. For the simulations, independent computational analysis was conducted for the internal nozzle flow utilizing an homogenous mixture cavitation model while the spatial and temporal evolution of the flow from those simulations has been used an initial condition to an Eulerian-Lagrangian spray model resolving the subsequent spray development; the latter has been validated against the obtained experiments and has been further used to elucidate on the effect of nozzle flow on hole-to-hole spray variations.

2. Modelling
2.1 Geometry model
An eight-hole double layer Diesel injector used with heavy-duty vehicles has been utilised. Information for the actual nozzle geometry was obtained through X-ray Synchrotron radiation tomography technique. A sample of the obtained data for the geometry of the nozzle is shown in Fig. 1.

The detailed geometric parameters of the nozzle including the hole lengths, inlet rounding corners, inlet and outlet diameters are shown in Table 1. All the nozzle holes are inclined with an angle of 75.5° as seen in Fig.2 (a) and (b); the inner shape of the needle tip is presented in Fig.2 (c). The lower layer holes are indicated as 1, 3, 5 and 7 and the upper layered hole as 2, 4, 6 and 8. The mean mass flow rates of the injector is 38.6 g/s at the working condition of 140MPa. The gap h between the upper layer and the lower layer nozzle holes is 0.12 mm. To ensure reliability of the results, the exact replica of the nozzle was numerically reconstructed from the X-ray images, taking into account all the disparities between holes.

Table 1 Geometric parameters

<table>
<thead>
<tr>
<th>Nozzle holes</th>
<th>(D_{in}/\mu m)</th>
<th>(D_{out}/\mu m)</th>
<th>(r/\mu m)</th>
<th>(L/mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lower 1,3,5,7</td>
<td>180.2</td>
<td>180.2</td>
<td>31</td>
<td>0.65</td>
</tr>
<tr>
<td>Upper 2,4,6,8</td>
<td>180.1</td>
<td>180.2</td>
<td>32</td>
<td>0.65</td>
</tr>
</tbody>
</table>

(a) schematic diagram obtained from X-ray technique

(b) the whole geometric model

(c) 2D diagram showing the shape of the needle and the needle body

Fig.2 3D model of the injection nozzle
2.2 Coupled two-stage simulation approach

The coupled method is divided into two parts: the multiphase flow simulation within the injector and the spray jet simulation from the nozzle exit domain. Reynolds-Averaged Navier-Stokes (RANS) equations with the k-zeta-\( f \) turbulence model, where adopted in simulating spray development. The spray plume disintegration and development were computed using the models described recently by 44. As an interface between the two simulations, the internal flow characteristics were used as the inlet boundary conditions for the subsequent spray simulation.

In order to achieve this, the calculated flow parameters representing the internal flow characteristics at the nozzle outlet (pressure, velocity field, vapour volume fraction and turbulent kinetic energy and its dissipation rate), were mapped on the grid cells and used as boundary conditions for the subsequent spray simulations.

2.3 Mathematical model

2.3.1 Nozzle modelling

![Diagram of computational grid](image)

Fig. 3 Diagram of computational grid

The whole nozzle model was discretized into ~400,000 hexahedral cells; numerical tests indicated that the mass flow rate was grid independent. In order to capture the transient cavitating flow within the nozzle, the mesh resolution was increased in critical areas, such as nozzle hole inlet and the needle seat, as it can be seen in Fig. 3 (c). With the mean fuel flow velocity being around 550 m/s, an estimation of the Taylor length scale yielded around 2.1\( \mu \text{m} \). In other words, the total mesh size that would be required for LES is ~10 million cells, while much smaller time steps will be needed; the difference in CPU time between LES and URANS adopted in this study is approximately 3 orders of magnitude, justifying the use of URANS. The inlet pressure, outlet pressure and temperature were set as 140 MPa, 2 MPa and 293.15 K respectively. The thermodynamic properties, of commercial B0 diesel fuel, assumed to be fixed, are listed in Table 2.

<table>
<thead>
<tr>
<th>Fuel Properties</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density [kg/m(^3)]</td>
<td>830</td>
</tr>
</tbody>
</table>
Fig. 4 shows the assumed transient needle moving applied in the simulation. The needle movement was considered only in the vertical direction and it was represented by a cell-based mesh deformation method to ensure mass conservation; its possible eccentric movement was neglected as this is not known. The number of layer cells in the gap between the needle and the needle seat was 7, while the initial needle lift was set as 0.01 mm; the lift at full needle valve opening was 0.35 mm.

For the modelling of the internal fuel flow the Navier Stokes equations have been numerically solved, utilizing the commercial code AVL Fire. The pressure-based SIMPLE algorithm was used to couple the velocity and pressure fields. The in-nozzle flow simulation were governed by the mass (1), momentum (2) and energy conservation equations \(^{45,46}\).

\[
\frac{\partial \alpha_k \rho_k}{\partial t} + \nabla \cdot \alpha_k \rho_k v_k = \sum_{l=1, l \neq k}^{2} I_{kl} \tag{1}
\]

\[
\frac{\partial \alpha_k \rho_k v_k}{\partial t} + \nabla \cdot \alpha_k \rho_k v_k v_k = -\alpha_k \nabla p + \nabla \cdot \alpha_k (\tau_k + \tau_k^t) + \alpha_k \rho_k F + \sum_{l=1, l \neq k}^{2} M_{kl} + V_k \sum_{l=1, l \neq k}^{2} I_{kl} \tag{2}
\]

\[
\frac{\partial \alpha_k \rho_k v_k}{\partial t} + \nabla \cdot \alpha_k \rho_k v_k h_k = \nabla \cdot \alpha_k (q_k + q_k^t) + \alpha_k \rho_k \dot{q}_k + \alpha_k \rho_k \cdot v_k + \nabla \cdot \alpha_k (\tau_k + \tau_k^t) \cdot v_k + \alpha_k \frac{\partial p}{\partial t} + \sum_{l=1, l \neq k}^{2} H_{kl} + h_k \sum_{l=1, l \neq k}^{2} I_{kl} \tag{3}
\]
However, the volume fraction expression in Eq. 4 has to be satisfied

\[
\sum_{k=1}^{2} \alpha_k = 1
\]  

(4)

\( k \) represents the phase \( k \), i.e. 1 for gas phase while 2 for liquid phase. \( \alpha_k \) is the volume fraction of phase \( k \), \( \rho_k \) is phase \( k \) density, \( v_k \) is phase \( k \) velocity, \( \Gamma_{kl} \) is the interfacial mass exchange between phases \( k \) and \( l \), \( T_k \) is phase \( k \) Reynolds stress, and \( M_{kl} \) is the momentum interfacial interaction between phases \( k \) and \( l \).\(^{17}\)

The boundary conditions of the nozzle inlet and all orifices outlets were set as pressure boundary conditions, in order to capture the dynamic effects of cavitation phenomenon within nozzles. The interfacial exchanges in terms of momentum and mass within the fluids were computed with a drag model\(^{44}\) and a linear mass exchange model considering cavitation\(^{47}\) respectively. More specifically, the mass interfacial exchange was achieved through the linearized Rayleigh’s cavitation model, derived from linearizing Equation 5 and 6 below:

\[
\Gamma_{21} = \rho_2 N''' 4 \pi R^2 \dot{R} = -\Gamma_{12}
\]  

(5)

\[
\Gamma_{21} = \frac{1}{c_G} \text{sign}(\Delta p) 3.95 \frac{\rho_1}{\sqrt{\rho_2}} N''' \alpha_1 \frac{2}{3} |\Delta p|^{\frac{1}{2}} = -\Gamma_{12}
\]  

(6)

where \( \Delta p \), \( R \) and \( N''' \) and are the effective pressure differences, bubble radius and the bubble number density. The bubble radius time derivative from the Rayleigh’s equation was performed with the expression

\[
R\ddot{R} + \frac{3}{2} \dot{R}^2 = \frac{\Delta p}{\rho_2}
\]  

(7)

The momentum interfacial exchange (\( M_{kl} \)) was modeled with the equation

\[
M_{kl} = C_D \frac{1}{n} \rho_k A''''|v_r|v_r + C_{TD} \rho_k k_k \nabla \alpha_l = -M_{lk}
\]  

(8)

Where \( C_D \) is the drag coefficient of the liquid droplets, \( A'''' \) is the interfacial area density, \( v_r \) is the relative velocity and \( C_{TD} \) is the turbulence dispersion coefficient.\(^{48}\)

The 4-equations k-zeta-f turbulent model, developed from the k-\( \epsilon \) two-equation model, was adopted for capturing the turbulence phenomenon within the two-phase flow. The k-zeta-f model replicates turbulence and its interactions more accurately and with much more stability than the popular k-\( \epsilon \) model \(^{49}\); however, it requires longer computation time. The basic expressions of the model are the turbulent kinetic energy (Eq. 9), its dissipation rate (Eq.10), the velocity scale (Eq. 11) and the elliptical function (Eq. 12).
\[
\frac{\partial \alpha_k \rho_k k_k}{\partial t} + \nabla \cdot (\alpha_k \rho_k v_k) = \nabla \cdot (\mathbf{\mu} + \frac{\mu_k}{\sigma_k}) \nabla k_k + \alpha_k P_k - \alpha_k \rho_k \varepsilon_k + \sum_{l=1, l \neq k}^{2} K_{kl} + k_k \sum_{l=1, l \neq k}^{2} \Gamma_{kl} 
\]

\[
\frac{\partial \alpha_k \rho_k \varepsilon_k}{\partial t} + \nabla \cdot (\alpha_k \rho_k v_k \varepsilon_k) = \nabla \cdot (\mathbf{\mu} + \frac{\mu_k}{\sigma_k}) \nabla \varepsilon_k + \sum_{l=1, l \neq k}^{2} D_{kl} + \varepsilon_k \sum_{l=1, l \neq k}^{2} \Gamma_{kl} + \alpha_k C_1 P_k \frac{\varepsilon_k}{k_k} + \alpha_k \varepsilon_k\nabla \cdot v_k 
\]

\[
\frac{\partial \alpha_k \rho_k \zeta_k}{\partial t} + \nabla \cdot (\alpha_k \rho_k v_k \zeta_k) = \nabla \cdot (\mathbf{\mu} + \frac{\mu_k}{\sigma_k}) \nabla \zeta_k + \zeta_k \sum_{l=1, l \neq k}^{2} \Gamma_{kl} - \alpha_k P_k \frac{\zeta_k}{k_k} + \alpha_k f_k 
\]

\[
f_k = \frac{L_k^2}{\varepsilon_k} \nabla^2 f_k = \frac{1}{L} \left( C_1 - 1 + C_2 \frac{P_k}{\varepsilon_k} \right) \left( \zeta_k - \frac{2}{3} \right) 
\]

where, \( k_k \) is the turbulence kinetic energy at phase \( k \), \( \varepsilon_k \) is the diffusivity of the turbulence kinetic energy at phase \( k \), \( \zeta_k \) is the velocity scales ratio at phase \( k \), \( f_k \) is the elliptic function at phase \( k \), \( P_k \) is the production term of the turbulence kinetic energy due to shear and \( P_{B,k} \) is the generation component of the turbulence kinetic energy caused by buoyancy. The Prandtl number for the turbulence kinetic energy is \( \sigma_k \), \( K_{kl} \) is the component of transmission between phases \( k \) and \( l \), \( \sigma_k \) is the Prandtl number for the \( \varepsilon \) equation and \( C_1, C_2, C_3, C_4 \) are constants. \( D_{kl} \) is the interfacial \( \varepsilon \) and \( f \) with hybrid wall equations. The turbulence for the near-wall regions were modeled notwithstanding wall equations. Further analyzing of the equations are presented in \(^{47}\).

The spatial discretization of the momentum equation was performed by a bounded central differential second-order scheme, while the discretization of the continuity equation was achieved with the MINMOD scheme. The blending factor was set as 0.5 for momentum discretization in order to achieve a compromise between computational accuracy and convergence. Time advancement was performed with a second-order backward differencing scheme, in order to capture the complex turbulence structures within the nozzle.\(^{44,50,51}\) Because of the different resolution in time and space, the time step interval was set as \(1 \times 10^4\) s, which took the whole simulation 360 CPU·h using 24 processors.

### 2.3.2 Spray modelling

For the spray simulation, the injector was located in the top middle of the spray chamber model, which was built as a cylinder with a length of 0.04 m and a diameter of 0.08 m. The chamber was discretized into ~2 million cells. The simulation was implemented in a non-evaporating condition at the same temperature and pressure settings as those from experiment.

At the exit of orifices the local distribution parameters of the flow field variables, such as the
turbulent kinetic energy and the vapor distribution, were captured and used as the inlet boundary conditions for the subsequent spray simulation. The 3D results of the flow field variables at the time step of 1.25ms are as shown in Fig. 5. In figure, distinct differences can be observed across the interface. These differences keep changing and therefore influence the breakup behavior and penetration of the spray jets from the various orifices.

![Fig. 5 Flow characteristics at the exit of orifices at 1.25ms](image)

**Primary breakup**

The blob injection model was selected for the primary breakup model in this study because it could couple the upstream internal flow characteristics to the downstream spray simulation. The model considers that the fragment of droplets is dominated by the competitive process between the turbulence caused by cavitiation and the aerodynamic-induced breakup.

Under the aerodynamic breakup mechanism, the breakup of the liquid core was modeled with:

\[
\frac{dr}{dt}_a = R_a = \frac{(r - r_a)}{C_2 \cdot \tau_a}
\]

where \( r \) is the actual droplet radius, \( C_1 \) and \( C_2 \) are constants used for adjusting breakup time and the characteristic droplet radius, \( r_a \) is the characteristic droplet radius, \( \tau_a \) is the breakup time and \( \Lambda \) is the dominant aerodynamic wavelength. The subsequent breakup rate of droplets with regards to turbulent length scale \( r_T \) was modeled with:
\[
\frac{dR}{dt} = -r - C_3 r_T \frac{C_4 \bar{\tau}_T}{r_T}
\]

where

\[
r_T = C_\mu^{0.76} \frac{k^{1.5}}{\varepsilon}
\]

(15)

\[
\tau_T = C_\mu \frac{k}{\varepsilon}
\]

(16)

\[C_\mu\text{ and } C_4\text{ are model constants and } \bar{\tau}_T = k/\varepsilon.\]

Under the turbulence and cavitation breakup mechanism, the geometric and flow dynamic properties of the orifices provides the relevant local parameters. This ensures that the transient conditions of the cavitating flow were captured together with their influence on droplet breakup. By negligible diffusion effects, the expressions for the induced turbulence in the liquid fuel core are:

\[
\frac{dk}{dt} = -\varepsilon + S_k
\]

(17)

\[
\frac{d\varepsilon}{dt} = -C \cdot \frac{\varepsilon}{k} \cdot (\varepsilon - S_k)
\]

(18)

where \(S_k\) is the cavitation source term and \(C\) is a constant.

**Secondary Breakup**

Secondary breakup of droplets occurs when the aerodynamic breakup mechanism dominates the turbulent-induced and cavitation breakup mechanism.\(^48\) For a high pressure diesel engine, the KH-RT model has been shown to give more accurate results than WAVE and TAB models, hence it was adopted during this study. The values of the constant for this study has been listed in the Table 3.\(^53\)

<table>
<thead>
<tr>
<th>Model constants</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>0.61</td>
</tr>
<tr>
<td>C2</td>
<td>18</td>
</tr>
<tr>
<td>C3</td>
<td>30</td>
</tr>
<tr>
<td>C4</td>
<td>2.5</td>
</tr>
<tr>
<td>C5</td>
<td>1</td>
</tr>
<tr>
<td>C6</td>
<td>0.3</td>
</tr>
<tr>
<td>C7</td>
<td>0.03</td>
</tr>
<tr>
<td>C8</td>
<td>0.188</td>
</tr>
</tbody>
</table>

**2.3.3 Mesh sensitive analysis**
To ensure the simulation results of flow and spray domain are independence of the mesh size, various tests have been performed as shown in Fig. 6 (a) and (b). It can be seen from these figures that grid convergence was attained for the internal flow at around 400,000 cells, while for the spray domain, convergence was attained with about 2 million cells.

3. Experiment Establishment and validation

3.1 Internal flow characteristics

The measurement of injection rates among each nozzle holes were conducted on a customized test rig based on the spray momentum flux. Detailed information about the test method and the test bench are presented in the 54–56. The experiment was conducted with the injection pressure of 140MPa and back pressure of 2MPa. Validation was carried out by comparing experimental and simulation injection rates at the exit of each orifice; the comparisons are presented in Fig. 7.
Fig. 7 Comparison between simulation and experimental results for the injection rate from individual injection holes.

Fig. 8 Comparison of hole-to-hole injection quantities and their standard deviation over injection cycles.

Fig. 7 and Fig. 8 show the comparison between the simulation and experiment results at the injection pressure of 140MPa with 2MPa back pressure. From Fig. 7, similar trends were present in both measured and simulated hole-to-hole injection rates. To compute the deviation (error) between the computational and experimental results, an expression in equation (17) was used:

\[ \Delta_{\text{hole}} = \frac{q_{\text{simulation}} - q_{\text{measure}}}{q_{\text{measure}}} \times 100\% \]  

(17)

Fig. 8 shows that, the largest relative error of cycle fuel injection quantities between the simulation and experiment is less than 3% (at orifice 3). This means that the computational model’s accuracy is within acceptable limits.

In addition, to quantify the relative discrepancy in cycle fuel injection quantity between the upper and the lower layer nozzle holes, equation (18) was introduced:

\[ \Delta = \frac{Q_{\text{lower}} - Q_{\text{upper}}}{Q_{\text{lower}}} \times 100\% \]  

(18)
where $Q_{\text{lower}}$ is the total injection quantity of the lower layered holes, $Q_{\text{upper}}$ is the total injection quantity of the upper layer holes. The result show that the fuel injection quantities of the lower layer orifices are 6-13% higher than the upper layer orifices. This can be attributed to the smaller flow resistance the fuel experiences as a result of the fuel’s gentle entrance into the lower layer orifices.

### 3.2 Spray patterns

EFS8400 spray test bench, a constant volume chamber, high speed CCD camera system and the common-rail fuel injection system-BOSCH MOEWALD-CA4000, were used to acquire spray images and spray jet characteristics through Schlieren method at different injection pressures. Synchronization trigger was adopted to synchronize the working process of the CCD cameras and the fuel injection system. Ambient pressure in the constant volume chamber was provided by stable nitrogen. The maximum pressure of the chamber is 5.2 MPa with a temperature of 293.15±2K. Two high speed CCD cameras were installed at the side and the bottom of the constant volume chamber respectively, to photograph the spray shadow through the quartz window. Details on the spray test experimental platform could be found in, the injection duration was set at 1.5ms.

Fig.9 shows the simulation results of individual jet penetration for the 8-hole injector at 140 MPa injection pressure and a back pressure of 2MPa (same with internal flow simulation). It is obvious from the figure that, the penetration of the spray jets from the lower layer orifices (1,3,5,7) is much faster than those from the upper layer orifices (2,4,6,8). The difference in spray penetration between the two layers could reach 30% or more. However, the differences in their respective injection rates is between 4% to 8%, as shown in Fig.7.

![Simulated penetration results of individual spray plumes](image)

Although there are some discrepancies in injection rates among the eight nozzle offices, the jet penetration results of the two layered holes (i.e. penetrations of hole 1,3,5,7 and hole 2,4,6,8 respectively, as shown in Fig.9) showed acceptable levels of consistency with marginal differences. Therefore, hole 1 from the lower layer and hole 2 from the upper layer were compared with experimental data for validation.
Fig. 10 presents the divergence between the experiment and simulated spray jet penetration results. The numerical results showed good consistency against the experimental results, even though they are slightly higher in magnitude. Also, the deviation between the two is larger during the initial stages of injection, and then gradually reduces at longer penetration distances; the deviations are all within acceptable limits (10 %). It should be mentioned that constant inlet boundary condition was set for the internal flow simulation instead of the varying conditions that pertains in reality.
The experimental and numerical 3D spray images (at the inlet pressure of 140 MPa with a back pressure of 2 MPa) are shown in Fig. 11. Hole 1 and hole 2 are marked in the experimental images. The others follow the same numbering pattern in the counterclockwise direction. From the images, it is clear that the spray development from simulation and experiment followed similar patterns. Furthermore, the spray penetrations of hole 1,3,5,7 are larger than those of hole 2,4,6,8, while the spray cone angles of hole 1,3,5,7 are also slightly bigger. Fig.9 to Fig.11 show good consistency between computational and experimental results, implying that the coupled model could be used for further analysis in both cavitation flow within the injector and spray jet development.

4. Results and discussion

4.1 in-nozzle flow characteristics

Cavitation distribution and fuel velocity streamlines in the double-layer nozzle at maximum needle lift are shown in Fig. 12. The cavitation distributions and flow streamlines are both highly symmetric with negligible differences. When the needle valve is fully opened, the cavitation in both the upper and the lower layered holes occurs in the upper part of the orifices. In addition, cavitation occupies a relative larger area in the upper layer nozzle holes than the lower layer ones.
Fig. 13 Variation of cavitation development with the time

![Cavitation Development](image1)

Fig. 14 Variation of velocity magnitude with the time

![Velocity Magnitude](image2)

Fig. 13 and Fig. 14 show the variation of cavitation and velocity flow field distribution between the upper and lower layer nozzle holes. To better visualize the flow characteristics within the injector, hole 2 is rotated to make the same plane as hole 1. As shown in these figures, cavitation occurs earlier in the upper layered nozzle holes and develops faster as compared to cavitation development in the lower layered nozzle holes. In addition, the fuel velocity in the upper layered nozzle holes is slightly faster. At full needle lift, the fuel flow velocity distributions of the upper layered nozzle holes is also less uniform. The cumulative effect of these discrepancies results in the manifestation of higher degree of cavitation developments in the upper layered nozzle holes than the cavitation developments in the lower layered nozzle holes. Furthermore, the acuteness of the upper layer hole means that cavitation development at their entry sections will be more developed than those at the less acute lower layered holes.

4.2 Spray development
Fig. 15 Spray droplet diameter with the time

Fig. 15 and 16 represent the spray jet development at different times. In Fig. 15, the spray droplet diameter is large at the initial stages of the injection. The spray jet penetration was changed gradually with the evolution of the injection progress. Furthermore, the droplet size continues to decrease due to subsequent droplet breakups. After 0.25 ms from the start of injection, the number of the spray droplets increases significantly.

The shape of individual spray jets starts to differentiate after 0.1 ms, while the difference becomes more apparent after 0.25 ms. The spray jet penetration from the upper and lower layer holes remain almost the same before 0.25 ms. At the end of injection, the droplet distribution from the lower layer holes are more uniform than the distribution from the upper layer nozzle holes.
The spray velocity field is represented in Fig.16; discrepancies can be seen. In the direction of the spray jet axis, the droplet velocity decreases outwards along the central axis, because of the larger aerodynamic influence on the droplets in the far-field of the spray domain. The jet velocity in the near nozzle domain, increases as the spray progresses, reaching around a maximum speed of 580 m/s at 0.6 m/s after start of injection, and ends at 283.7 m/s. While in the far field of the spray domain, the velocities of the droplets are much smaller than those around the near nozzle domain (less than 100 m/s).

5. Conclusions

A double-layer 8-hole heavy-duty diesel engine nozzle geometry derived from X-ray scans and featuring all geometrical differences between the individual injection holes was used for the characterization of hole-to-hole variation on spray formation. This was achieved through numerical simulations. Internal nozzle flow was simulated (using RANS two-phase flow model) and the results, interfaced as inlet boundary conditions during spray simulation, using the Euler-Lagrangian approach. The technique was then used to predict spray development after validation. Model validation was obtained against momentum fluxes from all eight individual holes as well as the corresponding spray tip penetration rates. The following conclusion were arrived at from further analysis:

1) Injection rate as well as spray penetration time histories from both simulation and experiment follows almost the same trend overall. The accuracy of the established model in predicting flow characteristics and spray patterns are high and within acceptable limits (less than 5% in flow and within 10% in spray).

2) From both experiments and simulations, the injection rate and the cycle fuel injection quantities
of the lower layer nozzle holes were between 4 – 8 % higher than the cycle fuel injection quantities
of the upper layer nozzle holes. The differences in spray penetration from the lower layer holes and
the upper layer ones reached more than 30%.
3) The acuteness of the upper layer nozzle holes contributed to the formation of a higher degree
of cavitation development in them and also high spray droplet velocities as compared to the less
acute lower layer nozzle holes.
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