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Abstract. The two-phaseflow of liquid oxygenin a convergingdiverging nozzlehas been
numerically predictedt conditiongesembling those that prevail in the lovaéage boosters obcket
enginesrealising lift off, as well as inthe respectivaipper stages operating in satmospheric
pressuresA comparativeevaluation of he predictive capability of pressure and densitybased
solverwith various approaches regarding the imposed pblagege rate and thermodynamics closure
have beemperformed. The departure from thermodynamigildzyium during phasehange has been
taken into accountia implementtdon of a bubbledynamics modeémploying the HertKnudsen
eqguationin the pressure based solver, whereas thermodynamic equilibrium is adopted in the density
based solverTabulated data for the variation of the fluid thermodynamic properties have been
derived by the Helmholtz Equation of State (EoS) in a modelling approach universal for both-the sub
and supercritical states. This approach has been comparatively assessed irctlieautegime
against the bubbldynamicsbased model including differeoS for the liquid/vapour phasasd
against a different tabulated approach based on the NIST dataset for supercritical injettomns

of flow physics, more severe flow expansion in the diverging part of the nozzle has been detected for
subcritical pressures, leading to supersonic flow velocities and significant cooling of the fluid
mixture. Complementary Detached Eddy Simulations (DES) have provdtailed insight on the
complex expansiophenomenand flow instabilitiesnanifesting on the diverge part of the nozzle

for subcriticatinjection conditionsThe comparison of the numerical predictions against available
experimental data andanalyti@al solutions demonstratesthe suitability of the employed
methodologien describingheevolution of thecryogenicoxygenflow expansion and phastange

Key words: cryogenicLOX, rocket engine, redluid thermodynamics, flash boiling, compressible
flow

Nomenclature
A area(m?)
a molar Helmholtz energy (J)

0 dimensionless ideal ga®ntribution to the Helmholtz energy)(
dimensionkss residual Helmholtz energy (
speed of sounfin s?)
diameter(m)
internal energyJ kg?)
thermal conductivitfW mt K1)

Mach numbec-), M=u/c

Finite element nodal shape function
6 mass flow ratgkg s?)

length(m)

pressurgPg

specific gas constafd kg K1)
Re  Reynolds numbef)
Ry ideal gas constant,gR 8.31446 (J molK™)
Rp degree of superhead)(Rp=psa{ Tin)/Pout

1

=

YT r—ZZIX0OQo.



phasechange rate kg rhs*
temperaturgK)

time (s)

velocity (m s?)

Greek Letters

volume fraction {)

U] dimensionless density)

a accommodation coefficiert)
ay Taylor length scalém)

a viscosity (Nsm?)

é density(kg m3)

i dimensionless temperatuf¢
Subscripts

c critical

exp experimental value

g gas

in inlet

int interface

max maximum

min  minimum

n node number

out outlet

sat saturation

t throat

v vapour



1. Introduction

Liquid oxygen [Ox) constitutes a widely used propellant in multistage rodketspace launch
vehicleslt is characterised as a cryogelnigiid as it remains ithis state at temperatures below 90K
The combination ofliquid hydrogeroxygen, as thduel/oxidiser propellants mixture has been
employed invarious launch vehicles delpedfrom the196Gs up to now[1]. For instancel.Ox/LH>
propellantsvere burned in thenain engnes of the NAS/ASpace Shuttlehe upper stages of the Ares
| crewlaunch vehicle, as well as the upper rocket stage (Centaur) oftldsie same combination
of propellants is also used by ESA in tigper stages of th&riane 5launch vehicle$3]. They have
also been employed in ti28% and 39 stagef Saturn \/ the B'and 29 stageand the upper stage of
the family of Japanese # and Indian GSLV satellitelaunch rockets respectively Modern
commercial rockets such as the Faleon BE4 currently developed by SpaceX and Blue Origin,
respectivelyhave adopted the use bDOx/LCH4 as propellantsFor lowerstage boosterrealising
lift -off and thus operating at atmospheric conditidw®x is usually mixed wittkerosene (RR), as
e.g. in the cases of Saturn V, Atlastile Russian Soyuand SpaceX Falcon rockets

It is essential to meiun that theupper stageof rocket launchvehicles are designed to operade
high altitude,where ra-vacuum conditiongnsue As a general practicéhese stages incorporate
combustion chambersperating at lower pressures compared to the lstagrecounterpart44].
Hence, depending on the specific rockemgine designand its location at the tandestage
configuration, the delivery of L©Oto mix with the main fuel could be realised at either supercritical
(lower-stages) or subcritical (upper stages) pressure condifi@nseference, the critical pdifor
oxygen corresponds to 5(bdr/154.6 K5]. LOx phase changdue to rapid pressure drigexpected
to occur in the oxidisedelivery nozzle especialf during engine staitip, where vacuum conditions
may exist.The topology and dynamics of the compressible flow will be designated to a great extent
by the steepness of the density gradiBnthe case that the process evolves at subcritical pressures,
the fluid density exhibits an abrupt changsan interphase sets in between the liquid aagour
phases, i.ébubbles formThe rapid bubble nucleation within the entire bulk of the ligluid to rapid
depressurisations characterised as flash boiling, a flow phenomefttwat is possible to be
encountered in cryogenic fluidi§], refrigerant47] and light hydrocarbon8]. On the contrar, for
supercriticalconditions,no interface emergeand the fluiddensity exhibits a smooth variation with
pressue.

Experimental studie®cusing omozzle ad spray flows of cryogenic oxygdar a wide range of
flow conditionsarerelativelylimited in theopenliteraturedue tothe technical difficulties associated
with the handling and storagé the substancat cryogenidemperatureand the extreme conditions
thatthe experimental hardwaneust withstangespecially at supercriticaressures/taperature$9].

The technicalnote of Hendricks et al[10] is one of the early studies made available by NASA
reporting measurement$ the pressure distributiasf two-phaselLOx flow within a Venturi nozzle

at subcritical pressuregarly studies by Mger and co-workers[11], [12] utilised different optical
methods to pinpointhe differences in topologpf cryogenc-liquid jets being expelled at an
environment okither sub (of the order ofl5 bar) or supercriticgdressure conditions (100 bafhe
topology and degree of atomization loDx sprays at 10 bars has also beewvestigaed at the
Mascotte test bench o®ONERA [13]. Cherhoudi et al[14] conducted backlitillumination
visualisation to illustrate the topology bOx and LN jets injected into @aseous environmeat
conditions ranging fronsub to supercritical pressus@nd supercriticatemperature Quantitative
data regarmthg the jet cone angle were obtainadd it was verified thathe jet growth rate
measurementsere in agreementith the theoretical predictiorfier gaseous jetsf variable density.
More recently,the shadowgraphy visualisation conducted tamanna et al[15] considering
subcritical LOx and ethanokpraysat injection pressures up iy bar demonstrated that a higher
degee of superheat is required for timeception of flash boiling in cryogenic compared to storable
propellants. According to the nucleation theory proposed by the same autfi®8} this is due to
the highersurface energwork at low temperatures, wih mustbe surpassed by the fluathemical
potential, in order vapour bubbles to form.



It can be therefore dedigcl thatdue to the complexities associated vegperimental campaigns,
accurate numericahodelling is cruciafor cryogeniepropellantflow applications At supercritical
pressuresthe suitability of the modelling approach is highly dependent on the selection of an
Equation ofState capable to capture the thermodynamic properties of the fluid at very high pressures
and temperature®\ number of studies available in the literatueder to supecritical injectionor
expandingnozzle flow of refrigerans like liquid COG,. Thermodynamic closure isommonly
accomplished through the use afbic equations of stafd7] £20]. It has been verified that the
selection 6EoS(i.e. RengRobinson (PR)BenedictWebbRubin, SpanVagnej has a considerable
impact onthe numerical prediction cfupersonicCO, accelerating flows, ai$ affects thelocation
and intensityof emerging shockwave patteri2i].

With reference to cryogenic fluidsggearch onupecritical injectionis mainlyfocused oriquid
nitrogen or oxygeras working mediaDifferent subgrid scale(SGS)models for LES alongvith
volume translatn methods for the PRiere comparatively evaluated by Miller et [@2] with
regards tdiquid nitrogen injectionlt was found that the effect of thermodynamics modelling was
more profound for the case of transcritical compared to supeatiitjection, while the selection of
SGS model only had a minor influencetemporal evolutiorof the jet mean densitiPoormahmoud
et al.[23] investigated the dispersion dynamics ofzlifhside and downstream the outtéta sngle-
orifice swirl atomiser.The SST k& DQG WKH &be diRpboyed for turbulence and
thermodynamic closureespectivelyThe patterrof vortical structures emerging at theeliging part
of the flow layout was illustrated along witheir trarsient featuresKang et al.[24] conducted a
similar study using the same EoBa LES fram&ork. Apart from hydrodynamic instabilities, the
study also highlightedche acoustic instabilities affecting the flow fieldikewise, sipercriticalLOXx
injection hasbeenmainly investigatednumerically with reference tewirl atomisers suitable for
rocket enginesZonget al.[25] performed an LES studyeferring to aLOx swirl injector using the
SoaveRedlichKwong (SRK) and Benedict®WebbiRobin EoSs for the calculation of the fluid
thermodynamic andtransport properties respectively Kelvin dHelmholtz instabilities were
demonstrated to ke primary causkeadingto supercritical mixingWang et al[26] employedhe
modified SRKEO0S to destbe the hermodynamic propertiesf LOx during supercritical injection
while in a subsequent studg7] the same approachas followedto illustrate the LOx/kerosene
mixing characteristicsBoth studies focused on the influenoé hydrodynamic instabilitiesn the
propellantdispersionn the expanding geometry downstream the injector outlet

Concerningsubcritical conditionsjet aomizationand the formation of a twphase sprais the
process governinghe combustion behaviouof the oxidizer/fuel mixtureln the case that flash
boiling conditions are methe oxidiser rapid vaporisatianthin the injector orifice has a tremendous
influence onthe characteristics of the expelled spr&udies on water, fiegerants and light
hydrocarbons have demonstrated thatdzzleflash boilingleads to the productioof finer sprays
with highercone anglsandreducedenetration lengthcompared to nozzle flows wittertiadriven
phase changg.e. cavitation)28]. Neverthelss, few numerical studies halveen foundn the open
literature illustrating the distinéeatures of crggenicliquid is et al [29] developed a theoreticavo-
phasemodel based on the Helmholtz energy EoS capable of predicting the critical flow rate for
choked flows ofcryogenic fluids. A correction on t& homogeneous equilibrium modelas
implementedo take into accounton-equilibrium effects The theoreticapredictions fordifferent
cryogenic liquids were found to be in good agreement @xgrerimental result®r thecritical flow
rate Lyras et al[30] employedthe Homogeneous Relaxation Modelupled tahe volumeof-fluid
methodto predict the flashing phasdange in a throttle nozzénd subsequent spray expansibn
liquid nitrogen. Schmehl and SteeldB1] usedan EulerianLagrangian framéo simulatethe pre-
flow of d- QLW URJHQ W H&Mdiderih &cbtaxial flow injector considering a dilute mixture
of liquid droplets and vapouBRropletflash vaporisationvas described through an empirical model
based on prexisting measurementé. similar numericalapproachwas adoptedy Ramcke et al.
[32] to simulate the spray dynamiosLOx pre-flow andthe mixing behaviouiof the oxidiser with
gaseous methanBoth studies concur that cryogenic flashing sprays exhibgame distinct features
as those of storable liquidsnamely enhanced droplet atomisation, increased cone angle and
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acceleration of the compressible mixtuBaillard etal. [33] employedtwo coupledflow solvers to
performLES of LOXx spray atomisatiowith relevance to the experiments performed at ONEERA
The gaseous and dispersed plsasere treated in an Herian frameworkwhile the Abramzon
Sirignano[34] modelwas used for evaporation and heat transfer

The outlined literature overviewmakes cleathat dfferent modellingapproacheshave been
implementedo predictcryogenieliquid injectionin an aghoc mannerprimarily depending on the
thermodynamic regimand specific flow features, e.g. swirling flowsR WKH DXWKRUVY NQR
is the first work in the open literature to propose and evaluate a modelling framework suitable for the
prediction of multiphasecryogenicwall-boundedlows for a wide range of pressure conditions and
capable of reproducinglistinct features such as flash vaporisation, supersonic expansion and
transition to a supercritical stat€he present studgonstitutes a comparative investigatiom the
predictive accuracyof different methodsregarding innozzle phasehangein both sub and
supercritical regimesFurthermore a universalmethodology based ombulated thermodynamics
applicable to both regimes is demonstratetviR XV ZRUNV RI WKH[3p )&V JU
demonstrated the robustness of the technique in modelling phase change and spraw finiging
injection applicationsThetabulation techniqubas been extended ¢oyogenicoxygen in this work,
based on the Helmholtz energy EoS for the calculation of thermodynamic propéniike the
majority of available studies, the present wddcusesmainly on the innozzle compressibility
related flow phenomenand highlightgheir influence on the spraxpansion andynamicsFurther
to the URANS simulationsperformed, hydrodynamimstability effects have beassessethrough
DES

2. Numerical methodology

Two flow solers, an implicit coupled presswelocity andan explicit densitybaseghave been
employed in the present investigation. Tdesicset of governing equatiorsolvedin both cases
comprisa the continuity, momenturand energygonservatiorequationsThe completdormulations
of the adoptechumerical methodologieslong with the sets of equatioaslved are described in
detal by Karathanassis et dl37] andKyriazis et al [38], [39] respectivelywith reference to the
pressureand densitybased solverdiscussed in the following sections

2.1 Pressurebased solver

Referring to the subcritical regime, a tpbase mixture approach was implemeritettie coupled
solver including an additional equation for the vapour transport. On the contrary, aflsiinigle
approach was adopted for the simulations in the supercritical regime, where the fluid properties for
each computational cell were provided hg REFPROP dataset. Numerical schemes s@tond
order accuracy were employed for the discretisation of the governing equations. The QUICK scheme
was employed for the discretisation of the vapiwaction equation, while a secomdder upwind
scheme wassed for density interpolation, as well as for the discretisation of the momentum and
turbulence transport equatiods implicit, secondorder backward differencing technique was used
for time integration with a timetep value of 18's, resulting to a CFL criterion value less than 1 in
the entire domain for the DES cases examined.

ububbledynamics basemhodel was employed in the coupled solver to capture the thasge
process under subcritical conditions. Mechanical equilibritanai common velocity field, was also
assumed for the two phases. Liquid LOx compressibility was imposed through the Tait EoS, while
the respective vapour phase was treated as an ideal gas. The set of governing equations for the mixture
was complemented an advection equation for the conservation of the vapour phase volume fraction
as follows:

;Eﬂ:éééQL46 1)



where the phasehange rate4@orresponds to that of flash vapatisn. For the simulations of this
study, the rate wasatculated from the HertKnudsen equation derived from kinetic theory of gases
[40]:

46 é#E.Ji:’I‘O :E:’L; (2)
st é4C6EJP

where R and T are the ideagas constant and the bubliiéerphase temperature respectiveliile

Aint is the overall vapour interface $ace area, calculated as [B7]. Since a mixture model is
employed, the interphase temperature is taken as equal to the local grid cell temperature provided by
the soution of the energy equation. The degree of deviation from thermodysailkibrium is
UHIOHFWHG RQ WKH YDOXH RI WKH DFFRPPRGDWLRQ FRHIILF
conditions similar to thermodynamexjuilibrium and strongly devigig from it, respectivelj41].

The capability of the Hertknudsen model in capturing the phad®nge rate with reference to
flashing flovs has been demonstrated[37]. The model haslsobeen utilised to descrigghase
changein both fundamentalbubbledynamics studies[40] and more applied simulations with
referenceto gasoline fuel injectorpt2]. This work demonstrateiss applicability with reference to
in-nozzle cryogenic flows.

The refrigerants and refrigeramtixtures database (REFPROP v.9.1) of the National Institute of
Standards and Techmgly (NIST) contains thermodynamic and transport properties for oxygen; the
properties provided by REFPROP have been derived using the Helmholtz energy EoS, as described
by Schmidt and Wagner if#3]. Further details on the EoS uskx the derivation of the fluids
properties can be found [d4], [45]. For test cases corresponding to supercritical pressine
REFPRORP library is dynamically loaded into the coupled solver in the form offarpralated look
up (structured) matrix. Material properties are stored in the matrix as a function of local pressure and
temperature. For the present simulations 8x201 matrix has been formulated with pressure and
WHPSHUDWXUH O\LQJ ZLWKLQ WKH UDQJHAYV . NBDVSHFWQOI B

2.2 Density-based solver

The 3D RANS equations in conservative form were considered in the ddrasd solvemyhere
a singlefluid modelling approach has been formulated in both the auth supercritical regimes. In
essence, referring to the subcritical regime, an infinite pblagege rate was assumed at the bubble
interface, i.e. establishment of thermodynasgtgilibrium, and the entire process was replicated by
an appropriate EoSSince the Mach number @ausible to obtaira wide range of valueis the
simulated cases, owing to the fluid phase transitigose liquid, vapourtwo-phase mixtureor
supercritical fluid, a Machnumber consistent numerical flux has been implemented based on the
HLLC and the AUSM fluxeg46], [47]. Conservative variables at cell interfaces, required for the
calculation of the fluxes, were determined using the MU${ahcock reconstructiof8], second
order accurate in space. A fowdhder accurate, fotstage Rung&utta method has been selected
for time integration, with a CFL criterioof 0.8 imposed for all the simulations performed.

LOx thermodynamicpropertiesrequired by the densitybased solverare derived from the
Helmholtz energy EoS, which is calibratectin the WHPSHUDWXUH UDQJH T
maximum pressure andensity of phax 03D DREL387.1 kg/m, respectively The
properties ar@rganisednto a thermodynamic tabléhat may include a narrower range of values,
depending on the applicatiohhe dimensionless form of the aforementioned Ewv$he Helmhdtz
energy f having as independent variables the dersitythe temperatufd9] is:
/'E?'L::L'E;LU“:L'E;EL‘JS‘:UQ; )

where/ ! L, 2 JT. Fromthe expanded form of E¢B), where thelimensionless Helmholtz energy
of the ideal gag® and e residual Helmholtz energy can be calculated img the correlations
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repated by Kyriazis et al. i138], all the necessarythermodynamic propertiepressure, internal
energy, enthalpy and speed of soundh be obtained, as function of density and temperature.
Saturation conditions are identified by the Maxwell criteripa. the pressure for which the Gibbs
free enegy of the liquid and vapour phases are equal for a given temperéhardiuid properties
within the saturation dome are calculated by the mixture assumption, whereas the mixture speed of
sound is dtermined from the Wallis spe@d-sound formulg41]. Fig. 1 presentghe variation of
oxygenpressuréFig. 1a), speed of soun(ig. 1b) and internal energfFig. 1c) derivedwith density
and temperatur@scalculated mploying the procedure in méon. The saturation curve in each plot
is represented as a black dashed.line

Solving the Helmholtz EoS at each time step would incur considerable computational cost, as it
requires root finding of netinear equations. Hence, a tabulatita technique, similar to that
proposed in[50] has been implemented after explicitly solving the Na@tmkes equations. A
structured thermodynamic grid of 100,400 elements has been created, containing information for all
the thermodynmic properties on each node defined by a density and internal energy value. The
GHQVLW\ UDQJH RI WKH JULEGRIiWded into 251 points of fixed;,é= 5.055
kg/m?, while the internaknergy range of the grid is "A” Nkg divided into 400 points
of fixed ¢A= 0.84161 kJ/Kkg.

Fig. 1. Threedimensional phase diagrams for oxygen: (a) puess(b) speed of sound and (c)
internal energy in terms of density arinperature.

Once density and internal energy are calculated by the RANS equations, the corresponding
elementof the thermodynamic table is identified through numerical inversion from the above
TXDQWLWLHV $Q\ WKHUPRG\QDPLF apsdxiSibtediViy a3finkRel ehiert W D E
bilinear interpolation:

168N L ALaxO@, : 64N > ()

where Ecorresponds to pressure, temperature or speed of sound, required for the calculation of the
fluxes in the densitypased solver. Full details on the sb&pnctiondN employed ad the calculations
of unknownsb on each noda are reported if38].

2.3 Turbulence closure

The Reynolds number characserg the flov has been found to be well within therbulent
regime for all the cases examinaad ranging fronD.6to 22m. The nozzlediameter was used as
the characteristitength scaleéor the estimation of the Reynolds numbehjle anapproximatiorof
the velocity was made based on experimental valudseohass flow rate and the properties of the
liquid phase athe saturation pressureorresponding to thajection temperatureThe k & Shear
Stress TransportSST) turbulence modelvas thereforeemployedto account forcontributionson
fluid (or mixture) viscosity andthermal conductivityk due toturbulenceeffects. The specific
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turbulence model has been demostratgretéorm well inboth moderately and hightyrbulentwall-
boundedlows, wheresecondanflow is also possible tarise[51].

With reference to the DES approathe delayed étached eddy simulation mod@DES) was
incorporated52], which is formulatedo switch between &ANS (k- & 6 6§ and a Large é&dy
simulation(LES) Model depending on thgrid resolutionand the local turbulenndength scale.
Hence, the computational cost cané&euced in regionshere the influence of turbulence in the flow
field is expected to be mino®n the contrarythe model switches to a Smagorindike subgid
model capable of resolving turbulent structures in high-desity regionslt is importantto
highlight that theDDES formulation prevents grieinduced separation from occuringragions of
grid refinementnside attached boundary lay§sS].

2.4Domain discretisationand grid independence

A typical converginegdiverging nozzlewas selected as the computational domain, since
experimental datavith reference to cryogenic liquidge available in the literatufer the specific
layout Since theorifice is axisymmetricthe domain was reduced toneedgeproduced by rotating
the nozzle layout, depicted kig. 2, around the symmetry axiiy 5°. A full 3-D domainrepresenting
theentire orifice volume (rotation of 380was selected for DE@s the use of truncated domains and
the imposition of a symmetry boundary ddion was found to induce Coandige pseude
instabilities[54] leading to an asymmetrical flofield at the diverging nozzle pass also depicted
in Fig. 2, the inflow sectionhas been expanded upstream in lmwimainsto impose the stagnation
conditions of the experiment

| 100mm ,
- I
(S
§ inlet Constant diameter throat length=11.35mm
- Throat diameterd = 3.56 mm 3784
.78deg
4 /6'79 deg Solid Boundary | outlet ,_
1 117 & — 163 mm
Axis of Symmetry ' | 311mm | T
|

Fig. 2. Geometry of the cooal convergingdiverging nozzlg10]. The inflow has been expanded
upstream irorder to impose thetagnation conditions of the experiment.

A test case here severe jet expansigmexpected to occur (refer to case Z'able 3) has been
selected toaluate the effect of grid density on the produced numerical resghsdingghe RANS
simulationswith the pressurdasedsolver beingselected to conduct the grid independence study
Fig. 3 presents the pressuyifdg. 3@ andvolume vapour fractio(Fig. 3b) distributions atthe orifice
symmetry axisas produced by three numerical grids consisiproximately of 37, 60 and 1@0°
cells, respectivelylt is evidentall three grid can capture the overall flow behavioitrhas been
verified thattheaveragaliscrepang in the pressure valgelownstream the throat regibetween the
intermediate and fine grids of the order 01.92%, while the deviations in theapour fraction values

areapproximately0.12 %
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Fig. 3. Grid independence study for RANS simulatigay pressure and (ovapour volume fraction
distributions at the orifice symmetry axis for grids of increasing cell count.

Hence, the intermediate grid, the topology of which is depictdegnda has been considered
sufficient and it has been utilised by both solvers. As also shown in the detailed Vigw4a, grid
refinementlayers were placed in the vicinity of the orifice wall resulting in a maximtutistance
of the order of 1.0 in the throat regioh.much finer grid compared tine RANS smulations has
beenutilisedfor DES Thegrid density waslesignated by th&aylor length scale:

&L Ysra R4, (5)

wherelL is a characteristic length scafsleced as the nozzle throaiameter(di=3.55mm) in the
specific caselnertial turbulentstructuredarger than the Taylor length scaee resolved through
LES, while smaller viscous isotropic scalese modelledThe Taylor length scale for the cases
examined lies in the randga)-120 m. As depicted inFig. 4b, a structured mesiwith gradual
refinement at the throatgionhas beemeneratedor the DESinvestigation

Y

O

1 1 L 1 1 1 L L 1
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(b)

Fig. 4. Computational grid employefdr (a) RANS simulations and)(BES Detailed view of the
nozzle inlet as well as the nozzle throat region are presented as insets for both grids.

More specifically, the base resolution level at the upstream and downstream nozzle parts was
progressivelyefined to the lowest value of tHeaylor length scale at the throat region. Neall
refinement was also applied leading torglues of the order of 0.15 in the throat region. The overall
cell count of the grid developed for the discretisation ofdth&60° domain was approximately equal
to AScells.

2.5Boundary and initial conditions

Suitable boudary conditions complementetle governing equations, in order rgplicate the
physical conditions prevailing during the actu&x-injection processDirichlet type boundary
conditions i.e. constansstaticpressure valuesorresponding to the actual operating conditimese
imposed at the domain inlet and oufiet all the cases examined. Furthermaeerogradientwas
imposed forthe boundarynormal velocity componerdt the inlet while the rest of the velocity
components were set to zero. A-slgp condition was imposed at the nozzle wBkferring to the
energyconservatiorequation,constant temperature anternatenergy values are imposed at the
domain inletand outletfor the pressureand densitypased solvers, respectively, owing the
different equation formulations implementeceachsolver The orifice wall was treated as adiabatic
At the outlet boundary, zemgradientboundary conditions were set to edlocity components and
transported quantitie3.hetypes ofboundary conditionset forthe examinedcases are summarised
in Table 1. The specificboundarycondition valuef each variablandfor each of the examined
cass are presentenh Table of section 3

The RANS simulations were initialised assuming pure liquid (vapour faats®) in the entire
domain, while the domain initial pressure and temperature were set equal to tativesplet
values. Quiescent fluid®L r;was assumed at the initial time instance. DES cases wereigeitial
using the flow and temperature fields obtained frpraliminary rurs for the same conditions
considering laminar flow of the liquid phase ordp, as to provide the perturbations necessary for
turbulence structures to develop. The initial conditions set are also summairisduderi.
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Tablel. Summary of boundary and initial conditions imposed for the numerical simulations.

Inlet Outlet Wall
Pressuréased LLLys 6L G4 LL Lgee 6L 60c QL r 060JLT
Densitybased LL Lys AL Ays LL Lgec AL Aec QLr o060JLT
Initialisation
RANS QL r 6L ;s =Lr
DES Solutions initialised with singkphase laminafiow

3. Numerical simulations and results

The test cases examined in this study are summaristabie . As can be seen, both sudnd
supercritical injection pressures have been consideviate specifically, the pressure and
temperature conditions of case 1 were obtained from the experirnantphign of Hendricks et al.

[10] for which data regarding the pressure distribution along the orifice are availhleleset of
boundary conditions of case 2 was chosen as representative of astgmdgine. Rockeengine

tests with the same outlet/chamber pressure have also been conducted on the Mascotte test bench o
ONERA[13]. Finally, the conditions of case 3 were selected to be within the range of operation of
the LOx turbo pump of the Vulcaid engine of Arianne 5 heavijt space launch vehicl5], [56]

and higher than the combustion chamber preg8ilirevhile maintaining the same pressure difference

as in case 1. The rationale was to pinpoint the significant variation in expansion dynamics between
sub and supercritical pressure injection despite theilaiity in macroscopic flow parameters.
Simulations for all cases were performed with the use transient solvers, yet it was confirmed that the
respective flow and temperature fields reached to stefadg solutions in most cases.

Table2. Matrix of test cases examined. It must be noted that temperature lies in the subcritical regime
for all cases.

in A S out-10° Tin en-10° Pressure
Case p[Pa] p[Pa] IK] [m2kg/<?] Regime Phasechange model
Helmholtz EoS /
1 11.4 2.6 115.3 -361.01 Subcritical HertzKnudsen
Eq.(2)
Helmholtz EoS /
2 43.0 10.0 93.6 -400.44 Subcritical HertzKnudsen
Eq. (2)
3 1330 1242 936 -40329  Supercritical Helmngos /

3.1 Code validation

The pressurdased solveremploying the HertKnudsen phasechange model has been
extensively validateaith reference tanternaly and externdy flashingflows consideringvater as
the working mediunn D SUHYLRXV ZRUN R I|[3¥]KMbrédsabific&lly thE ndoddRnas
been demonstrated to accurately capture pblaaege in a convergingivergng nozzle similar to
theone ofthe present study, a (throttle) nozzle withalinupt contraction and a rapidly depressurising
duct (pipe blowdown) To further demonstrate the accuracy of the HEnmdsen modekdditional
simulations have been performed for the geometry descreal in
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Fig. 2 and thenumerical predictions for LOx mass flow ragee comparedn Table 3 against
experimental datavailablefrom [10]. As can be seen, good agreement between the numerical and
experimental data is achieved for alevrange of conditions in the subcritical regime.

Table 3. Comparison between experimental and numerical results. The-Kleutdsen model was
utilised for the flonsmulations.

Boundary conditions Experimental Numerical Deviation
pnAS[Pa] pourl0°[Pa]  Tin[K] " Q3 _[kals] “ gkg/s] from “Q;_
49.2 7.1 1340 0.669 0.677 1.25%
38.9 6.1 134.2 0.542 0.541 -0.17%
25.1 3.6 116.1 0.541 0.560 3.58%

Furthermorethe densitybasedalgorithmhas been validatad previous workswith reference to
bubble [38], and dropletdynamics[57] simulations, while theaccuracy of theabulated technique
based omHelmholtzenergyEoShas beewerified with reference tohe properties of4lodecang38].

An additional validation study has been setruprder tdurther evaluate the capability the density
based solvewith the Helmholtz Eo$hermodynamic closure to capture wlalunded_Ox flows. A
computational domain corresponding teederenceconverging diverging nozzlef circular cross
sectionwas realisedndthe numerical results wemmpared againsihnal-D HLLC solverfor the
Euler equations considering an EmiShe formS | | which can be provided in eithanalytically
[48] or in a tabular forni38]. The orificecrosssectional areabvarieswith its length . according to
the relation5:.; L rdas|.®5 Erasfor . D>Fta?l . A 5° wedgeof the geometry was considered
as the computational domadatiscretsed by a structured grid 6200 cels. The cellsize was uniform
and equal to 10.0 mm aig the longitudinal direction, while it varied netenapproximately 0.9 mm
(throat region) and.3 mm(upstream and downstream parts) along the radial diredtiendensity
and temperature at the domain inlet were set equakjglL zsyiy-C | and 6 L svu,
respectively, which will lead to ah Q OHW S U H V V>PH,whilR the outldk pressure was set to

A% Pa. As made evident big. 5, the obtained numerical solution and thesrefce 1D
solution are in excellent agreement regarding all the plotted quantities. Due to subsonic flow
conditions in the entrance, the flow accelerates ircdmyerging partKig. 5a). The expansion of the
of the twophase jet leads to further acceleration and transition to supersonic veld€gieSby,
while the supersonic region is extended all the way down until the exit of the orifice without the
manifestation of a shockwave system, as made clear by the pressure distribBtgprbaf AlImost
full liquid vaporisation has occurred by the outlet location, as depictedyirbd. It has to be noted
that, apart from this initial validation study, further comparisons of the numerical results have been
conducted against available experimental data, as discussed in the following section.
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Fig. 5. Validation of the densithased solve(OF) for the convergingliverging nozzle case:
Numerical results fo a) pressure (b) velocity magnitude(c) Mach number(d) vapour volume
fraction distributions along the orificeymmetry line and comparison against the predictions of the

1-D solver (HLLC)

Finally, the accuracy of the employed presstvaged solver using the REFPROP database to
replicate phase change in the supercritical regime has been verified against thiatigean
measurements of Mayer et fd8] for a Nbjet, since quantitative data on supercritical LOx could not

be obtained from the open literature. The jet enters at a velocity of 5.4 m/s a chamber where
supercritical pressure (3.98 MPa) and temperature (137 K) conditions persist. The Reynolds number
chamcterising the injection is equal to 1.5321Big. 6 depicts the average density distribution along

the jet axis obtained through 3D LES, while the averaged density field is presented in the figure inset.
It is demonstrated that very good agreeiris achieved between numerical and experimental results.
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Fig. 6. Validation of the pressurbased solveusing NISTREFPROP databaseComparison of
numerical predictions of the average-jdt density distribution at the jet ax(solid line) aganst
experimental data (symbolg8]. The average density contour plot is depicted in the inset.

3.2 Simulations in the subcritical regime

The numerical results corresponding &s& 1 and 2 of Table are discussed in this section
Fig. 7 illustrates the distinct flow features predicted by the two solvds case 1The rapidfluid
pressuralrop in the throategionanddownstreams clealy shown inthe contour plos of Fig. 7a. It
must be noted that the top and bottom frames correspond to the predictiongpdstheae and
densitybased solvex respectively A pressure minimum is reached at the orifice diverging part
followed by the manifestation of a shock wavéde pressure rdevelops to its atlet value further
downstreamAs shown inFig. 7b, the fow accelerates in the converging pagyertheless the flow
velocity is adjustedby the local speedof-sound velocity which is in turn designated by the
composition of the ta-phase mixture. Th#tow further acceleration downstreaime nozzlehroat
corresponds to the expansion of thenozzle choked flow (M=1)AImost full liquid vaporisation
occurs at the diverging paot the geometry{Fig. 7c¢), thus,the value of the mixture Mach number
also increasegaso highlighted in section 3¢ Furthermore, ltiid temperature decreasas the
region as shown irFig. 7d, due to thdaransformation of sensible tatentheatrequiredfor bubble
nucleation.Although, the physicafjuantity fields predicted by the two solvers are qualitatively
similar, distinct discrepancies can be detected, especially in the vapour fraagon/¢ and
temperature fieldsHg. 7d). Those discrepanciese rootedn theinherent differencen the way that
therate of phasehanges imposed irthetwo solversin essence, through the adoption of an EoS,
an infinite phasechange ratés imposed byhe densitybased solverOn the contrary the rate in the
pressurebased counterpart is inherently finite due to the adoption of aqghasge modelHence,
the densitybased solver predicts more rapidpourformationin the nozzle throafFig. 70, with
noticeable afteeffectsin the flow and temperature fields

E A (a)

p[10° Pa]: O 6 12

X
I

Om
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FE A (b)

Ux[m/s]: -10 20 50 80

T [K]: 105 115

FE W x=om

T [K]: 90 100 110

Fig 7. Contour plots of the (a) pressui®) velocity (clgaseous volumieactionand (d) temperature
field in the nozzlghroat regionfor casel of Table3. It is noted that differentariable rangeshave
been used in frame (d) to enhance clatitpper frameslepict predictions produced usingtHertz
Knudsen( 0.7) phasechange modelEqg. 2), while lower frames those producedsing the
Helmholtz EoSEQ. 3). All contours representthe part of the nozzle from L Fravw to : L
razl.

Fig. 8 depicts thedistributionof physical quantitiesit the orificeaxis ofsymmetry as predicted
by the two solvergor case 1las well astie experirental data availabley Hendricks et al[10]. As
it can be seen ifrig. 8a, the numerical results from bo#olvers are in good agreement with the
experimenal valuesregarding the axial pressure distributidime profilesshow a abruptpressure
drop initiating at the throat area along with a flow acceleratiog. (8b). The magnitudein the
imposed phasehangerate leads to noticeablevariation between the axial velocity distributions
obtained by the two numerical approachieéss remindedthat the thermodynamicclosureof the
densitybased solveis based on tabulated datatrinsically imposng thermalynamic equilibrium
between thgphasesOn the contraryphasechange in the pressubased solver is designated by the
source term in the vapour advection equatibrwas verifiedthough preliminary simulationthat
adoptingan accommodation coefficientvalue (refer tdeq. (2)) of 0.7 gives the closest agreement
between the predictions of the pressbased solver and experimental data of Hendricks @il
which suggests a moderate yet clear deparfuom thermodynamic equilibriumAs already
mentioned, the increasg@ihasechangerateis the causéor the higher flowaxial velocity (Fig. 8b)
and vapouifraction distributions in the throat regioRig. 8c) obtainedby the densitybasedsolver.
A highervapourextentin thetwo-phase mixture forming in theozzlethroat affectsthe local speed
of-sound values and consequentlye mixture accelerationn the diverging part Likewise,
temperature drop is aldmked to phase changehus, he higher vapour formatioobserved intte
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dersity-based solver is associated wittore extensivetransformation of sensible to latent heat and
consequent temperature decrease, as shofig. 8d.
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Fig. 8. (a) Pressure(b) velocity, (c) vapouvolume fractiorand (d) temperature distributions at the
orifice symmetry axis, as predicted by the twamericalapproachegor case lof Table 3.

As an additionalstudy of evaluatingthe accuracyof the proposechumerical approaches to
replicate phasehange the predicted mass flow rate through the nobale beerrompared against
the measuredvalue 1 6 5(=0.27 kg/s)by Hendricks et al[10], for case 1 ofTable 3. The
discrepancies betweemmerical and experimental datee summariseth Table . As can be seen,
the formulation basednothe phasechange model achieves closer agreememompared to the
employing tabulated thermodynamids agreement with esblished knowledge regarding the
departure of flashing flowsom thermodynamic equilibriun{59] 461]) the densitybased solved
imposing an infinite rate undg@redicts the maslBow rate, yet since only a moderate departure from
equilibrium is experienced in the specifieometrical layout, as also shown[8Y], the relevant
results are still of acceptable accuracy.

Table4. Evaluation of LQ massflow ratevalue through the orifice predicted by the two solvers
case 1 offTable.

Phasechange mechanism Predicted “ gkg/s] Deviation from “ 65 _
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PressurdasedEq. Q) 0.263 -2.59 %
Densitybased, dbulated thermodynamics 0.247 -8.36%

The numerical result$or case 2 offable , characterised by a smaller pressure difference along
the nozzle boundaries compared to casd presented iRig. 9. A rapid fluid pressure drop at the
nozzlethroat region followed by themanifestation of a series of pressure peaks at the diverging part
is illustrated particularly for the pressuigased solve(Fig. 9a upper panel)The presence of this
series of shock cells, which will be thoroughly discusseskation3.4, is a cleacharacteristic of an
underexpanded jet and confirms the resemblance in expansion dynamics betw@dasedlashing
and supersonic gas jg62]. Comparison between the upper and lower Eaoidrig. 9areveals that
thelocations of thdirst Mach disk énnotated as regior) and oblique shockvaves(region 3 are
clearly discernible in the pressure field produced by the prebsgegsolver (upper panelpn the
contrary, the respective features canoeiclearly defined inhe plot corresponding to the rosty-
based solveidt must be notethat the specifisolver converged to a transient, oscillating flow field,
where the shockwave locations diffdislightly over successive time instances, unlike ghessure
based counterpart that predicts an invariable flow field. Hence, the difference in shockwave dynamics
is reflected in the timaveraged results presentedrig. 9. Fig. 9b depictingthe axial velocityfield
alsodemonstratea more significanflow deceleration at théocatiors of the normal and oblique
shockwaves predicted by the pressbased solver

In a smilar manner, distinct features emanating frtme local pressure fieldre evident in the
contour plots of the vapowolume fraction depicted iRig. 9c Phasechange is not as extensive as
in case 1 offable, as it isdisrupted due to thieigher pressure to which the flow must equilibrate, in
essencghrough the formation of theomplex shocicell systemOnce again, abrupt gradients of the
vapourvolumefaction values in pressupeak locations are evident in the poidns of the pressure
based solver, while the respective field produced by the ddresstyd solver appears smoothened
DQG VRPHZKDW pVPHDUHGYT RZLQJ W R-phageHloln Wettiddedpe@ed R1 WK
fluid temperature decreases in ttlgoat region, as shown irFig. 9d, due to phasechange.
Nevertheless,subsequentemperature increastakes place further downstreanin the nozzle
diverging section, due to the compressible nature of the, fagdthe flow readjusts to higher
pressuresOverall temperature diferrences are considerably more moderate compared to case 1.

Ux[m/s]: -40 0 40 80
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l X=0m

T [K]: 90 945 99

Fig 9. Contour plots of the (a) pssure, (b) velocity (c) vapouplume fraction and (d) temperature
fields in the nozzle throat region for cageof Table. It is noted that different variable ranges have
been usediframe (d) to enhance claritypperand lower panelgepict predictions produced using
the pressure and densitybased solver, respectivelill contours represent the part of the nozzle
from: L Fravw to: Lré&zl.

Fig. 10depicts thexial distributionsof physical quantities of intereat the orificesymmetryaxis,
as prediatd by the two solvers for caseThe pressure profiles &g.10a highlight the discrepancies
in the predictions of the two solversince the pressure peaks are muncine clearly defined in the
results produced by the presstiased solvedenoting the presence of two normal shockwaVks.
transient nature of the results of the denbiged solver will not allow for the shock formations to
become evident on the pegged timeaveraged results as the shock axial location remains unsteady.
The distinct featuresf the pressure field designate the respective vel@Eity 10b) and vapour
fraction distributions Fig. 109. Oscillations in both distributions can bletectedat Nréz e
where regions of high and low pressure overlap, hence adjusting flow acceleration and phase change.
The twosolvers are in good agreement on the prediction of the maximum axial velocity immediately
after the throat aredJnlike case Ihat corresponded to a lower outlet pressure outlet, full vapour
condensation occurs in the diverging section and pure liquid exits the ndheleemperature
distribution ofFig. 10d reveals that the mixture cools down only moderately during expanson, a
phasechange is disrupted by the pressuradgistment to higher values. Once again, due to the
infinite phasechange imposed the temperature drop experienced is higher for the density based
solver.
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——————— Density-based -.-.--- Density-based
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Fig. 10. (a) Pressure, (b) velocity, (c) vapour volume fraction and (d) temperature distributions at
the orifice symmetry axias predicted by the two thermodynamic approadbesase 2 gqffable

3.3Simulations in the supercritical regime

Fig. 11 illustratesthe distinct features of the flow fielith regard to supercritical pressure
injection (case 3 ¢Table ). Similar tothe subcritical cases, the predictions of the two solvers are
comparativelypresented ireach plot ofFig. 11. As can be observedhe two numerical approaches
are in agreement regarditige overall flow evolution, whichexhibits smooth transitions regarding
all the plotted quantitie®\s expectedpressure decreasasthenozzlethroat Fig. 11a), asthe flow
accelerateslue tothe geometrical constrictio(Fig. 11b). The fluid retainsliquid-like densities
throughout the domai(Fig. 11c), while the moderate depressurisation at the contracting section is
accompanied by a mild temperature drBm( 11d). All the distinct flow features identifiefibr the
two sibcritical cases, i.e. flow expansion and formation of shockwaves, are completely absent in the
supercritical regime

(a)
p[10°Pa]: 70 100 130

X
1
o
3
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(b)
Ux[m/s]: O 50 100

X=0m
(c)
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X=0m

Figure 11. Contour plots of the (a) pressurg) velocity (c) densityand (d) temperature fieltbr
supercritical injection(case 3 dfable). Upper frames of each figure depict the predictions produced
usingthe pressurdased solver and theIST database, fle lower frames those producedinga
densitybased solver andabulated data produced by solvinge HelmholtzEoS All contours
represent the part of the nozzle framL Fravw to: L razl.

Similar to the sukeritical casedliscussed earlieFig. 12 presentsn a comparative manndéne
distributions of the quantities of interest along the symmetry axis of the nozzle. The distributions of
pressureKig.12a and densityKig.1209 demonstrate that since the entire flow protakss face at
supercritical pressurgshe fluid possesses liquitke density, hence, copnessibility effects are
absentSince all quantities are correlated to the medium density, the distributions of axial velocity
(Fig.12b) and temperature are alsogood agreemenFig.12d). he pressurbased solver predicts
slightly lower density valuem thethroat region than the densityasedone In this specific case,
where both solversmploytabulated thermodynamics, the differences in the results cédtribatad
to minor differencef the levels of accuracy and refinement of the tafbdes which thermodynamic
properties are obtained
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——————— Density-based ---.--- Density-based

(C) (d) Pressurebased
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Figure 12. Distribution of (a) pressure, (b) velocity, (c) density and (d) temperature at the orifice
symmetry axisgs predicted by the twamlvers adopting differethermodynamic approachés case
3 ofTable

3.4 Comparison of expansion dynamics for the two regimes

A comparison betwedrigs. 13a-b andFig. 13creveals that the flowvolutionin thenozzlethroat
and downstreandivergingregion exhibitsa highly variable behaviouretween the subcritical and
supercritical cases examindd thesubcritical pressureegime the flow first becomes supersonic in
the interior of thelomainwhere sound speed is lowest. Shock waves occurring within the nozzle can
LOQWHUDFW ZLWK WKH ERXQGDU\ OD\HU IORZ DQG UHVXOW L
supersonic flowpreviously observed in singlghase nozzle$63], [64]), refer especially t&ig. 13b.
Flow through the Mach stem is brought to subsualocities, while flow through the annular oblique
shocks remains supersonic. The pressure across the boundary between these two regions is matchec
but temperature, entropy and velocity changeoatrdiscontinuously immediately downstream of the
point where the oblique shock, Mach disk and reftésteock intersect, referred totagtriple point
in relevant flow studie¢[65], [66]). Turbulent mixing takes place across this boundary, eventually
bringing the core of the flow back to supmtg velocities prior tdhe next shock celln the case of
supercritical pressur@-ig. 139, flow accelerates due to the geomedfythe nozzle throawithout
exceeding a Mach number of 0.2 at any point. In the diverging part thed8oelerates witimo
discontinuities in any of theaviable fields. As mentioned also in paragraph#heflow field exhibits
no appreciable distinct features.
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Figure 13. Contour plot of thevlach numbeiin the throat andlownstreanregions(predictions of

the pressurdased solver)(@) Case 1 difable

Pin / pout=43.0 bar / 10.0 barand ) Case 3 g

fTable

| pin / pout= 11.4 bar /2.6 bar, (b) Case 2 difable]

Pin / Pout = 133.0bar/ 124.2 bar.

Fig. 14 presents the axial velocity values on four different planes perpendiculartozile axis
of symmetry For the subcriticatase 2Fig. 14a where the flow reaches Mach values up to 4, it is
clearly evident that the flow keepscelerating past the nozzle throat (X = @0 Hence, thelow
expansiordue to the compressible nature of the-pi@se miture is once again demonstrat€mh
the contrarywith regards to theupercriticalconditionswhere the fluid retains liquitike densities
(case 3Fig. 14b), the flow reaches the maximum velocity at the end of the throat and then decelerates
steadily suggesting thany influence of compressibility is absent

(@)
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Figure 14. Crossflow velocity profiles for: (a) subcritical case 2 (Uxmax = 86.6 m/9 and (b)
supercritical case3 (Uxmax= 111.4)m/sof| Table

3.5Flow instabilities

Flow instabilties arising due to the abrupt changes in pressure and density of the fluid are plausible
to influencethe flow field in the subcritical regimén order to fully elucidate such effecesdditional
DES have been performed for cases 1 and[Pable ] It should be noted thahe pressurdasel
solverwas employed in DE®iith the phasecharge rate beingimposed througheqg. (2). Average
fields were obtainefbr a total flow time of5 ms which is equivalent t60,000time steps and are
presented irfrig. 15.

(a)
p[1C°Pa]: 0 6 12

p[10°Pa]: 0 20 40

(b)
Ux[m/g: -10 20 50 80

Ux [m/g]: -10 35 85

(c)
al-|: 0 0.5 1

al-]: 0 0.4 0.8

Figure 15. Contour plots of timeaveraged field over the nozzle plarfespmmetry upper frames
correspond to case 1 and lower ones to case[Pable] (a) pressure(b) axial velocity and )
vapourvolume fraction The figures inclde the part of the nozzle from L Ftuavll to : L

{z&all .

The elucidation of the influence tdw instabilities is of high practical importance, since they can
affect the delivery performance of the oxidiser injector with subsequent consequences on the
combustion efficiencyA recirculation region has beeadentified immediately downstream of the
Machdiskin numerical studies, yet experimental data do not verify this fegdfeFig. 16 depicts
three characteristic D& time instances for the subcritical case where a severe jet
expansion has been obseryadletailed view of the region slightly downstredme nozzle throat is
depicted.The black line evident on the vectargercontour plots signifies regions where M3he
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three instancemake clear that the flow is oriented to the direction of the oblique skhagks and
remains parallel in the region @mpassed by the M=1 Hime. On the contrary, as depicted in all
three instances a complex recirculation pattern sets in at the subsonic boundary layesolt is al
interesting to notice ikig. 16a andFig. 16c that the flow turns away from the nozzlesax.e. towards

the wall in the flowregions in the vicinity of M=1so-lines (annotated as regions3lin the plots).

This flow behaviour is also similar to the velocity field of expanding supersonic gé&Jetsinally,

as shown irFig. 16b significant flow deceleration and transition to the subcritical regime perturbs
the flow significantly, so as to indutiee emergence of an extensive recirculation pattern even at the
channel coréregion4), where parallel flow prevails in the other time instanéascan be observed

in the three time instances Big. 16, the locations in the channel core where the flow decelerates,
thus denoting the presence of normal shockwaves, are not fixed in ticesé?2. To highlight this
behaviour,Fig. 17 presents the distribution of the pressure gradient over the nozzle symmetry axis
for three different time instances. It is evident that the location and the magnitude of the first of the
shock cells, which maiests in the vicinity of the axis are not stable but rather oscillating in time,
thus producing a less sharp representation on theamged fields, a trend similar to that obtained

by the densitypased RANS solver, refer tig. 9 andFig. 10. Thesdfeatures have been verified to
remain static for the subcritical case 1.

()
Ux[m/s: -40 0 40 80
X = 0.015 m
X =0.065 m
(b)
Ux[m/s: -40 0 40 80
X = 0.015 m
X = 0.065 m
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Figure 16: Velocity vector®ver axial velocity contour plots a detailed vievafterthe nozzle throat
exit (X=0.015m) corresponding to characteristic time instances of DES: &0).240 s, (b) t+1.0 ms

and (c) t+2.0 ms. The black Bme signifies M=1 regions, while the numbered veciodicate

regions of distinct flow features.

Figure 17. Distribution of the pressure gradieat the nozzlsymmetry axis for case 2|0&ble
Time difference between the instances is 83

In order to highlight the manifestation of turbulence within the nozzig, 18 presents a
visualization of the vortical structures arisifay the subcritical cases 1 and 2, based on the DES
results, using €riterion isesurfaces. A common characteristic for both cases, constitutes the almost
complete absence of structures in the throat region. Rings are only formed on the walls of éhe nozzl
where the constastiameter throat begins and ends. A multitude of vortical structures emanating
from the shockwave location develop in the diverging section of the nozzle, which, in fact occupy the
major part of the section for case Hig. 183, for which the flow retains high velocities until the
outlet, refer taFig. 15 The relevant distribution for case Rig. 18b) exhibits structures of smaller
scale densely forming in the region of the shd@mond system, yet decaying well upstream the
nozzle wtlet due to the low flow velocities past the norfslabck sequence.
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(a)
Ux[m/s: -30 0 30 60

I
X=0m X=0.049 m

(b)
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Figure 18. Visualisation of vortices using)-Criterion iso-surface (Q=2 A0°) coloured by axial
velocityvaluesfor the DES results of (a) Case Pin / Pout = 11.4 bar / 2.6 bar, (b) Case 2
of pin / pout = 43.0 bar / 10.0 ba The figurs include the part of the nozzle from L
Frasyl to: Lr&sl.

4. Conclusions

Two-phase oxygen flow was numerically investigated in a conver@jveyging nozzldn both
sub and supercritical pressure conditions udhagh URANS simulationsand DES.The selected
conditionsare typical forthe component operatioof lower and uppestage rocket engine$wo
phasechange mechanisms have been utiliz&dfinite phasechangerate imposed by a Hertz
Knudsentype equationwas found to give the moatcurate results regarding the tploase oxygen
flow field in the subcritical regimesuggesting a moderate departure from thermodynamic
equilibrium. Nevertheless, thaldulatecapproach based on the Helmholtz EoS proposed in this work
was foundo prodice results of sufficient accuracy for both sahd supercritical pressure regimes,
hence, rendering it a universal modelling approach for cryogenic fluid injeEtiom a flow physics
standpoint, in the supercritical regime the flow exhibits smooth itiams for all quantities of
interest. Overall, the flow field exhibits no appreciable distinct features and abrupt gradients. On the
contrary, in the subcritical regime, flash boilinglddx takes place, i.e. abrupt vaporisation of the
liquid phase, accopanied by flow acceleration to supersonic velocities and abrupt pressure
gradients. In the case with the most severephase jet expansion, a series of shdigknonds set
in at the nozzle diverging region verifying the flow similarity to the expansiansafpersonic gas
jet. DES demonstrated that the flow transition from the supethe subsonic regime perturbs the
velocity field and gives rise to extensive recirculation patterns both in the botdaglaryegion, as
well as in the channel core. Theiméindings of this study are applicable to propulsion components
of space vehicles whet&x is currently the prevalent oxidiser option but also to other applications
where cryogenic liquids are the working media, e.gz foDrefrigeration systems.
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