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Abstract. The two-phase flow of liquid oxygen in a converging-diverging nozzle has been 

numerically predicted at conditions resembling those that prevail in the lower-stage boosters of rocket 

engines realising lift off, as well as in the respective upper stages operating in sub-atmospheric 

pressures. A comparative evaluation of the predictive capability of a pressure and a density-based 

solver with various approaches regarding the imposed phase-change rate and thermodynamics closure 

have been performed. The departure from thermodynamic equilibrium during phase-change has been 

taken into account via implementation of a bubble-dynamics model employing the Hertz-Knudsen 

equation in the pressure based solver, whereas thermodynamic equilibrium is adopted in the density-

based solver. Tabulated data for the variation of the fluid thermodynamic properties have been 

derived by the Helmholtz Equation of State (EoS) in a modelling approach universal for both the sub- 

and supercritical states. This approach has been comparatively assessed in the sub-critical regime 

against the bubble-dynamics-based model including different EoS for the liquid/vapour phases and 

against a different tabulated approach based on the NIST dataset for supercritical injection. In terms 

of flow physics, more severe flow expansion in the diverging part of the nozzle has been detected for 

subcritical pressures, leading to supersonic flow velocities and significant cooling of the fluid 

mixture. Complementary Detached Eddy Simulations (DES) have provided detailed insight on the 

complex expansion phenomena and flow instabilities manifesting on the divergent part of the nozzle 

for subcritical-injection conditions. The comparison of the numerical predictions against available 

experimental data and analytical solutions demonstrates the suitability of the employed 

methodologies in describing the evolution of the cryogenic oxygen flow expansion and phase-change. 
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Nomenclature 
A  area (m2) 

a  molar Helmholtz energy (J) 

α0  dimensionless ideal gas contribution to the Helmholtz energy (-) 

αr  dimensionless residual Helmholtz energy (-) 

c speed of sound (m s-1) 

d diameter (m) 

e  internal energy (J kg-1) 

k thermal conductivity (W m-1 K-1) 
M  Mach number (-), M=u/c 

N Finite element nodal shape function  

�̇� mass flow rate (kg s-1) 

L length (m) 

p  pressure (Pa) 

R specific gas constant (J kg-1 K-1)  

Re Reynolds number (-) 

Rg ideal gas constant, Rg = 8.31446 (J mol-1 K-1) 

Rp degree of superheat (-), Rp=psat(Tin)/pout        
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�̇� phase-change rate kg m-3 s-1 

T  temperature (K) 

t  time (s) 

u  velocity (m s-1) 

 

Greek Letters 

𝑎 volume fraction (-) 

𝛿 dimensionless density (-) 

𝜆  accommodation coefficient (-) 

𝜆𝑔 Taylor length scale (m) 

𝜇 viscosity (N s m-2) 

𝜌  density (kg m-3) 

𝜏 dimensionless temperature (-) 

 

Subscripts 

c  critical 

exp experimental value 

g gas 

in inlet 
int  interface 

max maximum 

min minimum 

n node number 

out outlet 

sat  saturation 

t throat 

v  vapour 
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1. Introduction 

Liquid oxygen (LOx) constitutes a widely used propellant in multistage rockets for space launch 

vehicles. It is characterised as a cryogenic liquid as it remains in this state at temperatures below 90K. 

The combination of liquid hydrogen/oxygen, as the fuel/oxidiser propellants mixture has been 

employed in various launch vehicles developed from the 1960s up to now [1]. For instance, LOx/LH2 

propellants were burned in the main engines of the NASA Space Shuttle, the upper stages of the Ares 

I crew-launch vehicle, as well as the upper rocket stage (Centaur) of Atlas [2]. The same combination 

of propellants is also used by ESA in the upper stages of the Ariane 5 launch vehicles [3]. They have 

also been employed in the 2nd and 3rd stages of Saturn V, the 1st and 2nd stage and the upper stage of 

the family of Japanese H-II and Indian GSLV satellite-launch rockets, respectively. Modern 

commercial rockets such as the Falcon and BE-4 currently developed by SpaceX and Blue Origin, 

respectively, have adopted the use of LOx/LCH4 as propellants. For lower-stage boosters realising 

lift-off and thus operating at atmospheric conditions, LOx is usually mixed with kerosene (RP-1), as 

e.g. in the cases of Saturn V, Atlas V, the Russian Soyuz, and SpaceX Falcon rockets.  

It is essential to mention that the upper stages of rocket launch-vehicles are designed to operate at 

high altitude, where near-vacuum conditions ensue. As a general practice, these stages incorporate 

combustion chambers operating at lower pressures compared to the lower-stage counterparts [4]. 

Hence, depending on the specific rocket-engine design and its location at the tandem-stage 

configuration, the delivery of LOx to mix with the main fuel could be realised at either supercritical 

(lower-stages) or subcritical (upper stages) pressure conditions. For reference, the critical point for 

oxygen corresponds to 50.4 bar/154.6 K [5]. LOx phase change due to rapid pressure drop is expected 

to occur in the oxidiser-delivery nozzle, especially during engine start-up, where vacuum conditions 

may exist. The topology and dynamics of the compressible flow will be designated to a great extent 

by the steepness of the density gradient. In the case that the process evolves at subcritical pressures, 

the fluid density exhibits an abrupt change, as an interphase sets in between the liquid and vapour 

phases, i.e. bubbles form. The rapid bubble nucleation within the entire bulk of the liquid due to rapid 

depressurisation is characterised as flash boiling, a flow phenomenon that is possible to be 

encountered in cryogenic fluids [6], refrigerants [7] and light hydrocarbons [8]. On the contrary, for 

supercritical conditions, no interface emerges and the fluid density exhibits a smooth variation with 

pressure. 

Experimental studies focusing on nozzle and spray flows of cryogenic oxygen for a wide range of 

flow conditions are relatively limited in the open literature due to the technical difficulties associated 

with the handling and storage of the substance at cryogenic temperatures and the extreme conditions 

that the experimental hardware must withstand, especially at supercritical pressures/temperatures [9]. 

The technical note of Hendricks et al. [10] is one of the early studies made available by NASA 

reporting measurements of the pressure distribution of two-phase LOx flow within a Venturi nozzle 

at subcritical pressures. Early studies by Mayer and co-workers [11], [12] utilised different optical 

methods to pinpoint the differences in topology of cryogenic-liquid jets being expelled at an 

environment of either sub- (of the order of 15 bar) or supercritical-pressure conditions (100 bar). The 

topology and degree of atomization of LOx sprays at 10 bars has also been investigated at the 

Mascotte test bench of ONERA [13]. Cherhoudi et al. [14] conducted backlit-illumination 

visualisation to illustrate the topology of LOx and LN2 jets injected into a gaseous environment at 

conditions ranging from sub- to supercritical pressures and supercritical temperatures. Quantitative 

data regarding the jet cone angle were obtained and it was verified that the jet growth rate 

measurements were in agreement with the theoretical predictions for gaseous jets of variable density. 

More recently, the shadowgraphy visualisation conducted by Lamanna et al. [15] considering 

subcritical LOx and ethanol sprays at injection pressures up to 17 bar demonstrated that a higher 

degree of superheat is required for the inception of flash boiling in cryogenic compared to storable 

propellants. According to the nucleation theory proposed by the same authors in [16], this is due to 

the higher surface energy work at low temperatures, which must be surpassed by the fluid chemical 

potential, in order vapour bubbles to form.  
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It can be therefore deducted that, due to the complexities associated with experimental campaigns, 

accurate numerical modelling is crucial for cryogenic-propellant flow applications. At supercritical 

pressures, the suitability of the modelling approach is highly dependent on the selection of an 

Equation of State capable to capture the thermodynamic properties of the fluid at very high pressures 

and temperatures. A number of studies available in the literature refer to supercritical injection or 

expanding-nozzle flow of refrigerants like liquid CO2. Thermodynamic closure is commonly 

accomplished through the use of cubic equations of state [17]–[20]. It has been verified that the 

selection of EoS (i.e. Peng-Robinson (PR), Benedict-Webb-Rubin, Span-Wagner) has a considerable 

impact on the numerical prediction of supersonic CO2 accelerating flows, as it affects the location 

and intensity of emerging shockwave patterns [21].  

With reference to cryogenic fluids, research on supercritical injection is mainly focused on liquid 

nitrogen or oxygen as working media. Different sub-grid scale (SGS) models for LES along with 

volume translation methods for the PR were comparatively evaluated by Müller et al. [22] with 

regards to liquid nitrogen injection. It was found that the effect of thermodynamics modelling was 

more profound for the case of transcritical compared to supercritical injection, while the selection of 

SGS model only had a minor influence on temporal evolution of the jet mean density. Poormahmoud 

et al. [23] investigated the dispersion dynamics of LN2 inside and downstream the outlet of a single-

orifice swirl atomiser. The SST k-ω and the SRK EoS were employed for turbulence and 

thermodynamic closure, respectively. The pattern of vortical structures emerging at the diverging part 

of the flow layout was illustrated along with their transient features. Kang et al. [24] conducted a 

similar study using the same EoS in a LES framework. Apart from hydrodynamic instabilities, the 

study also highlighted the acoustic instabilities affecting the flow field. Likewise, supercritical LOx 

injection has been mainly investigated numerically with reference to swirl atomisers suitable for 

rocket engines. Zong et al. [25] performed an LES study referring to a LOx swirl injector using the 

Soave-Redlich-Kwong (SRK) and Benedict–Webb–Robin EoSs for the calculation of the fluid 

thermodynamic and transport properties, respectively. Kelvin–Helmholtz instabilities were 

demonstrated to be the primary cause leading to supercritical mixing. Wang et al. [26] employed the 

modified SRK EoS to describe the thermodynamic properties of LOx during supercritical injection, 

while in a subsequent study [27] the same approach was followed to illustrate the LOx/kerosene 

mixing characteristics. Both studies focused on the influence of hydrodynamic instabilities on the 

propellants dispersion in the expanding geometry downstream the injector outlet. 

Concerning subcritical conditions, jet atomization and the formation of a two-phase spray is the 

process governing the combustion behaviour of the oxidizer/fuel mixture. In the case that flash-

boiling conditions are met, the oxidiser rapid vaporisation within the injector orifice has a tremendous 

influence on the characteristics of the expelled spray. Studies on water, refrigerants and light 

hydrocarbons have demonstrated that in nozzle-flash boiling leads to the production of finer sprays 

with higher cone angles and reduced penetration lengths compared to nozzle flows with inertia-driven 

phase change (i.e. cavitation) [28]. Nevertheless, few numerical studies have been found in the open 

literature illustrating the distinct features of cryogenic-liquid is et al. [29] developed a theoretical two-

phase model based on the Helmholtz energy EoS capable of predicting the critical flow rate for 

choked flows of cryogenic fluids. A correction on the homogeneous equilibrium model was 

implemented to take into account non-equilibrium effects. The theoretical predictions for different 

cryogenic liquids were found to be in good agreement with experimental results for the critical flow 

rate. Lyras et al. [30] employed the Homogeneous Relaxation Model coupled to the volume-of-fluid 

method to predict the flashing phase-change in a throttle nozzle and subsequent spray expansion of 

liquid nitrogen. Schmehl and Steelant [31] used an Eulerian-Lagrangian frame to simulate the pre-

flow of di-nitrogen tetroxide (Ν2Ο4) oxidiser in a co-axial flow injector considering a dilute mixture 

of liquid droplets and vapour. Droplet flash vaporisation was described through an empirical model 

based on pre-existing measurements. A similar numerical approach was adopted by Ramcke et al. 

[32] to simulate the spray dynamics of LOx pre-flow and the mixing behaviour of the oxidiser with 

gaseous methane. Both studies concur that cryogenic flashing sprays exhibit the same distinct features 

as those of storable liquids, namely enhanced droplet atomisation, increased cone angle and 
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acceleration of the compressible mixture. Gaillard et al. [33] employed two coupled-flow solvers to 

perform LES of LOx spray atomisation with relevance to the experiments performed at ONERA [13]. 

The gaseous and dispersed phases were treated in an Eulerian framework, while the Abramzon-

Sirignano [34] model was used for evaporation and heat transfer. 

The outlined literature overview makes clear that different modelling approaches have been 

implemented to predict cryogenic-liquid injection in an ad-hoc manner, primarily depending on the 

thermodynamic regime and specific flow features, e.g. swirling flows. To the authors’ knowledge this 

is the first work in the open literature to propose and evaluate a modelling framework suitable for the 

prediction of multiphase, cryogenic wall-bounded flows for a wide range of pressure conditions and 

capable of reproducing distinct features such as flash vaporisation, supersonic expansion and 

transition to a supercritical state. The present study constitutes a comparative investigation on the 

predictive accuracy of different methods regarding in-nozzle phase-change in both sub- and 

supercritical regimes. Furthermore, a universal methodology based on tabulated thermodynamics 

applicable to both regimes is demonstrated. Previous works of the authors’ group ([35],[36]) have 

demonstrated the robustness of the technique in modelling phase change and spray mixing in fuel-

injection applications. The tabulation technique has been extended to cryogenic oxygen in this work, 

based on the Helmholtz energy EoS for the calculation of thermodynamic properties. Unlike the 

majority of available studies, the present work focuses mainly on the in-nozzle, compressibility 

related, flow phenomena and highlights their influence on the spray expansion and dynamics. Further 

to the URANS simulations performed, hydrodynamic-instability effects have been assessed through 

DES. 

2. Numerical methodology 

Two flow solvers, an implicit coupled pressure/velocity and an explicit density-based, have been 

employed in the present investigation. The basic set of governing equations solved in both cases 

comprised the continuity, momentum and energy conservation equations. The complete formulations 

of the adopted numerical methodologies, along with the sets of equations solved are described in 

detail by Karathanassis et al. [37] and Kyriazis et al. [38], [39] respectively, with reference to the 

pressure- and density -based solvers discussed in the following sections. 

2.1 Pressure-based solver 

Referring to the subcritical regime, a two-phase mixture approach was implemented in the coupled 

solver including an additional equation for the vapour transport. On the contrary, a single-fluid 

approach was adopted for the simulations in the supercritical regime, where the fluid properties for 

each computational cell were provided by the REFPROP dataset. Numerical schemes with second-

order accuracy were employed for the discretisation of the governing equations. The QUICK scheme 

was employed for the discretisation of the vapour-fraction equation, while a second-order upwind 

scheme was used for density interpolation, as well as for the discretisation of the momentum and 

turbulence transport equations. An implicit, second-order backward differencing technique was used 

for time integration with a time-step value of 10-6 s, resulting to a CFL criterion value less than 1 in 

the entire domain for the DES cases examined. 

Α bubble-dynamics based model was employed in the coupled solver to capture the phase-change 

process under subcritical conditions. Mechanical equilibrium, i.e. a common velocity field, was also 

assumed for the two phases. Liquid LOx compressibility was imposed through the Tait EoS, while 

the respective vapour phase was treated as an ideal gas. The set of governing equations for the mixture 

was complemented by an advection equation for the conservation of the vapour phase volume fraction 

as follows: 

𝜕(𝑎𝑣 𝜌𝑣)

𝜕𝑡
 + 𝛻(𝑎𝑣 𝜌𝑣�⃗� ) = �̇� (1) 
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where the phase-change rate �̇� corresponds to that of flash vaporisation. For the simulations of this 

study, the rate was calculated from the Hertz-Knudsen equation derived from kinetic theory of gases 

[40]:  

�̇� =
𝜆 𝐴𝑖𝑛𝑡 (𝑝𝑠𝑎𝑡−𝑝)

√2 𝜋 𝑅𝑔𝑇𝑖𝑛𝑡

 (2) 

where Rg and Tint are the ideal-gas constant and the bubble-interphase temperature respectively, while 

Aint is the overall vapour interface surface area, calculated as in [37]. Since a mixture model is 

employed, the interphase temperature is taken as equal to the local grid cell temperature provided by 

the solution of the energy equation. The degree of deviation from thermodynamic-equilibrium is 

reflected on the value of the accommodation coefficient λ. Values of either 1.0 or 0.1 correspond to 

conditions similar to thermodynamic-equilibrium and strongly deviating from it, respectively [41]. 

The capability of the Hertz-Knudsen model in capturing the phase-change rate with reference to 

flashing flows has been demonstrated in [37]. The model has also been utilised to describe phase-

change in both fundamental bubble-dynamics studies [40] and more applied simulations with 

reference to gasoline fuel injectors [42]. This work demonstrates its applicability with reference to 

in-nozzle cryogenic flows.  

The refrigerants and refrigerant-mixtures database (REFPROP v.9.1) of the National Institute of 

Standards and Technology (NIST) contains thermodynamic and transport properties for oxygen; the 

properties provided by REFPROP have been derived using the Helmholtz energy EoS, as described 

by Schmidt and Wagner in [43]. Further details on the EoS used for the derivation of the fluids 

properties can be found in [44], [45]. For test cases corresponding to supercritical pressures, the 

REFPROP library is dynamically loaded into the coupled solver in the form of a pre-formulated look-

up (structured) matrix. Material properties are stored in the matrix as a function of local pressure and 

temperature. For the present simulations a 201×201 matrix has been formulated with pressure and 

temperature lying within the ranges 500.0 kPa≤p≤15.5 MPa and 56.0 K≤T≤156.0 K, respectively.  

2.2 Density-based solver 

The 3-D RANS equations in conservative form were considered in the density-based solver, where 

a single-fluid modelling approach has been formulated in both the sub- and supercritical regimes. In 

essence, referring to the subcritical regime, an infinite phase-change rate was assumed at the bubble 

interface, i.e. establishment of thermodynamic equilibrium, and the entire process was replicated by 

an appropriate EoS. Since the Mach number is plausible to obtain a wide range of values in the 

simulated cases, owing to the fluid phase transitions (pure liquid, vapour, two-phase mixture or 

supercritical fluid), a Mach-number consistent numerical flux has been implemented based on the 

HLLC and the AUSM fluxes [46], [47]. Conservative variables at cell interfaces, required for the 

calculation of the fluxes, were determined using the MUSCL-Hancock reconstruction [48], second-

order accurate in space. A fourth-order accurate, four-stage Runge-Kutta method has been selected 

for time integration, with a CFL criterion of 0.8 imposed for all the simulations performed. 

LOx thermodynamic properties required by the density-based solver are derived from the 

Helmholtz energy EoS, which is calibrated within the temperature range 54.4 K≤T≤2000.0 K, for 

maximum pressure and density of pmax=82.0 MPa and ρmax=1387.1 kg/m3, respectively. The 

properties are organised into a thermodynamic table that may include a narrower range of values, 

depending on the application. The dimensionless form of the aforementioned EoS for the Helmholtz 

energy a, having as independent variables the density and the temperature [49] is: 

a (𝜌,𝑇)

𝑅𝑇
 = 𝑎(𝛿, 𝜏) = 𝛼0(𝛿, 𝜏) + 𝛼𝑟(𝛿, 𝜏) (3) 

where δ=ρ/ρc, τ=Tc/T. From the expanded form of Eq. (3), where the dimensionless Helmholtz energy 

of the ideal gas a0 and the residual Helmholtz energy ar can be calculated using the correlations 
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reported by Kyriazis et al. in [38], all the necessary thermodynamic properties (pressure, internal 

energy, enthalpy and speed of sound) can be obtained, as function of density and temperature. 

Saturation conditions are identified by the Maxwell criterion, i.e. the pressure for which the Gibbs 

free energy of the liquid and vapour phases are equal for a given temperature. The fluid properties 

within the saturation dome are calculated by the mixture assumption, whereas the mixture speed of 

sound is determined from the Wallis speed-of-sound formula [41]. Fig. 1 presents the variation of 

oxygen pressure (Fig. 1a), speed of sound (Fig. 1b) and internal energy (Fig. 1c) derived with density 

and temperature, as calculated employing the procedure in mention. The saturation curve in each plot 

is represented as a black dashed line.  

Solving the Helmholtz EoS at each time step would incur considerable computational cost, as it 

requires root finding of non-linear equations. Hence, a tabulated-data technique, similar to that 

proposed in [50] has been implemented after explicitly solving the Navier-Stokes equations. A 

structured thermodynamic grid of 100,400 elements has been created, containing information for all 

the thermodynamic properties on each node defined by a density and internal energy value. The 

density range of the grid is 0.125 ≤ 𝜌 ≤1263.8 Kg/m3 divided into 251 points of fixed ∆𝜌 = 5.055 

kg/m3, while the internal-energy range of the grid is -171.14≤ 𝑒 ≤165.51 kJ/kg divided into 400 points 

of fixed ∆𝑒 = 0.84161 kJ/kg. 

 
Fig. 1. Three-dimensional phase diagrams for oxygen: (a) pressure, (b) speed of sound and (c) 

internal energy in terms of density and temperature. 

Once density and internal energy are calculated by the RANS equations, the corresponding 

element of the thermodynamic table is identified through numerical inversion from the above 

quantities. Any thermodynamic property φ of the table is then approximated by a finite element 

bilinear interpolation: 

𝜑(𝜌, 𝑒) = ∑ 𝑁𝑛(𝜌, 𝑒)𝑏𝑛
𝑛𝑜𝑑𝑒𝑠
𝑛   (4) 

where ϕ corresponds to pressure, temperature or speed of sound, required for the calculation of the 

fluxes in the density-based solver. Full details on the shape functions N employed and the calculations 

of unknowns b on each node n are reported in [38]. 

2.3 Turbulence closure 

 The Reynolds number characterising the flow has been found to be well within the turbulent 

regime for all the cases examined and ranging from 0.6 to 2.2m.  The nozzle diameter was used as 

the characteristic length scale for the estimation of the Reynolds number, while an approximation of 

the velocity was made based on experimental values of the mass flow rate and the properties of the 

liquid phase at the saturation pressure corresponding to the injection temperature. The k-ω Shear 

Stress Transport (SST) turbulence model was therefore employed to account for contributions on 

fluid (or mixture) viscosity μ and thermal conductivity k due to turbulence effects. The specific 

 

(a)             (b)    (c)  
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turbulence model has been demostrated to perform well in both moderately and highly-turbulent wall-

bounded flows, where secondary-flow is also possible to arise [51].  

With reference to the DES approach, the delayed detached eddy simulation model (DDES) was 

incorporated [52], which is formulated to switch between a RANS (k-ω SST) and a Large Eddy 

simulation (LES) Model, depending on the grid resolution and the local turbulennce length scale. 

Hence, the computational cost can be reduced in regions where the influence of turbulence in the flow 

field is expected to be minor. On the contrary, the model switches to a Smagorinsky-like subgrid 

model capable of resolving turbulent structures in high grid-density regions. It is important to 

highlight that the DDES formulation prevents grid-induced separation from occuring at regions of 

grid refinement inside attached boundary layers [53]. 

2.4 Domain discretisation and grid independence 

A typical converging-diverging nozzle was selected as the computational domain, since 

experimental data with reference to cryogenic liquids are available in the literature for the specific 

layout. Since the orifice is axisymmetric, the domain was reduced to a wedge produced by rotating 

the nozzle layout, depicted in Fig. 2, around the symmetry axis by 5o. A full 3-D domain representing 

the entire orifice volume (rotation of 360o) was selected for DES, as the use of truncated domains and 

the imposition of a symmetry boundary condition was found to induce Coanda-like pseudo-

instabilities [54] leading to an asymmetrical flow field at the diverging nozzle part. As also depicted 

in Fig. 2, the inflow section has been expanded upstream in both domains to impose the stagnation 

conditions of the experiment. 

inlet

outlet

16.3 mm

1
0
0

 m
m

100 mm

11.7

Constant diameter throat length, L = 11.35 mm

Solid Boundary

Axis of Symmetry 311 mm

6.79 deg 3.78 deg
Throat diameter, d = 3.56 mm

Fig. 2. Geometry of the conical converging-diverging nozzle [10]. The inflow has been expanded 

upstream in order to impose the stagnation conditions of the experiment. 

A test case where severe jet expansion is expected to occur (refer to case 2 of Table 3) has been 

selected to evaluate the effect of grid density on the produced numerical results regarding the RANS 

simulations with the pressure-based solver being selected to conduct the grid independence study. 

Fig. 3  presents the pressure (Fig. 3a) and volume vapour fraction (Fig. 3b) distributions, at the orifice 

symmetry axis, as produced by three numerical grids consisting approximately of 37, 60 and 100∙103 

cells, respectively. It is evident all three grids can capture the overall flow behaviour. It has been 

verified that the average discrepancy in the pressure values downstream the throat region between the 

intermediate and fine grids is of the order of 1.92 %, while the deviations in the vapour fraction values 

are approximately 0.12 %.  
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Fig. 3. Grid independence study for RANS simulations: (a) pressure and (b) vapour volume fraction 

distributions at the orifice symmetry axis for grids of increasing cell count. 

Hence, the intermediate grid, the topology of which is depicted in Fig. 4a has been considered 

sufficient and it has been utilised by both solvers. As also shown in the detailed view of Fig. 4a, grid 

refinement layers were placed in the vicinity of the orifice wall resulting in a maximum y+ distance 

of the order of 1.0 in the throat region. A much finer grid compared to the RANS simulations has 

been utilised for DES. The grid density was designated by the Taylor length scale: 

𝜆𝑔 = √10𝑅𝑒−0.5𝐿  (5) 

where L is a characteristic length scale, selected as the nozzle throat diameter (dt=3.55 mm) in the 

specific case. Inertial turbulent structures larger than the Taylor length scale are resolved through 

LES, while smaller viscous isotropic scales are modelled. The Taylor length scale for the cases 

examined lies in the range 50-120 μm. As depicted in Fig. 4b, a structured mesh with gradual 

refinement at the throat region has been generated for the DES investigation. 

 

 

(a)                       (b)  

 

(a)   
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Fig. 4. Computational grid employed for (a) RANS simulations and (b) DES. Detailed view of the 

nozzle inlet as well as the nozzle throat region are presented as insets for both grids. 

More specifically, the base resolution level at the upstream and downstream nozzle parts was 

progressively refined to the lowest value of the Taylor length scale at the throat region.  Near-wall 

refinement was also applied leading to y+ values of the order of 0.15 in the throat region. The overall 

cell count of the grid developed for the discretisation of the full 360o domain was approximately equal 

to 9.48∙106 cells. 

2.5 Boundary and initial conditions 

Suitable boundary conditions complemented the governing equations, in order to replicate the 

physical conditions prevailing during the actual LOx-injection process. Dirichlet type boundary 

conditions, i.e. constant static pressure values corresponding to the actual operating conditions were 

imposed at the domain inlet and outlet for all the cases examined. Furthermore, a zero-gradient was 

imposed for the boundary-normal velocity component at the inlet, while the rest of the velocity 

components were set to zero. A no-slip condition was imposed at the nozzle wall. Referring to the 

energy-conservation equation, constant temperature or internal-energy values were imposed at the 

domain inlet and outlet for the pressure- and density-based solvers, respectively, owing to the 

different equation formulations implemented in each solver. The orifice wall was treated as adiabatic. 

At the outlet boundary, zero-gradient boundary conditions were set to all velocity components and 

transported quantities. The types of boundary conditions set for the examined cases are summarised 

in Table 1. The specific boundary-condition values of each variable and for each of the examined 

cases are presented in Table  of section 3. 

The RANS simulations were initialised assuming pure liquid (vapour faction a=0) in the entire 

domain, while the domain initial pressure and temperature were set equal to the respective inlet 

values. Quiescent fluid �⃗� = 0) was assumed at the initial time instance. DES cases were initialised 

using the flow and temperature fields obtained from preliminary runs for the same conditions 

considering laminar flow of the liquid phase only, so as to provide the perturbations necessary for 

turbulence structures to develop. The initial conditions set are also summarised in Table 1. 

(b)   
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Table 1. Summary of boundary and initial conditions imposed for the numerical simulations.  

 Inlet  Outlet  Wall 

Pressure-based 𝑝 = 𝑝𝑖𝑛 𝑇 = 𝑇𝑖𝑛   𝑝 = 𝑝𝑜𝑢𝑡 𝑇 = 𝑇𝑜𝑢𝑡   �⃗� = 0 𝜕𝑇/𝜕𝑛 = 0 
Density-based 𝑝 = 𝑝𝑖𝑛 𝑒 = 𝑒𝑖𝑛   𝑝 = 𝑝𝑜𝑢𝑡 𝑒 = 𝑒𝑜𝑢𝑡  �⃗� = 0 𝜕𝑇/𝜕𝑛 = 0 

 
Initialisation 

RANS �⃗� = 0 𝑇 = 𝑇𝑖𝑛  𝑎 = 0 

DES Solutions initialised with single-phase laminar flow  

3. Numerical simulations and results 

The test cases examined in this study are summarised in Table . As can be seen, both sub- and 

supercritical injection pressures have been considered. More specifically, the pressure and 

temperature conditions of case 1 were obtained from the experimental campaign of Hendricks et al. 

[10] for which data regarding the pressure distribution along the orifice are available. The set of 

boundary conditions of case 2 was chosen as representative of a second-stage engine. Rocket-engine 

tests with the same outlet/chamber pressure have also been conducted on the Mascotte test bench of 

ONERA [13]. Finally, the conditions of case 3 were selected to be within the range of operation of 

the LOx turbo pump of the Vulcain-2 engine of Arianne 5 heavy-lift space launch vehicle [55], [56] 

and higher than the combustion chamber pressure [3], while maintaining the same pressure difference 

as in case 1. The rationale was to pinpoint the significant variation in expansion dynamics between 

sub- and supercritical pressure injection despite the similarity in macroscopic flow parameters. 

Simulations for all cases were performed with the use transient solvers, yet it was confirmed that the 

respective flow and temperature fields reached to steady-state solutions in most cases. 

Table 2. Matrix of test cases examined. It must be noted that temperature lies in the subcritical regime 

for all cases. 

Case 
pin∙105 

[Pa] 

pout·105 

[Pa] 

Tin  

[K] 

ein·103 

[m2kg/s2] 

Pressure  

Regime 
Phase-change model 

1 11.4 2.6 115.3 -361.01 Subcritical 

Helmholtz EoS / 

Hertz-Knudsen 

Eq. (2) 

2 43.0 10.0 93.6 -400.44 Subcritical 

Helmholtz EoS / 

Hertz-Knudsen  

Eq. (2) 

3 133.0 124.2 93.6 -403.29 Supercritical 
Helmholtz EoS /  

NIST 

3.1 Code validation 

The pressure-based solver employing the Hertz-Knudsen phase-change model has been 

extensively validated with reference to internally and externally flashing flows considering water as 

the working medium in a previous work of the authors’ group [37]. More specifically, the model has 

been demonstrated to accurately capture phase-change in a converging-diverging nozzle similar to 

the one of the present study, a (throttle) nozzle with an abrupt contraction and a rapidly depressurising 

duct (pipe blow-down). To further demonstrate the accuracy of the Hertz-Knudsen model, additional 

simulations have been performed for the geometry described in 
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inlet

outlet

16.3 mm

1
0
0

 m
m

100 mm

11.7

Constant diameter throat length, L = 11.35 mm

Solid Boundary

Axis of Symmetry 311 mm

6.79 deg 3.78 deg
Throat diameter, d = 3.56 mm

Fig. 2 and the numerical predictions for LOx mass flow rate are compared in Table 3 against 

experimental data available from [10]. As can be seen, good agreement between the numerical and 

experimental data is achieved for a wide range of conditions in the subcritical regime. 

Table 3. Comparison between experimental and numerical results. The Hertz-Knudsen model was 

utilised for the flow simulations. 

Boundary conditions Experimental  Numerical  Deviation  

pin∙105 [Pa] pout·105 [Pa] Tin [K] �̇�𝒆𝒙𝒑 [kg/s] �̇� [kg/s] from �̇�𝒆𝒙𝒑 

49.2 7.1 134.0 0.669 0.677 1.25% 

38.9 6.1 134.2 0.542 0.541 -0.17% 

25.1 3.6 116.1 0.541 0.560 3.58% 

Furthermore, the density-based algorithm has been validated in previous works with reference to 

bubble- [38], and droplet-dynamics [57] simulations, while the accuracy of the tabulated technique 

based on Helmholtz energy EoS has been verified with reference to the properties of n-dodecane [38].  

An additional validation study has been set up in order to further evaluate the capability of the density-

based solver with the Helmholtz EoS thermodynamic closure to capture wall-bounded LOx flows. A 

computational domain corresponding to a reference converging diverging nozzle of circular cross 

section was realised and the numerical results were compared against an 1-D HLLC solver for the 

Euler equations considering an EoS of the form p = f(ρ,e), which can be provided in either analytically 

[48] or in a tabular form [38]. The orifice cross-sectional area 𝑆 varies with its length 𝐿 according to 

the relation 𝑆(𝐿) = 0.01 · 𝐿2 + 0.01 for 𝐿 ∈ [−2,2] 𝑚. A 5o wedge of the geometry was considered 

as the computational domain, discretised by a structured grid of 5200 cells. The cell size was uniform 

and equal to 10.0 mm along the longitudinal direction, while it varied between approximately 0.9 mm 

(throat region) and 4.3 mm (upstream and downstream parts) along the radial direction. The density 

and temperature at the domain inlet were set equal to 𝜌𝑖𝑛 = 817.07 𝐾𝑔/𝑚3and 𝑇 = 143 𝐾, 

respectively, which will lead to an inlet pressure of 53.87∙105 Pa, while the outlet pressure was set to 

16.35∙105 Pa. As made evident by Fig. 5, the obtained numerical solution and the reference 1-D 

solution are in excellent agreement regarding all the plotted quantities. Due to subsonic flow 

conditions in the entrance, the flow accelerates in the converging part (Fig. 5a). The expansion of the 

of the two-phase jet leads to further acceleration and transition to supersonic velocities (Fig. 5b), 

while the supersonic region is extended all the way down until the exit of the orifice without the 

manifestation of a shockwave system, as made clear by the pressure distribution of Fig. 5c. Almost 

full liquid vaporisation has occurred by the outlet location, as depicted in Fig. 5d. It has to be noted 

that, apart from this initial validation study, further comparisons of the numerical results have been 

conducted against available experimental data, as discussed in the following section.  
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Fig. 5. Validation of the density-based solver (OF) for the converging-diverging nozzle case: 

Numerical results for (a) pressure, (b) velocity magnitude, (c) Mach number (d) vapour volume-

fraction distributions along the orifice symmetry line and comparison against the predictions of the 

1-D solver (HLLC). 

Finally, the accuracy of the employed pressured-based solver using the REFPROP database to 

replicate phase change in the supercritical regime has been verified against the quantitative 

measurements of Mayer et al. [58] for a N2 jet, since quantitative data on supercritical LOx could not 

be obtained from the open literature. The jet enters at a velocity of 5.4 m/s a chamber where 

supercritical pressure (3.98 MPa) and temperature (137 K) conditions persist. The Reynolds number 

characterising the injection is equal to 1.53·105. Fig. 6 depicts the average density distribution along 

the jet axis obtained through 3D LES, while the averaged density field is presented in the figure inset. 

It is demonstrated that very good agreement is achieved between numerical and experimental results. 

(c)             (d) 

(a)             (b) 
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Fig. 6. Validation of the pressure-based solver using NIST-REFPROP database: Comparison of 

numerical predictions of the average N2-jet density distribution at the jet axis (solid line) against 

experimental data (symbols) [58]. The average density contour plot is depicted in the inset. 

3.2 Simulations in the subcritical regime 

The numerical results corresponding to cases 1 and 2 of Table  are discussed in this section. 

Fig. 7 illustrates the distinct flow features as predicted by the two solvers for case 1. The rapid fluid 

pressure drop in the throat region and downstream is clearly shown in the contour plots of Fig. 7a. It 

must be noted that the top and bottom frames correspond to the predictions of the pressure- and 

density-based solvers, respectively. A pressure minimum is reached at the orifice diverging part 

followed by the manifestation of a shock wave. The pressure re-develops to its outlet value further 

downstream. As shown in Fig. 7b, the flow accelerates in the converging part, nevertheless the flow 

velocity is adjusted by the local speed-of-sound velocity, which is in turn designated by the 

composition of the two-phase mixture. The flow further acceleration downstream the nozzle throat 

corresponds to the expansion of the in-nozzle choked flow (M=1). Almost full liquid vaporisation 

occurs at the diverging part of the geometry (Fig. 7c), thus, the value of the mixture Mach number 

also increases (also highlighted in section 3.4). Furthermore, fluid temperature decreases in the 

region, as shown in Fig. 7d, due to the transformation of sensible to latent heat required for bubble 

nucleation. Although, the physical-quantity fields predicted by the two solvers are qualitatively 

similar, distinct discrepancies can be detected, especially in the vapour fraction (Fig. 7c) and 

temperature fields (Fig. 7d). Those discrepancies are rooted in the inherent difference in the way that 

the rate of phase-change is imposed in the two solvers. In essence, through the adoption of an EoS, 

an infinite phase-change rate is imposed by the density-based solver. On the contrary the rate in the 

pressure-based counterpart is inherently finite due to the adoption of a phase-change model.  Hence, 

the density-based solver predicts more rapid vapour formation in the nozzle throat (Fig. 7c), with 

noticeable after-effects in the flow and temperature fields. 
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Fig 7. Contour plots of the (a) pressure, (b) velocity (c) gaseous volume fraction and (d) temperature 

field in the nozzle-throat region for case 1 of Table 3. It is noted that different variable ranges have 

been used in frame (d) to enhance clarity. Upper frames depict predictions produced using the Hertz-

Knudsen (λ=0.7) phase-change model (Eq. 2), while lower frames those produced using the 

Helmholtz EoS (Eq. 3). All contours represent the part of the nozzle from 𝑋 = −0.045 𝑚 to 𝑋 =
0.08 𝑚. 

Fig. 8 depicts the distribution of physical quantities at the orifice axis of symmetry, as predicted 

by the two solvers for case 1, as well as the experimental data available by Hendricks et al. [10]. As 

it can be seen in Fig. 8a, the numerical results from both solvers are in good agreement with the 

experimental values regarding the axial pressure distribution. The profiles show an abrupt pressure 

drop initiating at the throat area along with a flow acceleration (Fig. 8b). The magnitude in the 

imposed phase-change rate leads to noticeable variation between the axial velocity distributions 

obtained by the two numerical approaches. It is reminded that the thermodynamic closure of the 

density-based solver is based on tabulated data, intrinsically imposing thermodynamic equilibrium 

between the phases. On the contrary, phase-change in the pressure-based solver is designated by the 

source term in the vapour advection equation. It was verified though preliminary simulations that 

adopting an accommodation coefficient λ value (refer to Eq. (2)) of 0.7 gives the closest agreement 

between the predictions of the pressure-based solver and experimental data of Hendricks et al. [10], 

which suggests a moderate yet clear departure from thermodynamic equilibrium. As already 

mentioned, the increased phase-change rate is the cause for the higher flow axial velocity (Fig. 8b) 

and vapour-fraction distributions in the throat region (Fig. 8c) obtained by the density-based solver. 

A higher vapour extent in the two-phase mixture forming in the nozzle throat, affects the local speed-

of-sound values and consequently the mixture acceleration in the diverging part. Likewise, 

temperature drop is also linked to phase change; thus, the higher vapour formation observed in the 

(b) 
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density-based solver is associated with more extensive transformation of sensible to latent heat and 

consequent temperature decrease, as shown in Fig. 8d. 

 

 
Fig. 8. (a) Pressure, (b) velocity, (c) vapour-volume fraction and (d) temperature distributions at the 

orifice symmetry axis, as predicted by the two numerical approaches for case 1 of Table 3. 

As an additional study of evaluating the accuracy of the proposed numerical approaches to 

replicate phase-change, the predicted mass flow rate through the nozzle has been compared against 

the measured value �̇�𝑒𝑥𝑝 (=0.27 kg/s) by Hendricks et al. [10], for case 1 of Table 3. The 

discrepancies between numerical and experimental data are summarised in Table . As can be seen, 

the formulation based on the phase-change model achieves a closer agreement compared to the 

employing tabulated thermodynamics. In agreement with established knowledge regarding the 

departure of flashing flows from thermodynamic equilibrium ([59]–[61]) the density-based solved 

imposing an infinite rate under-predicts the mass-flow rate, yet since only a moderate departure from 

equilibrium is experienced in the specific geometrical layout, as also shown in [37], the relevant 

results are still of acceptable accuracy.  

Table 4. Evaluation of LOX mass-flow rate value through the orifice predicted by the two solvers for 

case 1 of Table . 

Phase-change mechanism Predicted �̇� [kg/s] Deviation from �̇�𝒆𝒙𝒑  

Pressure-based  

Density-based 

Pressure-based 

Density-based 

Hendricks et al. 

Pressure-based  

Density-based 

 

Pressure-based 

Density-based 

(a)            (b)               

(c)            (d)               
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Pressure-based, Eq. (2) 0.263 -2.59 % 

Density-based, tabulated thermodynamics 0.247 -8.36 % 

The numerical results for case 2 of Table , characterised by a smaller pressure difference along 

the nozzle boundaries compared to case 1, are presented in Fig. 9. A rapid fluid pressure drop at the 

nozzle-throat region followed by the manifestation of a series of pressure peaks at the diverging part 

is illustrated, particularly for the pressure-based solver (Fig. 9a, upper panel). The presence of this 

series of shock cells, which will be thoroughly discussed in section 3.4, is a clear characteristic of an 

under-expanded jet and confirms the resemblance in expansion dynamics between two-phase flashing 

and supersonic gas jets [62]. Comparison between the upper and lower panels of Fig. 9a reveals that 

the locations of the first Mach disk (annotated as region 1) and oblique shock-waves (region 2) are 

clearly discernible in the pressure field produced by the pressure-based solver (upper panel). On the 

contrary, the respective features cannot be clearly defined in the plot corresponding to the density-

based solver. It must be noted that the specific solver converged to a transient, oscillating flow field, 

where the shockwave locations differed slightly over successive time instances, unlike the pressure-

based counterpart that predicts an invariable flow field. Hence, the difference in shockwave dynamics 

is reflected in the time-averaged results presented in Fig. 9. Fig. 9b depicting the axial velocity field 

also demonstrates a more significant flow deceleration at the locations of the normal and oblique 

shockwaves predicted by the pressure-based solver.  

In a similar manner, distinct features emanating from the local pressure field are evident in the 

contour plots of the vapour-volume fraction depicted in Fig. 9c. Phase-change is not as extensive as 

in case 1 of Table , as it is disrupted due to the higher pressure to which the flow must equilibrate, in 

essence, through the formation of the complex shock-cell system. Once again, abrupt gradients of the 

vapour volume faction values in pressure-peak locations are evident in the predictions of the pressure-

based solver, while the respective field produced by the density-based solver appears smoothened 

and somewhat ‘smeared’, owing to the averaging of the oscillating two-phase flow field. As expected, 

fluid temperature decreases in the throat region, as shown in Fig. 9d, due to phase-change. 

Nevertheless, subsequent temperature increase takes place further downstream, in the nozzle 

diverging section, due to the compressible nature of the fluid, as the flow re-adjusts to higher 

pressures. Overall temperature diferrences are considerably more moderate compared to case 1.  
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Fig 9. Contour plots of the (a) pressure, (b) velocity (c) vapour-volume fraction and (d) temperature 

fields in the nozzle throat region for case 2 of Table . It is noted that different variable ranges have 

been used in frame (d) to enhance clarity. Upper and lower panels depict predictions produced using 

the pressure- and density-based solver, respectively. All contours represent the part of the nozzle 

from 𝑋 = −0.045 𝑚 to 𝑋 = 0.08 𝑚. 

Fig. 10 depicts the axial distributions of physical quantities of interest at the orifice symmetry axis, 

as predicted by the two solvers for case 2. The pressure profiles of Fig.10a highlight the discrepancies 

in the predictions of the two solvers, since the pressure peaks are much more clearly defined in the 

results produced by the pressure-based solver denoting the presence of two normal shockwaves. The 

transient nature of the results of the density-based solver will not allow for the shock formations to 

become evident on the presented time-averaged results as the shock axial location remains unsteady. 

The distinct features of the pressure field designate the respective velocity (Fig. 10b) and vapour-

fraction distributions (Fig. 10c). Oscillations in both distributions can be detected at X ≈ 0.08 m 

where regions of high and low pressure overlap, hence adjusting flow acceleration and phase change. 

The two solvers are in good agreement on the prediction of the maximum axial velocity immediately 

after the throat area. Unlike case 1 that corresponded to a lower outlet pressure outlet, full vapour 

condensation occurs in the diverging section and pure liquid exits the nozzle. The temperature 

distribution of Fig. 10d reveals that the mixture cools down only moderately during expansion, as 

phase-change is disrupted by the pressure re-adjustment to higher values. Once again, due to the 

infinite phase-change imposed the temperature drop experienced is higher for the density based-

solver.  
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Fig. 10. (a) Pressure, (b) velocity, (c) vapour volume fraction and (d) temperature distributions at 

the orifice symmetry axis, as predicted by the two thermodynamic approaches for case 2 of Table . 

3.3 Simulations in the supercritical regime 

Fig. 11 illustrates the distinct features of the flow field with regards to supercritical pressure 

injection (case 3 of Table ). Similar to the subcritical cases, the predictions of the two solvers are 

comparatively presented in each plot of Fig. 11. As can be observed, the two numerical approaches 

are in agreement regarding the overall flow evolution, which exhibits smooth transitions regarding 

all the plotted quantities. As expected, pressure decreases at the nozzle throat (Fig. 11a), as the flow 

accelerates due to the geometrical constriction (Fig. 11b). The fluid retains liquid-like densities 

throughout the domain (Fig. 11c), while the moderate depressurisation at the contracting section is 

accompanied by a mild temperature drop (Fig. 11d). All the distinct flow features identified for the 

two subcritical cases, i.e. flow expansion and formation of shockwaves, are completely absent in the 

supercritical regime. 
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Figure 11. Contour plots of the (a) pressure, (b) velocity, (c) density and (d) temperature field for 

supercritical injection (case 3 of Table ). Upper frames of each figure depict the predictions produced 

using the pressure-based solver and the NIST database, while lower frames those produced using a 

density-based solver and tabulated data produced by solving the Helmholtz EoS. All contours 

represent the part of the nozzle from 𝑋 = −0.045 𝑚 to 𝑋 = 0.08 𝑚. 

Similar to the sub-critical cases discussed earlier, Fig. 12 presents in a comparative manner the 

distributions of the quantities of interest along the symmetry axis of the nozzle. The distributions of 

pressure (Fig.12a) and density (Fig.12c) demonstrate that since the entire flow process takes place at 

supercritical pressures, the fluid possesses liquid-like density, hence, compressibility effects are 

absent. Since all quantities are correlated to the medium density, the distributions of axial velocity 

(Fig.12b) and temperature are also in good agreement (Fig.12d). Τhe pressure-based solver predicts 

slightly lower density values in the throat region than the density-based one. In this specific case, 

where both solvers employ tabulated thermodynamics, the differences in the results can be attributed 

to minor differences in the levels of accuracy and refinement of the tables from which thermodynamic 

properties are obtained.  
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Figure 12. Distribution of (a) pressure, (b) velocity, (c) density and (d) temperature at the orifice 

symmetry axis, as predicted by the two solvers adopting different thermodynamic approaches for case 

3 of Table . 

3.4 Comparison of expansion dynamics for the two regimes 

A comparison between Figs. 13a-b and Fig. 13c reveals that the flow evolution in the nozzle throat 

and downstream diverging region exhibits a highly variable behaviour between the subcritical and 

supercritical cases examined. In the subcritical pressure regime, the flow first becomes supersonic in 

the interior of the domain where sound speed is lowest. Shock waves occurring within the nozzle can 

interact with the boundary layer flow and result in a ‘shock train’ and a sequence of subsonic and 

supersonic flow, previously observed in single-phase nozzles ([63], [64]), refer especially to Fig. 13b. 

Flow through the Mach stem is brought to subsonic velocities, while flow through the annular oblique 

shocks remains supersonic. The pressure across the boundary between these two regions is matched, 

but temperature, entropy and velocity change almost discontinuously immediately downstream of the 

point where the oblique  shock, Mach disk and reflected shock intersect, referred to as the triple point 

in relevant flow studies ([65], [66]). Turbulent mixing takes place across this boundary, eventually 

bringing the core of the flow back to supersonic velocities prior to the next shock cell. In the case of 

supercritical pressure (Fig. 13c), flow accelerates due to the geometry of the nozzle throat, without 

exceeding a Mach number of 0.2 at any point. In the diverging part the flow decelerates with no 

discontinuities in any of the variable fields. As mentioned also in paragraph 4.2, the flow field exhibits 

no appreciable distinct features. 
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Figure 13. Contour plot of the Mach number in the throat and downstream regions (predictions of 

the pressure-based solver): (a) Case 1 of Table : pin / pout = 11.4 bar / 2.6 bar, (b) Case 2 of Table : 

pin / pout = 43.0 bar / 10.0 bar, and (c) Case 3 of Table : pin / pout = 133.0 bar / 124.2 bar. 

Fig. 14 presents the axial velocity values on four different planes perpendicular to the nozzle axis 

of symmetry. For the subcritical case 2, Fig. 14a, where the flow reaches Mach values up to 4, it is 

clearly evident that the flow keeps accelerating past the nozzle throat (X = 0.0 m). Hence, the flow 

expansion due to the compressible nature of the two-phase mixture is once again demonstrated. On 

the contrary, with regards to the supercritical conditions where the fluid retains liquid-like densities 

(case 3, Fig. 14b), the flow reaches the maximum velocity at the end of the throat and then decelerates 

steadily, suggesting that any influence of compressibility is absent. 
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Figure 14. Cross-flow velocity profiles for: (a) subcritical case 2 (Ux,max = 86.6 m/s) and (b) 

supercritical case 3 (Ux,max = 111.4) m/s of Table . 

3.5 Flow instabilities 

Flow instabilities arising due to the abrupt changes in pressure and density of the fluid are plausible 

to influence the flow field in the subcritical regime. In order to fully elucidate such effects, additional 

DES have been performed for cases 1 and 2 of Table . It should be noted that the pressure-based 

solver was employed in DES with the phase-change rate being imposed through Eq. (2). Average 

fields were obtained for a total flow time of 5 ms, which is equivalent to 50,000 time steps and are 

presented in Fig. 15.  

 
 

 

 

 

 
 

 
 

 

Figure 15. Contour plots of time-averaged field over the nozzle plane of symmetry; upper frames 

correspond to case 1 and lower ones to case 2 of Table : (a) pressure (b) axial velocity and (c) 

vapour-volume fraction. The figures include the part of the nozzle from 𝑋 = −23.5 𝑚𝑚 to 𝑋 =
98.2 𝑚𝑚. 

The elucidation of the influence of flow instabilities is of high practical importance, since they can 

affect the delivery performance of the oxidiser injector with subsequent consequences on the 

combustion efficiency. A recirculation region has been identified immediately downstream of the 

Mach disk in numerical studies, yet experimental data do not verify this feature [67]. Fig. 16 depicts 

three characteristic DES time instances for the subcritical case 2 of Table , where a severe jet 

expansion has been observed; a detailed view of the region slightly downstream the nozzle throat is 

depicted. The black line evident on the vectors-over-contour plots signifies regions where M=1. The 
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three instances make clear that the flow is oriented to the direction of the oblique shock-waves and 

remains parallel in the region encompassed by the M=1 iso-line. On the contrary, as depicted in all 

three instances a complex recirculation pattern sets in at the subsonic boundary layer. It is also 

interesting to notice in Fig. 16a and Fig. 16c that the flow turns away from the nozzle axis, i.e. towards 

the wall in the flow regions in the vicinity of M=1 iso-lines (annotated as regions 1-3 in the plots). 

This flow behaviour is also similar to the velocity field of expanding supersonic gas jets [62]. Finally, 

as shown in Fig. 16b significant flow deceleration and transition to the subcritical regime perturbs 

the flow significantly, so as to induce the emergence of an extensive recirculation pattern even at the 

channel core (region 4), where parallel flow prevails in the other time instances. As can be observed 

in the three time instances of Fig. 16, the locations in the channel core where the flow decelerates, 

thus denoting the presence of normal shockwaves, are not fixed in time for case 2. To highlight this 

behaviour, Fig. 17 presents the distribution of the pressure gradient over the nozzle symmetry axis 

for three different time instances. It is evident that the location and the magnitude of the first of the 

shock cells, which manifests in the vicinity of the axis are not stable but rather oscillating in time, 

thus producing a less sharp representation on the time-averaged fields, a trend similar to that obtained 

by the density-based RANS solver, refer to Fig. 9 and Fig. 10. These features have been verified to 

remain static for the subcritical case 1. 
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Figure 16: Velocity vectors over axial velocity contour plots in a detailed view after the nozzle throat 

exit (X=0.015 m) corresponding to characteristic time instances of DES: (a) t =0.240 s, (b) t+1.0 ms 

and (c) t+2.0 ms. The black iso-line signifies M=1 regions, while the numbered vectors indicate 

regions of distinct flow features. 

 
Figure 17. Distribution of the pressure gradient at the nozzle symmetry axis for case 2 of Table . 

Time difference between the instances is 0.08 ms. 

In order to highlight the manifestation of turbulence within the nozzle, Fig. 18 presents a 

visualization of the vortical structures arising for the subcritical cases 1 and 2, based on the DES 

results, using Q-criterion iso-surfaces. A common characteristic for both cases, constitutes the almost 

complete absence of structures in the throat region. Rings are only formed on the walls of the nozzle 

where the constant-diameter throat begins and ends. A multitude of vortical structures emanating 

from the shockwave location develop in the diverging section of the nozzle, which, in fact occupy the 

major part of the section for case 1 (Fig. 18a), for which the flow retains high velocities until the 

outlet, refer to Fig. 15. The relevant distribution for case 2 (Fig. 18b) exhibits structures of smaller 

scale densely forming in the region of the shock-diamond system, yet decaying well upstream the 

nozzle outlet due to the low flow velocities past the normal-shock sequence. 
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Figure 18. Visualisation of vortices using Q-Criterion iso-surfaces (Q=2∙108) coloured by axial 

velocity values for the DES results of (a) Case 1 of Table : pin / pout = 11.4 bar / 2.6 bar, (b) Case 2 

of Table : pin / pout = 43.0 bar / 10.0 bar. The figures include the part of the nozzle from 𝑋 =
−0.017 𝑚 to 𝑋 = 0.11 𝑚. 

4. Conclusions 

Two-phase oxygen flow was numerically investigated in a converging-diverging nozzle in both 

sub- and supercritical pressure conditions using both URANS simulations and DES. The selected 

conditions are typical for the component operation of lower and upper-stage rocket engines. Two 

phase-change mechanisms have been utilized. A finite phase-change rate imposed by a Hertz-

Knudsen-type equation was found to give the most accurate results regarding the two-phase oxygen 

flow field in the subcritical regime, suggesting a moderate departure from thermodynamic 

equilibrium.  Nevertheless, the tabulated approach based on the Helmholtz EoS proposed in this work 

was found to produce results of sufficient accuracy for both sub- and supercritical pressure regimes, 

hence, rendering it a universal modelling approach for cryogenic fluid injection. From a flow physics 

standpoint, in the supercritical regime the flow exhibits smooth transitions for all quantities of 

interest. Overall, the flow field exhibits no appreciable distinct features and abrupt gradients. On the 

contrary, in the subcritical regime, flash boiling of LOx takes place, i.e. abrupt vaporisation of the 

liquid phase, accompanied by flow acceleration to supersonic velocities and abrupt pressure 

gradients. In the case with the most severe two-phase jet expansion, a series of shock-diamonds set 

in at the nozzle diverging region verifying the flow similarity to the expansion of a supersonic gas 

jet. DES demonstrated that the flow transition from the super- to the subsonic regime perturbs the 

velocity field and gives rise to extensive recirculation patterns both in the boundary-layer region, as 

well as in the channel core. The main findings of this study are applicable to propulsion components 

of space vehicles where LOx is currently the prevalent oxidiser option but also to other applications 

where cryogenic liquids are the working media, e.g. CO2 for refrigeration systems. 
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