Efficient evaluation of alternative reinsurance strategies using control variates
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Abstract

In this short communication, we present a new, simple control-variate Monte Carlo procedure for enhancing the evaluation accuracy of alternative reinsurance strategies that an insurance company might adopt.
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1 Introduction

The exposure of insurance portfolios to various risk factors renders their valuation using Monte Carlo simulation a computationally intensive task. The resulting estimates can be inaccurate if the sample sizes they are based on are not sufficiently large. Increasing estimation accuracy comes with considerable increases in runtime burden, given the square-root convergence of unbiased Monte Carlo estimators. This is a notable drawback, as practicable runtimes are crucial in insurance operations, e.g., the calculation of solvency capital requirements [1], the valuation of life insurance products [2], the assessment of insurance-based investment products’ risk-return profiles, the chance-risk classification of pension products [3], and the evaluation of reinsurance strategies, which represent a key risk mitigation tool for non-life insurers [4, Chapter 9]; [5].
Monte Carlo simulation convergence can be accelerated by incorporating variance reduction methods [4, Chapter 9]; [6, Chapter 3]; [2]. In this letter, we introduce a new control variate that results in a simple, yet efficient, variance reduction framework for evaluating a reinsurance strategy that a company considers to employ. The main premise of our approach is the anticipated correlation of the gross and net portfolio losses, with both variables calculated as standard outputs in model runs. This correlation is exploited to evaluate alternative reinsurance strategies efficiently, using a reduced number of expensive simulations.

2 Methodology

An insurer’s portfolio loss is represented as $g(X, \lambda)$, where $X \sim F$ is a random vector of risk factors and $\lambda$ a vector of reinsurance parameters. We will focus on three particular choices for $\lambda$:

i) $\lambda_0$ is corresponds to the case of no reinsurance, therefore $g(X, \lambda_0)$ represents the gross portfolio loss;

ii) $\lambda_1$ represents the current reinsurance strategy, therefore $g(X, \lambda_1)$ is the net portfolio loss;

iii) $\lambda_2$ represents an alternative reinsurance strategy that the company is considering, under which the net loss is $g(X, \lambda_2)$.

The insurer is interested in quantities of the form $E[\psi \circ g(X, \lambda)]$, where $\psi$ is a function that represents (tail) risk preferences, e.g., for some threshold $t$, $\psi(z; t) := 1_{\{z>t\}}$ or $\psi(z; t) := \max(z-t, 0) = (z-t)_+$, yielding, respectively, the survival function or stop-loss transform. The insurer calculates $E[\psi \circ g(X, \lambda_k)]$ by simulation for a given reinsurance $\lambda_k$. As part of any simulation run, the gross loss $g(X, \lambda_0)$ is always evaluated by default. Hence, in each model run, the gross and net (under some $\lambda_k$) portfolio loss distribution can be worked out. We assume throughout that random number generation is computationally cheap, whilst the evaluations of $g$ are expensive.

We distinguish between two model runs:

- **Baseline run:** we simulate i.i.d samples $\hat{X}^{(i)} \sim F$, $i = 1, \ldots, \hat{n}$, and evaluate $g(\hat{X}^{(i)}, \lambda_1)$ and $g(\hat{X}^{(i)}, \lambda_0)$.

- **Sensitivity run:** we simulate i.i.d samples $\tilde{X}^{(i)} \sim F$, $i = 1, \ldots, \tilde{n}$, and evaluate $g(\tilde{X}^{(i)}, \lambda_2)$ and $g(\tilde{X}^{(i)}, \lambda_0)$.

We require that the samples generated in the two runs are independent; achieved, for example, using a different random seed. The sample size $\tilde{n}$ of the baseline run is large as we require high accuracy to calculate quantities with respect to the current portfolio, such as the firm’s regulatory capital. Instead, the sample size $\tilde{n}$ of the sensitivity run is allowed to differ – for example it could be $\tilde{n} < \hat{n}$, which cuts computational time and potentially allows the investigation of multiple alternative reinsurance strategies.
Through simulation, we are interested in evaluating the change in the portfolio risk arising from moving from the current reinsurance strategy $\lambda_1$ to the alternative $\lambda_2$. In particular, we seek to compute the quantity

$$\xi = \mathbb{E}[Y_2] - \mathbb{E}[Y_1],$$

where

$$Y_k = \psi \circ g(X, \lambda_k), \quad k = 0, 1, 2.$$  

To calculate $\xi$, we thus need to carry out both the baseline run and the sensitivity run. Our aim is to provide a variance reduction scheme that allows us to carry out the sensitivity run with sample size $\tilde{n}$ that is substantially lower than $\hat{n}$.

We define the following standard Monte Carlo estimators:

$$\hat{\mu}_0 = \frac{1}{\hat{n}} \sum_{i=1}^{\hat{n}} Y_0^{(i)}, \quad \hat{\mu}_1 = \frac{1}{\hat{n}} \sum_{i=1}^{\hat{n}} Y_1^{(i)}, \quad \tilde{\mu}_0 = \frac{1}{\tilde{n}} \sum_{i=1}^{\tilde{n}} \tilde{Y}_0^{(i)}, \quad \tilde{\mu}_2 = \frac{1}{\tilde{n}} \sum_{i=1}^{\tilde{n}} \tilde{Y}_2^{(i)}.$$  

To estimate $\xi$, we define the estimator:

$$\tilde{\xi}_\beta = \tilde{\mu}_2 - \hat{\mu}_1 - \beta (\tilde{\mu}_0 - \hat{\mu}_0).$$

It is immediate that $\mathbb{E}[\tilde{\xi}_\beta] = \xi$. As for the variance, we have, by independence of the samples of the two runs, that

$$\mathbb{V}[\tilde{\xi}_\beta] = \mathbb{V}[\hat{\mu}_2 - \hat{\mu}_0] + \mathbb{V}[\hat{\mu}_1 - \hat{\mu}_0] = \frac{1}{\hat{n}} \mathbb{V}[Y_2 - \beta Y_0] + \frac{1}{\hat{n}} \mathbb{V}[Y_1 - \beta Y_0],$$

where the equality follows by identical distribution of the samples. It then holds trivially that

$$\mathbb{V}[\tilde{\xi}_\beta] = \frac{\mathbb{V}[Y_2] + \beta^2 \mathbb{V}[Y_0] - 2 \beta \mathbb{C}[Y_2, Y_0]}{\hat{n}} + \frac{\mathbb{V}[Y_1] + \beta^2 \mathbb{V}[Y_0] - 2 \beta \mathbb{C}[Y_1, Y_0]}{\tilde{n}},$$

where $\mathbb{C}[\cdot, \cdot]$ denotes the covariance operator, from which the coefficient value $\beta = \beta^*$ minimising the variance of the estimator\(^1\) is given by

$$\beta^* = \frac{\frac{1}{\hat{n}} \mathbb{C}[Y_2, Y_0] + \frac{1}{\tilde{n}} \mathbb{C}[Y_1, Y_0]}{\mathbb{V}[Y_0] \left( \frac{1}{\hat{n}} + \frac{1}{\tilde{n}} \right)}.$$  

\(^1\)An alternative is to carry out the baseline and sensitivity runs based on the same sample size and starting from the same seed, such that the samples from the two runs are not independent, that is, estimate $\xi$ by $\hat{\mu}_2 - \hat{\mu}_1$. Such use of common samples [7, Chapter 8], has two potential drawbacks. First, as $\tilde{\mu}_2$ is also estimated on a sample of size $\hat{n}$, there are no savings in computational time. Second, the use of common numbers to evaluate $\tilde{\mu}_2$ and $\hat{\mu}_1$ may be impractical, depending on the commercial software platform used, as a change from $\lambda_1$ to $\lambda_2$ could affect the simulated sequences, even if the same seed is used (e.g., if $g$ is itself evaluated numerically).

\(^2\)In practice, the optimal $\beta^*$ value is estimated via its sample counterpart, which is likely to introduce some bias, still usually small [8]. A simple way to eliminate this bias is by estimating $\beta^*$ independently using a pilot sample – we do not pursue this route further here.
Finally, we get

$$\mathbb{V} [\tilde{\xi}_{\beta^*}] = \frac{\mathbb{V}[Y_2]}{\tilde{n}} + \frac{\mathbb{V}[Y_1]}{\hat{n}} - \frac{\left( \frac{1}{\tilde{n}} \mathbb{C}[Y_2, Y_0] + \frac{1}{\hat{n}} \mathbb{C}[Y_1, Y_0] \right)^2}{\mathbb{V}[Y_0] \left( \frac{1}{\tilde{n}} + \frac{1}{\hat{n}} \right)}.$$ 

Note that in the special case of the naive estimator, we have $\tilde{\xi}_0 = \tilde{\mu}_2 - \hat{\mu}_1$ with $\mathbb{E}[\tilde{\xi}_0] = \xi$ and $\mathbb{V}[\tilde{\xi}_0] = \mathbb{V}[Y_2] / \tilde{n} + \mathbb{V}[Y_1] / \hat{n}$.

If the gross and net portfolio loss have a high correlation, as is typical in practice, we can achieve a substantial reduction in the variance of our estimator with respect to the naive one. It is helpful to have a simple rule of thumb which would indicate the required correlation level for a modest size $\tilde{n}$ to yield sufficient reduction in variance and, thus, potential computational savings. Upon requiring the variance estimate of $\tilde{\xi}_{\beta^*}$ to be consistent with that of $\hat{\mu}_1$, an approximate calculation, not documented here, yields

$$\frac{\tilde{n}}{\hat{n}} \approx \frac{1}{\rho[Y_1, Y_0]^2} - 1,$$

where $\rho[Y_1, Y_0] := \mathbb{C}[Y_1, Y_0] / \sqrt{\mathbb{V}[Y_0] \mathbb{V}[Y_1]}$. Hence, it follows that $\tilde{n} < \hat{n}$ when $|\rho[Y_1, Y_0]| > \sqrt{2}/2$. This is the same benchmark correlation value that appears in the standard control-variate setting [7, Chapter 8].

### 3 Example

Here, we illustrate the use of the estimator $\tilde{\xi}_{\beta^*}$ in a toy example. Consider a homogeneous portfolio with 10 lines of business, $X = (X_1, \ldots, X_{10})$, and portfolio loss

$$g(X, \lambda) = \sum_{j=1}^{10} (X_j - R_j + \mathbb{E}[R_j] + 0.5 \sigma[R_j]),$$

where:

- $X_j$ are gross losses for each line of business, which we assume to be identically log-normally distributed, with $\mathbb{E}[X_j] = 100$, $\sigma[X_j] := \mathbb{V}[X_j]^{1/2} = 20$, and dependent via a Gaussian copula with correlation parameter 0.3 for all pairs.
- $R_j = \min \left( (X_j - d)_+, l \right)$ is the reinsurance recovery for each line of business and $\mathbb{E}[R_j] + 0.5 \sigma[R_j]$ is the reinsurance premium. We, thus, have that $\lambda = (d, l)$. Specifically, for the gross loss we have $\lambda_0 = (0, 0)$, for the net loss of the baseline run we have $\lambda_1 = (F_{X_j}^{-1}(0.7), F_{X_j}^{-1}(0.8) - F_{X_j}^{-1}(0.7))$, whereas for the sensitivity run we have $\lambda_2 = (F_{X_j}^{-1}(0.75), F_{X_j}^{-1}(0.85) - F_{X_j}^{-1}(0.75))$. Hence, the sensitivity run aims at evaluating the effect of making all reinsurance layers somewhat higher.
We simulate from this model, with baseline run sample size \( \hat{n} = 10^5 \) and sensitivity run sample size \( \tilde{n} = 10^4 \), and derive estimates of the quantities \( \mathbb{E}[Y_k] \), \( k = 0, 1, 2 \), where

\[
Y_k = \psi \left( g(X, \lambda_k); t_k \right)
\]

\[
\psi(z; t_k) = \begin{cases} 
1_{\{z > t_k\}} & \text{(survival function); or} \\
(z - t_k)_+ & \text{(stop-loss transform)}
\end{cases}
\]

\[
t_0 = F_{Y_0}^{-1}(\alpha), \quad t_1 = t_2 = F_{Y_1}^{-1}(\alpha), \quad \alpha \in [0.9, 0.995].
\]

We compare the performance of the naive Monte Carlo estimator \( \tilde{\xi}_0 \) with the improved one \( \tilde{\xi}_{\beta^*} \), by evaluating both on \( m = 500 \) blocks of simulated samples. The results of this exercise are summarised in Figure 1, for different thresholds \( t_2 \), corresponding to portfolio net loss levels. The top plots (a, b) deal with estimating the survival function under the alternative reinsurance strategy \( \lambda_2 \), whereas the bottom plots (c, d) show the estimation of the stop-loss transform. On the left (a, c), we show realisations of the difference estimators \( \tilde{\xi}_0 \) (in grey) and \( \tilde{\xi}_{\beta^*} \) (in blue). On the right, we show estimates of the survival function (b) and the stop-loss transform (d) under the reinsurance strategy \( \lambda_2 \), together with 95% confidence intervals evaluated across the \( m = 500 \) experiments. From all plots, it is seen that the control-variate estimator \( \tilde{\xi}_{\beta^*} \) exhibits a major improvement compared to the naive estimator \( \tilde{\xi}_0 \) – more so in the case of the stop-loss transform. From experiments not documented here, we found that the same holds after changes in the number of lines of business, their volatility, and their copula/correlation specification.

Nonetheless, one part of the problem specification that does impact performance is the reinsurance strategy \( \lambda_k, k = 1, 2 \); if these \( \lambda_k \) are such that the correlations \( (Y_0, Y_k) \) are not high enough, adopting the control-variate estimator \( \tilde{\xi}_{\beta^*} \) may not offer a substantial benefit. For example, in the simulation study above, for survival function estimation and threshold loss levels derived with \( \alpha = 0.95 \), we have \( t_1 = t_2 = 1197 \), correlations \( \rho[Y_1, Y_0] = 0.956 \), \( \rho[Y_2, Y_0] = 0.948 \) and variance reduction factor \( \sigma[\tilde{\xi}_{\beta^*}]/\sigma[\tilde{\xi}_0] = 0.31 \). Alternatively, let us consider the case of \( \lambda_2 = (F_{X_1}^{-1}(0.6), F_{X_1}^{-1}(0.85) - F_{X_1}^{-1}(0.6)) \), such that much more of the company’s risk is ceded to reinsurers. Then, for the same loss thresholds, we have \( \rho[Y_2, Y_0] = 0.796 \) and \( \sigma[\tilde{\xi}_{\beta^*}]/\sigma[\tilde{\xi}_0] = 0.57 \), reflecting a more modest variance reduction.

4 Conclusion

We presented a simple approach for improving the accuracy of simulation-based risk estimates when different model runs, as a default, produce samples from two correlated outputs (in this case, gross and net loss). By reducing computational costs, insurers can expand the scope of their exploration of
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Fig. 1 Performance of naive and improved estimators against net portfolio losses (at thresholds $t_2$). (a, b): estimation of the portfolio survival function; (c, d): estimation of the portfolio stop-loss transform; (a, c): realisations of $\hat{\xi}_0$ and $\hat{\xi}_{\beta^*}$; (b, d): risk estimates with 95% confidence intervals (log-log scale).

alternative reinsurance strategies, resulting in more efficient portfolio structures. The proposed method is easily applicable in practice, as it is generic and not tailored to any particular stochastic model specification.
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