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ABSTRACT

In recent years there has been a tremendous growth in the
development and application of mathematical models in all areas of
science and engineering. Aided by the advances and availability of
computers, models have been used in many new areas, such as biology
and the social sciences, and applied to increasingly complex systems.
At the same time, model validity and validation have become
correspondingly more problematic yet received little attention. The
aims of this thesis are to clarify the meaning of model validity, to
develop a range of procedures for model validation, and to consider
in depth the validity of a number of specific models. The main focus

is the use of models in systems science and in biology and medicine.

A review of the scientific literature of model validity and
validation is made which reveals many techniques for empirical
validation, but exposes the lack of a consistent conceptual approach
towards model validity. In reviewing the philosophy of science with
reference to validity and validation, the importance of regarding
models and validation as part of an evolving research programme and

of heuristic considerations in assessing model validity are emphasised.

A new and innovative theory of model validity is proposed which
explicates model validity as a multidimensional concept closely related
to modelling objectives. The different modelling objectives and types
of data are classified and the various concepts of validity are
expressed as validity criteria. The general relationship between
modelling objectives, data, and validity criteria is explained. The
theory is then used to devise a range of validation methodologies

suitable for models in research areas at different stages of development.

Models of the human cardiovascular, renal, and respiratory

systems are used as case studies for validation. Extensive use is

made of the conceptual framework of the theory of model validity and

the validation methodologies. The results are a precise delimiting of

the validity of the models, the areas of uncertainty, and the potential

for future development. This indicates the critical value of the theory

and the appropriateness of the methodologies to complex biological
models. Further support for the theory and its wide applicability is

obtained in using it to consider aspects of validity and validation of

models in the social sciences.



Finally, the implications of the work for modelling and validation
in systems science and in biology and medicine are examined. In both
areas it is shown that the theory of model validity leads to an improved
understanding of the nature of modelling and validity, and that the
validation methodologies are suitable for the critical and effective
validation of a wide range of models. In biology and medicine specific
recommendations are made for the types of model appropriate to different

modelling objectives and for suitable techniques and methodologies for

validation.

<

This thesis contributes to an improved understanding of the concept
of model validity and offers a repertoire of validation methodologies.
On another level, it is a broad methodological study of the kind
urgently required in systems science. More practically, however, much
of the thesis is concerned with the detailed validation of three

specific biological models.

10



CHAPTER 1

INTRODUCTION

Since the 1950's there has been a tremendous growth in the develop-

ment and application of models1 in all areas of science and engineering,

made possible largely by the advances and availability of digital com-
puting; models are the fashion of contemporary science. This growth

is most clearly reflected in the development of systems science, a model-

based science parexcellence. However, as models have dealt with ever

more complex subjects and have been applied to new areas, such as biology

and the social sciences, their validity has become increasingly problematic.

In some cases, for instance the "World models", model validity is so

doubtful that their use has been strongly criticised., Whilst conceptual

devices and practical techniques for model formulation and simulation
have proliferated, the problems of model validity and validation have
received relatively little attention. Thus, having formulated a model,
it is often very difficult to assess the confidence that can be placed
in the conclusions drawn from the model or to decide whether or not the
model is suitable for some practical application. There is an urgent
need therefore for research into the nature of model validity and the

ways in which models may be validated., 1In this thesis, an attempt is

made to consider the whole range of the validation problem, from the
philosophical and methodological aspects of the meaning of validity to

the practical validation of some specific models.

In very simple terms, validity refers to the correctness, the
adequacy, or even the truth of a model. Often, model validity is deter-
mined by comparing the model with data (observations and measurements)

from the subject or system which is being modelled. There are many fac-

tors that may make validity problematic and validation difficult, of

which four major ones are outlined below:

(1) The difficulty of acquiring sufficient data to validate the model

(e.g. in biological modelling it is often very difficult to make measure-

ments of the internal states of a biological system). For some models

(e.g. political models) not all model variables are presently measurable.

1 Throughout this thesis, the term "model" refers to theoretical models,
which may be verbal, symbolic, procedural, mathematical, or formal.

11



(2) 1Inadequate theory or understanding on which to base the model and
against which to test it (e.g. for models of neural control in biology,

or for models in the social sciences in general).

(3) The complexity of the systems which are modelled, The large number
of interrelationships and possible behaviour modes may make models un-
certain and very difficult to validate fully, even in areas where there
are few fundamental theoretical inadequacies or data problems (e.g. models

of complex physical or technological systems).

(4) The limited resources available for modelling leave insufficient

time for validation which is usually (and incorrectly) only considered
after model formulation,

Faurthermore, there is much confusion over the meaning of the term

"model validity", The various usages of the term include:

between model and data;

a close match
agreement with accepted theories, models, or

understanding; practical usefulness; and potential for scientific dis-
covery. Unfortunately, these are all used more or less independently
and there is no satisfactory explanation of their interrelations or why

some should be important for some models but not for others.

There are two main aims of the thesis. The first is to identify and
define the various aspects of model validity, and to investigate their

relations to each other and to other factors such as modelling objectives,

the availability of theories and data, etc. The second aim is to devise

and test a variety of methods for validating models in practice, These

two aims may be expressed more precisely:

(1) To explicate the concept of model validity, and to provide a concep-

tual framework for explaining model validity.

(2) To develop and appraise methodologies for the critical and effective

validation of models in specific research areas.

The two aims are simply an attempt to answer the two main questions

of model validity and validation, namely, "what does model validity really

mean?", and "how can models be validated?"., 1In order to answer these ques-—

tions a wide-ranging research programme was required. This was pursued

along three fronts: extensive reviews of previous work and validation

methodologies; detailed validation case studies; and the development of

a conceptual framework, or theory, of model validity and of specific

validation methodologies. The reviews covered the scientific and engineering

literature in areas in which the issues of model validity and validation

12



have been seriously considered. In addition, because the concept of model

validity raises many philosophical issues, a review was made of the major

schools in the philosophy of science.

The models used as case studies for validation were three mathemati-

cal models of biological systems which have been developed in the Depart-

ment of Systems Science. The area of biological modelling was chosen for

two reasons: firstly, there are both theoretical inadequacies and data

difficulties, associated with biological models, which expose many of the

problems of model validity and validation; and, secondly, the models

themselves were in need of extensive validation. An additional aim of

the thesis is an assessment of the potentialities and limitations of

biological modelling. As well as the results of the detailed case studies

of biological models, the results of some more general investigations on

the validity and validation of models in the social sciences will be pre-
sented in the thesis,

1.1 Structure of the Thesis

The thesis has three distinct parts: (1) scientific and philosophical

reviews; (2) theoretital and methodological development; and (3) case
studies,

(1) Scientific and philosophical reviews

A critical review of the scientific literature of model validity

and validation is presented in Chapter 2. In the philosophy of science

validation is usually referred to as verification, confirmation, corrobora-

tion, acceptance or, conversely, falsification. A general review of the

major schools in the philosophy of science, with refererce to their views
on validity and validation, is made in Chapter 3,

(2) Theoretical and methodologlcal development

In Chapter 4 a theory of model validity is developed wh1ch acts as a

conceptual framework for model validity and validation. Where possible,

the theory makes use of the recommendations of the review chapters. The
theory is used in Chapter 5 to devise validation methodologies and tech-

niques appropriate for a wide range of modelling objectives and types of

model. In one methodology, the range of techniques for comparing a model

with data, many of which are taken from Chapter 2, is presented in a
systematic form,

13



(3) Case studies

Firstly, the results of the detailed validation of the three biolo-
gical models are reported, and then some ﬁore general considerations of
the validity and validation of models in the social sciences are made,
In all the case studies extensive use is made of the conceptual frame-
work of the theory of model validity and the techniques and methodologies
for model validation previously developed in Chapters 4 and 5. The case
studies are therefore a test both of the individual models and of the
applicability of the theory of model validity and the validatign methodolo~
gies, The three biological models are mathematical models of the human
cardiovascular system (Chapter 6), the human renal-artificial kidney
machine system (Chapter 7), and the human respiratory control system
(Chapter 8)., The areas of modelling in the social sciences wﬁich are
considered (Chapter 9) include econometric modelling, world modelling,

and the modelling of bicommunal political conflict,

In Chapter 10 the overall implications of the work for methodological,
theoretical, and practical aspects of modelling and validation in systems

science and biomedicine are examined, Finally, the conclusions to the

thesis are made in Chapter 1ll.

The appendices contain listings of the full mathematical models for

the biological case studies., In addition, Appendix I is a historical

study in model validation based on William Harvey's discovery of the cir-
culation of the blood.

1.2 A Note on Technical Terms and Symbolisms

Throughout the thesis, many fairly common words or terms, such as
"scientific", "utilitarian", "objectives", or '"range of application", are
used. Because of the nature of a methodological study it is important to

give these words more precise, technical definitions, many of which are

given in Chapters 4 and 5, Unfortunately, in their common usage, such

words often have a wider meaning or have other connotations. To help with

the reading of the thesis, an index of key terms has been provided at the

end, and this should be consulted if there is confusion.

Owing to the wide range of topics and models considered, it is imprac-
tical to devise a single symbolism. Symbolisms are consistent within each

chapter and are defined at their first occurrence in each chapter,

14



CHAPTER 2

THE SCIENTIFIC LITERATURE OF MODEL
VALIDITY AND VALIDATION

Review 1

2.1 1Introduction

The past two decades have seen a tremendous growth in the use of
mathematical models in all areas of science and engineering as well as
in the application of scientific techniques to business problems and

at various levels of public decision making. For this reason, the

issues of model validity and model validation have a general scientific

and practical importance. In this chapter a review of the literature

of model validity and validation across a broad range of sciences is

made. The motivation for this extensive review was the demonstrable

lack both of understanding of the nature of model validity and satis-
factory validation methodologies in specific areas (such as biological
modelling and systems science, the main areas of interest in this thesis)
as well as in general. The aim was to search for a common core of

meanings for the concept of model validity and to catalogue the various

techniques for model validation.

Throughout the review it is apparent that there is much confusion

about the meaning of model validity and that many approaches to model

validation are over-simplistic. Nevertheless, in the concluding section

(Section 2.9), a common core of concepts of model validity is identified.

It is interesting that this core is drawn from a wide range of applica-

tion areas, In Chapter 4, it forms a partial basis of the theory of

model validity which is developed. The various techniques for model

validation are systematised in a range of validation methodologies pre-
sented in Chapter 5.

An important reason for the growing interest in model validity and

validation is the widespread use of mathematical modelling in new appli-

cation areas, such as biology, geography, the social sciences, world

modelling, etc. In these areas, there is often a lack of established

quantified theory and severe measurement difficulties compared with the

areas from which mathematical modelling originates (physics and engineering),

and this makes model validity problematic. Furthermore, the availability

of powerful computing facilities has led to the simulation of models of

highly complex systems which, in all application areas, adds an extra

15



dimension of difficulty to the validation problem.

The structure of the chapter is as follows: 1in Section 2.2 some
formative ideas on model validity and validation in the 1950's and
early 1960's are reviewed. The development of a validation methodology

in simulation modelling (one of the few coherent well-developed methodo-

logies) is outlined in Section 2.3. Some aspects of model validity in

the social sciences are considered in Section 2.4, with reference mainly
to empirically-based models, In Section 2.5, work on the validation of

biological compartmental models is reviewed. Some of this work is

related to system identification and parameter estimation which are

considered in Section 2,6, The concept of model adequacy, which was

offered as an alternative to model validity, is critically reviewed

in Section 2.7. 1In Section 2.8, the cross-validation of statistical

models, the MIT energy laboratory assessment programme, and the nature

of model validity in the physical sciences and engineering are con-
sidered.

16



2.2 Some Early Ideas on Model Validation

2.2.1 Introduction

In this section some of the early work on model validation which pre-
ceded the major growth of mathematical modelling (in the 1960's) is re-
viewed. Although some of the references are philosophical rather than

scientific, they form a good basis and introduction for the later sections.

2.2.2 Model testing in Operations Research; Churchman et al., 1957

"Introduction to Operations Research” by Churchman, Ackoff, and

Arnoff, is a classic work on the philosophy and methods of Operations
Research, In it, the problems of model testing and data acquisition are

considered at length: '"Part IX Testing, Control, and Implementation';

Chapter 20, "Data for Model Testing".

"In testing a model we ask, 'What are the possible ways
in which a model can fail to represent reality adequately and

hence lose some of its potential usefulness?'" (p. 577)

The authors suggest four ways in which the adequacy of a model may
be questioned:

(1) "... the model may fail by including variables which are
not pertinent." (p. 577)

(2) "The model may fail to include a variable which does have

a significant effect." (p. 577)

(3) "The model may inaccurately express the actual relationship
which exists between the measure of effectiveness (E) and

one or more of the pertinent independent variables
n

(4) "It may fail to yield good results because of incorrect

parameter values,"

This approach distinguishes between (1), (2) and (3) which are

concerned with the validity of the model structure, and (4) which is con-

cerned with the accuracy of parameter values., Such a classification has

been made often, and in diverse areas (e.g. Carson and Finkelstein, 1977,

in biological models; Chrostowski et al., 1978, in mixed dynamic systems).

Note that the emphasis by Churchman et al. is on the "adequacy" of a

model rather than validity. Adequacy can be defined by operational tests,

17



whereas validity requires a conceptual definition.

The importance and problems of the process of collecting empirical

evidence are stressed:

"The design of the process of collecting evidence [for model
testiné] consists of the following parts: definition (including
measurement), sampling (including experimental designs), data-
reduction, use of data in the test, examination of the result,

and possible redesign of the evidence." (p. 581)

The last phrase indicates that if a model fails the test against the
evidence, it may be the evidence that is at fault, not the model. In
other words, the data itself may not be a valid representation of the
system. This important consideration throws doubt on purely falsifi-

cationist accounts of model validity (e.,g. Popper, 1935;
1953).

Braithwaite,

Although the book is clear and detailed on the collection and reduc-
tion of data, there is little on the actual confrontation of the model
and evidence in testing, and how the four questions of adequacy may be

answered., Possibly, the operational philosophy and lack of a clear con-

cept of model validity makes this problematic,

2.2.3 Validity as isomorphism

In his stimulating essay, "Models and Archetypes", Black(1962) argues
convincingly for the use of models in science, both for the interpretation
of theory and as a tool for discovery. This was largely an argument
against the philosopher Braithwaite who put forward strong criticisms of
models (the tendency of positivist philosophers of science to prescribe
methodologies is discussed in tﬁe next chapter).

aspects of model validity:

Black describes two

"We can determine the validity of a given model by checking
the extent of its isomorphism with its intended application. In
appraising models as good or bad, we need not rely on the sheerly
pragmatic test of fruitfulness in discovery; we can, in principle
at least, determine the 'goodness' of their 'fit'." (p. 238)

The notion of a model as an isomorphism, or "partial" isomorphism,
of a system was also developed in the early cybernetic literature by Ashby
(1956) (although, in general, model validity has received very little

attention in cybernetics). 1In equating the concept of validity with the

18



formal concept of isomorphism it must be remembered, however, that a model
contains propositions of a general kind (e.g. mathematical equations),
whereas knowledge of the intended application (the system) is in the form
of data (measurement and observations) which are records of specific

events. Thus model and data have a different logical status.

Reasoning along these lines, Suppes (1962) sets out to show in a
formal way that:

... an exact analysis of the relation between empirical

theories and relevant data calls for a hierarchy of models of

different logical type." (p. 25)

Such an approach is also
+++ closely connected to the statistical analysis of the empi-
rical adequacy of theories." (This paper is closely related to

Suppes' work on axiomatic measurement theory.)

2.2.4 Kaplan's methodology for the behavioural sciences; the effect
of model purpose on model validity, 1964

Kaplan's "The Conduct of Inquiry" (1964) is a careful analysis of
scientific method in the behavioural sciences from an instrumentalist
perspective. This view considers the methods of science in relation to
the purposes or functions they serve in inquiry. The book contains

chapters on experiment (IV), measurement (V), and theory (VII), which
are of particular interest,

In Chapter V, Kaplan firstly gives an account of the logical basis
of measurement (i.e. non-instrumental), but makes the switch back to an
instrumental viewpoint in considering the validity of measurements and
problems of measurement uncertainty (there is particular reference to
psychological measurement). Here, the validity of a measurement is
assessed on the basis of its function in inquiry. Perhaps this indicates
that neither a positivist nor an instrumentalist philosophy is alone cap-
able of a satisfactory analysis of science.

§36 of Chapter VII, "The Validation of Theories", considers the vali-

dity of a theory in relation to its purpose. To Kaplan, the validity of
a theory depends upon its ability to satisfy its intended purposes as
well as not failing empirical tests, although he stresses that the metho-

dological strength of methods of falsification should not be under-estimated.

Some other aspects of this book are reviewed in Section 2.4.2.
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2,3 The Development of a Coherent Validation Methodology: A Case
Study - Simulation Modelling

2.3.1 Introduction

Simulation modelling is a technique for solving stochastic modelling
problems using digital computers. Its largely statistical nature stems
from its origin in Monte-Carlo methods. These methods, which concern
experiments with random numbers, began their systematic development during
World War II when they were applied to problems related to the “atomic
bomb. The work involved direct simulation of probabilistic problems con-
cerned with random neutron diffusion in fissionable material., 1In the
1950's simulation experiments became feasible on digital computers,
allowing the solution of problems associated with the complex interactions
of system components,

The technique has been applied to a wide variety of systems, especially
nuclear and missile engineering, and economic and political systems. The
main application, however, is in the modelling of operations, or events,
within a business or industrial framework. A typical example is the two-

stage arrival/service-activity queuing model which may be simulated

stochastically in a simulation model.

A simulation model is composed of a logical structure which specifies

the discrete units of behaviour (events) and how these units are combined

to represent system behaviour. Stochastic units and interactions are

represented by statistical distributions. The padel is simulated by

applying the appropriate inputs (often stochastic) and by random sampling

from the statistical distributions. Repeated runs of the simulation (as

in the Monte-Carlo method) build up a statistical picture of the model's

behaviour. The use of a simulation model in this way is known as a

"simulation experiment".

The problems of model validity and validation arose as a practical
one associated with the need to justify the use of such a technique.
However, the first approaches to these problems were from a methodological
basis (Naylor et al., 1966, see Section 2.3,2;

and Hermann, 1967, see
Section 2.3.3).

In the late 1960's attention was focussed on the statis-—

tical adequacies of simulation models (e.g. Fishman and Kiviat, 1968),

such as investigating the true randomness of the so-called "random-number
generators".

20



Simulation models are used primarily as black-box models, i.e. to
predict outputs for certain inputs. Consequently, validation centred

around the statistical comparison of model and system outputs.,

By the end of the 1960's, a coherent methodology for the validation
of simulation models had been developed, and the 1970's saw the refine-

ment and application of the various techniques (see, for example, Ignall,
1978, Section 2.3.10).

In the review of the literature which follows, it will be seen that
the methodology is essentially statistical, and that many aspects perti-
nent to a model's validity (e.g. structural uncertainty, or measurement
problems) are largely neglected., Although the methodology is probably
meaningful in the context of simulation modelling, it would be wrong to
apply it uncritically elsewhere, or, indeed, to suggest that it is a

general validation methodology, as Mihram has done (Mihram, 1972, Section
2.3.6).

2.3.2 Four methodological positions - Naylor et al.,, 1966

"Computer Simulation Techniques" by Naylor, Balintffy and Burdick
(1966) deals with simulation models of economic and business systems,
Chapter 8, "The Problem of Verification", discusses the validity of
such models by considering four distinguishable methodological positions.

They point out that their analysis goes beyond simulation models,

"The question of verification of simulation models is
in reality no different from the question of verification
when applied to any type of hypothesis or model, whether it
be expressed as a verbal model, a physical model, a mathemati-
cal equation, or a computer program." (p. 310)

The authors use verify and validate interchangeably, yet give an
impossible definition:

"To verify or validate any kind of model means to prove
the model to be true." (p. 310)

However, it is not possible to prove a model to be true, but it
may be possible to disprove it, Naylor et al. go on from this definition
to question the concept of truth, leaving the reader wondering quite what

the definition means. Fortunately, it is not central to the main argu-

ment of the chapter, which continues by describing four methodological

positions on validation (verification) that have been taken in economics.
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(i) Synthetic apriorism

This holds "that economic theory (or for that matter any kind of
theory) is merely a system of logical deductions from a series of syn—

thetic premises of unquestionable truth"., (p. 311)

The validity of a theory follows automatically and no empirical
test is necessary.

(ii) Ultraempiricism

This is an extreme form of logical positivism which asks that we

begin with facts, not assumptions.

(iii) Positive economics

Milton Friedman, in his essay "The Methodology of Positive Economics",
"argues that critics of economic theory have missed the point with their
preoccupation with the validity of economic assumptions. According to
Friedman, the validity of an economic model depends not on the validity
of the assumptions on which the model rests, but rather on the ability
of the model to predict the behaviour of the endogenous variables that

are treated by the model." (pp. 313-314)

However, this is a single criterion for validity which asks that we
accept the model, regardless of how implausible the assumptions are.

(Blaug, 1962, discusses this criticism more fully.)

(iv) Multistage verification

The three preceding methodological positions suggest yet a fourth
possible approach which is a three-stage procedure incorporating apriorism,
ultraempiricism, and positive economics.

First stage

Formulation of postulates or hypotheses.

Second stage

Submit postulates as tentative hypotheses:

"Wherever possible we will insist on applying Karl Popper's criterion

of falsifability to our postulates." (p. 314). The postulates may be
tested subject to the limitations of existing statistical tests, such as

the t-test, F-test, chi-square test, distribution-free tests, etc.

So after getting into a philosophical muddle by talking about truth
at the beginning of Chapter 8, the problem becomes reframed statistically

in a manner which characterises later work on simulation validation:

"Although we cannot solve the philosophical problem of
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'"What does it mean to verify a postulate?', we can apply the
"best' possible statistical tests available to us to these

postulates.”" (p. 315)

Third stage

Testing of the model's ability to predict system behaviour.

Finally, a consideration is given to the distinction in validity
for normative and explanatory models. The validity of the latter is
determined by the refutation or confirmation by empirical observationms,

whereas normative models are to be judged by their efficacy in achieving

certain policy aims,

2.3.3 Five criteria for model validity - Hermann, 1967

Hermann's 1967 paper considers problems of validation in games and
simulation, with reference to models of international politics. Rather
than stumble at the question, "What is it for a model to be true?", as
do Naylor et al. in Section 2.3.2, Hermann adopts the approach, "In

what ways can a model be compared with empirical data/evidence in order

to check it?", Firstly, he notes that the purpose of the model affects

the way in which a model is validated.

Secondly, he considers five types of validity criteria, which are

applicable to certain purposes. The five criteria are:

(1) Internal validity

(2) Face validity

(3) Variable-parameter validity
(4) Event validity

(5) Hypothesis validity

‘(These criteria are discussed in more depth in Section 2.4.3.)

The paper concludes with an examination of the special problems of
validation of models which involve human participants (gaming models).
Reference is often made to this paper, but the ideas put forward in it

have received little further development in the area of simulation
modelling.

2.3.4 Validity as a statistical problem - Naylor and Finger, 1967

In their paper, "Verification of Computer Simulation Models",

Naylor and Finger (1967) review the philosophical and methodological
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positions on validation and then describe in detail a variety of statis-

tical tests which may be used to validate simulation models.

2.3.5 The distinction between "Verification" and "Validation" -
Fishman and Kiviat, 1968

Fishman and Kiviat (1968) introduced the distinction between veri-

fication and validation for simulation models:

"Verification determines whether a model with a parti-
cular mathematical structure and data base actually behaves
as an experimenter assumes it does. Validation tests whether

a simulation model reasonably approximates a real system."

(p. 186)

Since the simulation invariably consists of applying random inputs
and random sampling of the model's statistical distributions (data base),

"verification'largely consists in testing the quality of the random

number generator,

"The most important hypothesis to test is that the pseudo-

random number generator creates sequences of independent random
variables." (p. 188)

This stage of verification is called "data verification". The next
stage is examining the "substructure outputs and determining whether they
behave acceptably" (p. 189), and is "structure verification". For
example, a simpler analytic or simulation model may be found to be
behaviourally equivalent to a more complex one, and the replacement leads

to a better understanding of the system, as well as-iﬁproving computational
efficiency.

In simulation models, output functions usually satisfy covariance
stationarity assumptions, and the theory of covariance stationary pro-

cesses provides a good framework within which to study the nature and

extent of autocorrelation, the principal form of intertemporal dependence.
Autocorrelation is given by :

R(T) = EEXt xt+T] - {E[Xt]}z sen e 00 e (201)
although, for statistical reasons, Fishman and Kiviat prefer the
spectrum:

i hat =i\t o
g(d) = ;“;Z RTe sy O A< ceeseses (2.2)
T ==
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In validation, a similar distinction exists between data and struc-
ture validation. Data validation basically consists in checking that
the numerical data conform to some theoretical distribution, which is

then used for sampling to expose the simulation to:
/!

"the universe of possible stimuli rather than those that
have occurred in the past. Often, graphical methods suffice

to judge the validity of theoretical distributions." (p. 191)

"Structure validation" is usually done by an autocovariance or spec—

trum comparison of system and simulation outputs. However:

"Walidation, while desirable, is not always possible ...
Despite its difficulty, effort must be expended on model vali-
dation - first, to give credence to results within the validated
range of model operations, and, second, to instill confidence

in the extrapolation beyond the range of model experience." (p. 192)

Once the model has been verified and validated, Fishman and Kiviat
discuss a third stage - Problem Analysis. This is using the model to

help collect and analyse data, to make inferences.

This important paper contributes to the validation methodology of

simulation modelling im two ways. Firstly, it reinforces the relation

between validation and the classical body of statistical theory, and,

secondly, it introduces the distinction between verification and vali-
dation.

However, the use of the word "verification" implies a proving
of

the model in an exact way, which is not meant by Fishman and Kiviat,
A more appropriate phrase might be validation of the model in simulation

vis-2-vis its intended mathematical, logical, statistical and algorith-
mic form.

2,3.6 Textbook methodologies ~ Naylor, 1969
- Mihram, 1972

The book, "The Design of Computer Simulation Experiments", edited
by T. H, Naylor (1969) is a standard work on simulation models (with
particular reference to economic modelg) rather than a research text.
This is a good indicator that, by 1969, the paradigm of validation for

simulation modelling had achieved a coherency and acceptability by its

theorists and practitioners. Consequently, there is little new concep-

tual advancement recorded in the book, although the statistical content
is more sophisticated than in the earlier work,

25



The importance of validation in simulation modelling is recognised,
and Chapter 8, "Validation", by R. Van Horn is devoted solely to the
issue. This draws its basis from Naylor et al. (1966) and Fishman and
Kiviat (1968). A new idea suggested by Van Horn is an equivalent to
the Turing test for models. If a policy maker is unable to tell whether
events predicted by the model are from the model or the real system,
then the model is valid. However, this is unacceptable since it would
limit the scope of the model to the knowledge of the policy maker and
disturbingly threaten the objectivity of the model, !

Mihram's "Simulation: Statistical Foundations and Methodology"
(1972) is another book in which previous results of simulation modelling
are brought together im a statistical framework. Although not indicated

in the title, the book shows Mihram's belief that simulation methodology
is the correct one for the "system sciences". This is clearly so in two
of his 1972 papers, "The Modeling Process" and "Some Practical Aspects
of the Verification and Validation of Simulation Models". The latter

is a reasonable review paper which traces the development of simulation
validation. In this validation is split into the two aspects of vali-
dation and verification (cf. Fishman and Kiviat, 1968) and is regarded

as an essentially statistical problem.

2.3.7 Fitting, calibration and validation =~ Wigan, 1972

Wigan's 1972 paper, "The fitting, calibration, and validation of
simulation models", follows Naylor et al. (1966) in a methodological way,
yet does not refer to any of the later work in simulation validatiom
(Naylor and Finger, 1967; Fishman and Kiviat, 1968, etc.). This results

in a rather different approach, outside the '"coherent methodology" des-
cribed in the rest of this section.

In modelling, Wigan describes a "natural hierarchy" of five stages,

in which each stage is dependent upon those above it:
(1) Postulates
(2) Fitting
(3) Calibration
(4) 1Identification
(5) Validation

The dependence of the final model validity upon the prior stages is

what, according to Wigan, makes validation a difficult problem. For this

26



reason he considers the fitting and calibration stages as well as the
validation stage. -

In the "Fitting" stage, parameterised functions are fitted to the

data, and the "Calibration" stage adjusts the interdependence of the

functions.

"Identification" is a difficult stage, and aims at "assuring that
the detail of the calibrated model is justified by the available data"

(p. 190). The problem here is that different objective functions often
produce different results.

The final stage, '"Validation", is the "process of discriminating

between different sets of postulates by reference to fresh data not

used in the setting up, fitting,and a calibration process" (p. 191).

This approach is then applied to a model for traffic flow assign-

ment in a road network (Wigan works for the Ministry of Tramsport).

Although Wigan does not base his approach in a statistical frame-
work, he does consider the most important aspect of model validity -
the degree to which the structure of the model can be justified prior

to the testing of the aggregate behaviour. This point often gets sub-

merged in a statistical swamp in the mainstream simulation methodology.

2.3.8 Deciding between competing models - Schaeffer, 1975

In '""Model Validation using Simulation and Sequential Decision

Analysis", Schaeffer (1975) regards model validation as a problem of

choosing between a set of alternative models. Models are compared with

data in order to produce order statistics. Once enough data have been
obtained, a sequential decision algorithm chooses the most valid model
(For a similar order-theoretic approach see Reggiani and Marchetti, 1975
Section 2.7).

W1th this approach, it must be assumed that there is no a priori

reason for preferring some models to others in the model set.

2.3.9 "Four Questions regarding the Credibility of Simulation" - Mihram, 1976
and
"Four Further Queries concerning Similar Credibility" = Mihram, 1976

In the first of these papers, Mihram pedantically proposes that the

words "verification" and "validation" should be replaced by "scrutinisation”

and "confirmation". This is probably justified in the case of "verification"
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which is too strong for its intended meaning (see Section 2.4.2), but

not for "validation" which is a totally appropriate word,

The four queries are as follows:
(1) Can data be split for calibration and validation?

(2) How much effort should be spent on each stage of a model's

development?

(3) What specific procedure should be followed so as to ensure

the credibility of models reported in the literature?

(4) What is a suitable format for model publication?

The latter two have been discussed in depth by House (1974, see
Section 2.5.5).

The second of these papers is more contentious, and concerns the
appropriate methodology for the modelling of the dynamics of social and
world systems. In this Mihram elevates the methodology of simulation

modelling into a philosophical status which is "in accordance with the

established Scientific Method" (p. 1233).

A more practical and sensible point is made, however, in the

reporting of simulation models,

".ev. algorithmic simulation models, unlike models

written in a (first person) natural language or the (third
person) language of mathematics, are authored in a computer-—
directed (second person) language. Thus their publication in
the printed medium is not particularly helpful ..... Thus the
credible computerised models of systemic scientists should be

reported in the printed medium of natural language." (p. 1233)

2,3.10 Recent developments

The methodology of simulation validation has to date been an essen-—
tially statistical one. The papers on the subject have either been con-
cerned with applications (e.g. Ignall et al., 1978, in developing and
validating analytic models of New York City's fire and police operétions;
Kheir, 1976, A validation procedure for missile system simulation models),
or with technical statistical problems (e.g. Rowland, 1978;

on the prob-
lem of sparse data, which is solved using Theil's inequality coefficient).
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2.4 The Validity and Validation of Models in the Social Sciences

2.4.1 Introduction

This section reviews some literature in which the problems of model
validity and validation in the social sciences have been considered. The
main areas in which these problems have received attention include

economic modelling, business/management modelling, behavioural science,

and simulation modelling. These areas are characterised by an empirical

methodology, and applications to practical problems. A

In other areas of the social sciences, such as sociology or political
economics, there is a lack of coherent methodologies and, indeed, there
is often controversy between theoretical and practical schools. An impor-
tant aspect of this divide is the difficulty of finding close relation-
ships between theoretical concepts and the empirical process of measure-

ment. On the other hand, in the aforementioned areas (economic modelling,

etc.) most conceptual variables are measurable (e.g. money, time, commodi-

ties), although practical problems may exist.

It seems correct, therefore, to draw a distinction between measure-
ment and non-measurement methodologies, and it is in the former, in which

the models used are subject to the empirical notions of validity and vali-

dation, which is the concern of this review. (Models are being increasingly

used in the social sciences for purposes such as the comparison and/or
integration of competing theories, the development of new theories, and

for structuring experimental research (e.g. in conflict dynamics;

Bowers,
Mitchell, Webb, 1979).

These uses of models are effectively a bridge bet-
ween the two types of methodology to date; there is no distinguishable
literature on the problems and techniques of model validity and validation
for this type of model and hence the review is unfortunately limited to

measurement-based methodologies in which these issues have received a

reasonable degree of attention. In Chapter 9, however, the theory of

model validity (Chapter 4) is applied to the problems of model validity
and validatiqn in the social sciences and an appropriate range of tech-
niques for the validation of such innovative models which do not yet
have a complete empirical base is prOposed.)

The work of Naylor and his colleagues led to the development of a

coherent validation methodology for simulation modelling, and this was

discussed at length in Section 2.3, This area of modelling is considered

more generally below, in Section 2.4.3. Others include: the validation
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of dynamic economic models (Section 2.4.4); the concept of model credi-
bility (Section 2.4.6); and critical factors affecting the validity of

models in the social sciences as opposed to the physical sciences.

2.4,2 Behavioural science - Kaplan, 1964

Kaplan's book, "The Conduct of Inquiry" (1964), concerns methodology
for the behavioural sciences, and was reviewed in Section 2,3.6. From

his "instrumentalist" perspective, a theory or model is valid if it both
satisfies its role in scientific inquiry (i.e. its purpose) and does mnot

fail empirical testing. Kaplan, however, does not detail how a model is

to be validated vis—-2-vis its purpose, nor the actual confrontation of a

model with empirical data. (In many ways, these two issues were answered

by Hermann, 1967, see Section 2.4.3).

In Chapter V, on measurement, Kaplan considers the validity of

measurements, The approach is that taken by the psychological measurement

theorists, where three types of validity are distinguished:

(i) Content validity: This concerns the specified domain over
which the measurement or test.is made (e.g. the range and

sampling of a subject on which a student is examined).

(ii) Predictive validity: This compares the results of the test/
measurement with those of other tests, or actual experience

(e.g. do school entrance exams select children suitable for

their first year in the school?).

(iii) Construct validity: This concerns the validity of construct

measures, to which there is not a directly observable

dimension. The validity depends upon the degree to which

the construct depends upon measurable components, and other

concepts. It is clearly related to the validity of the
functional relationships.

A good reference on this subject in psychological measurement is
J. C. Nunnally (1970).

Most variables used in the social sciences are not directly observ-

able (i.e. there is no single empirical attribute that can be used as a

measure of the variable). However, many variables are reflected in a

of directly measurable attributes, and measures of these may be
used to determine a value for the variable

cluster

in question. 1In the social

science literature (e.g. Blalock, 1974) these component attributes are
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. . . . . " "
referred to as "indicators", and the indirect variables as 'unobserved

variables. There are three distinct methods of measuring unobserved

variables by indicator techniques:

(1) Single Indicator. A single indicator is used as a measure

of the variable (c.f. "pointer property" in physical
measuremen@.

(2) 1Indices. A group of indicators are combined to build a

single summary score or index.

4

(3) Multiple Indicators. In this method the indicators keep

their separate identity.

All three methods are subject to considerations of content and

predictive validity. The validity of an index also depends upon the

conceptual framework (theory/model) which determines the indicator com-
ponents and the mathematical way in which they are combined (construct
validity). A recent paper by de Neufville (1978) illustrates some of

the problems of validating policy indicators in political science.

These considerations demonstrate two important points: firstly,
that measurements or observations are not simply facts about the world,
but dépend upon theories or models; and, secondly, when comparing a
model with empirical data, the validity of the model depends not only
on the closeness of the model and data, but on the degree to which the

data are valid measures of the empirical system.

2.4.3 Gaming and simulation modelling - Naylor et al., 1966
Hermann, 1967

Naylor et al, in their book, "Computer Simulation Techniques" (1966),
distinguish four methodological positions on verification (i.e. valida-
tion) in Chapter 8, "The Problem of Verification" (pp. 310-320). These
are synthetic apriorism, ultraempiricism, positive economics, and multi-
stage verification. These positions, and the subsequent developmént of
a validation method in simulation modelling, were discussed in Section
2.3. Unfortunately, their choice of a multistage verification, in which
the validation procedure examines the assumptions, their validity, and
overall predictive ability of the model, was not ﬁeeded in this develop-

ment, and the methodology is essentially statistical, missing many
important aspects of validity,

Hermann's paper (1967) on the problems of validation in gaming and
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simulation models of international politics goes far beyond that immediate
application., The paper is divided into three sections: the first deals
with the effect of a model's purpose upon its validity, the second with
five criteria for validity, and the third is devoted to an example, in
which there are particular problems related to the use of human partici-

pants in a gaming model.

In the "Effects of Purpose on Validity", Hermann states that a model

(or a game or simulation) frequently has

"The purpose to explain or predict the behaviour of B [é selected
reference syste@]. Not all games or simulations, however, have
that purpose, When the primary objective for a ..... model is
not to replicate aspects of some system, then the model's

validity is affected." (p. 217)
He outlines some other possible objectives:

(i) "Alternatives and their Consequences"

Models may be intended to explore policy problems associated with

the consequences of alternative courses of action (p. 217),

(i1) "Relative Predictive Ability"
"

++. the ability of a model to predict certain outcomes as com-

pared to the projections of other methods of prediction." (p. 218)

(iii) "Instruction"

In this the objective is to maximise the learning experience of
the students,

... the validity criteria have shifted from the observable

universe to the effects on the cognitive and affective systems

of those individuals whom the operating system is intended to
instruct." (p. 219)

(iv) "Hypothesis and Theory Construction”

For instance, a model may be used to test the completeness of a
theory. Comparisons with the observable universe are still required,
although,

"the final validity criteria are in terms of the heuristic

payoff from the simulation for hypothesis and theory building."
(p. 219)

(v) ™MNonexistent universes"

The reference system to a model may not always be the observable

universe,

32



"The fact must be recognized that some simulations are
concerned with nonexistent universes rather than observable

ones." (p. 220)
For instance, the investigation of,
"'What-would-have-happened-if?' worlds",

The next section of the paper examines five validity criteria which

relate ways in which a model can represent a reference system,
L

"In all but the first approach we are asking to what
features of the observable universe can we extrapolate or

generalize operations occurring in a game or simulation.”
(p. 220)

(i) '"Internal Validity"

"With regard to operating models, the critical requirement
for reliability or internal validity is that the variationms
[@etween repeated runs of the simulatioﬂ] be accounted for by

identifiable relationships within the game or simulation."
(p. 221)

(This corresponds to Fishman and Kiviat's use of the term "verification

of the computer simulation', 1968, see Section 2.3.5.

(ii) "Face Validity"

... is a surface or initial impression of a simulation

or game's realism.”

There is a danger, however, in applying this too far, for an experimenter
may not be aware of some actual behaviours of the system after a limited

experience of observing the actual phenomena.

(iii) "vVariable-Parameter Validity"

"Comparisons of the simulation's variables and parameters

and their assumed counterparts in the observable universe."
(p. 222)

(iv) "Event Validity"

An "event" is defined to include patterns of behaviour as well as
isolated occurrences. One critical problem, however, is the level of

generality at which events should be compared; event validation is use-

ful for checking the composite set of interrelations in a model, but may
be less useful for locating the exact parts of a model responsible for

incongruities between simulation events and those in reality to which it
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is being compared.

(v) '"Hypothesis Validity" (p. 223)

A hypothesis makes a relation between two or more variables and this
should be confirmed empirically. As in hypothesis testing, this is often
done with the help of statistics. Hermann distinguishes two kinds of
relationship:

(a) Those which are an integral part of the model, and can be

stated as "researchable hypotheses'" or from which "Fmpiri—

cally verifiable" propositions can be made,

(b) Independent of relationships contained in the operating model.
A hypothesis can be investigated "even though the relation-

ship is not required for the operation of the model."
(p. 224)

The final section of the paper investigates the validity of games
with human participants. Often humans are used in gaming models to rep-
resent the behaviour of people in a particular situation. In this kind

of model there are other questions concerning model validity,

"How can college students behave like experienced political

leaders? How can American participants represent the cultural

values of other societies? ..... The issue raised by these

inquiries affects model validity as directly as do those of
purpose and criteria." (p. 226)

Hermann argues that one of the main reasons for using human parti-
cipants is to "reduce some validity problems" (p. 228), but one must
still be certain that the game players are representative of those in
the reference system. This "representativeness" is the requirement for
validity of such gaming models, although "the particular criteria will

depend upon the kind of situation we attempt to replicate." (p. 230)

In the conclusion, Hermann notes that validity has received little
attention, and it is premature either to accept or reject the value of

gaming and simulation models in the behavioural sciences.,

2.4.4 Validation of ‘macro-economic models — Young et al,, 1973

Keynes' economic analysis (1936) and Tinbergen's pioneering work
(1937) stimulated the development of dynamic models of aggregated capi-
talist economies. In the paper by Young et al. (1973), macroeconomics

is treated as a case study in the modelling and identification of a
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dynamic system. The paper divides econometric modelling into four main

headings: Model Specification, Data Collection and Treatment, Identifi-

cation and Estimation, and Model Validation.

Model Specification deals with such aspects as "What is the purpose

of the model? What are the important variables and relationships? How

should the model be represented?", etc.

In "Data Collection and Treatment", Young et al. point out,that

there is a tradition of assessing and dealing with errors of measurement
in the physical sciences that has not been sufficiently considered in

the social sciences. The problem with economic data is not just its

low quality,

" ... if the judgement of the quality of economic data

creates headaches, the paucity of the data makes things even
worse." (p. 156)

Once the value of the data has been assessed, the modeller should

aim at a model which explains the data consistent with the level of con-

fidence associated with the data. (The problems of data uncertainty in

economics first received prolonged treatment in Morgenstern's classic

work, "On the Accuracy of Economic Observations", Princeton, 1950.)

In "Model Identification and Estimation', a model structure is first

sought, and then the parameters of the equations are estimated., There

is a need to remove non-stationary disturbances from the data, and to

use detailed and comprehensive noise models. (N.B. The use of the word

"identification" has a different meaning from that in control engineering,

in which the system is identified from I/0 measurements.)

On '"Model Validation", Young et al. do not go into an analysis of
the concept of model validity, but rather discuss the inadequacies of
some existing methods of validation in econometrics,

... existing procedures - mainly ex-post forecasting -
appear to be rather inadequate." (p. 156)

Too much emphasis is placed on statistics such as the correlation

coefficient, R?, and the Durbin-Watson statistic. Even quoting of the

standard errors on the coefficients (i.e. the parameters) is insufficient

because they are likely to be highly correlated; consequently, it is

essential to quote the variance-covariance matrix of the estimation errors
of the coefficients.
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Young et al, recommend more sophisticated tests such as those based
on residual correlation analysis, though these do little to "assess the
sensitivity of the model to parametric uncertainty" (p. 157). Their
experience with Monte-Carlo simulation tecﬁniques suggests that it has

a considerable practical potential.

An example is given in which the technique is applied to the Livesey

model of GDP. At each point in time, a probability density was obtained

by making a histogram based on the stable trajectories generated in a
500-run Monte-Carlo simulation and then fitting this histogram with a
probability distribution using an Edgeworth-Charlier distribution. From
this it was shown that the "model is fairly sensitive to parametric
uncertainty" (p. 157).

This method offers a way of validating the parameters in an econo-

metric model, particularly when they are uncertain owing to the scarcity

and uncertainty of the data., It does not deal with the problem of vali-

dity of model structure, or the hypotheses involved in the model construc-

tion, and for this reason the validity of the model structurally may
still be in doubt,

2.4.5 The need for standardisation of model reporting in the social
sciences - House, 1974

In this paper ("Diogenes revisited - the search for a valid model"),

House considers the problems of validating social science models for use

by policy makers. He proposes that in using a model, the policy maker

should act as though buying a crystal ball which has a probable but not

exact accuracy. House's criterion for validity is, therefore, an accept~

able level of predictive ability.

The distinction between verification and validation in simulation

modelling is discussed (see also Section 2.3.5). Verification is more

or less a "mechanical" procedure to test the "design consistency"” of the
operating model - although it does establish some credibility - whereas

validation is the comparison of model outputs with real world data (mainly

in a statistical manner), and is more problematic.

It is impossible to validate a model completely

for a variety of
reasons, including:

the complexity of the model and the problems of
measurement (data may be of low quality, and are not

for validating future predictions).

available at all

From this position, House forms two hypotheses:
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(i) In the formal sense, a model can be validated historically (i.e. in
the past and present) if there is a "data set of sufficient scope

(p. 121). However, for policy makers the real problem is the validity

of the future forecasts,

"What is needed .... is more intensive research on the
dynamics and modelling of turning points in policy situations .
Possibly this can be done by more intensive and higher calibre

study of futures forecasting.”" (p. 121)

“

(ii) It is not meaningful to attempt to validate a model completely, as
the real world is too complex.

If futures forecasting becomes more successful, for instance by
examining the "turning points" that cause qualitative changes in the
system, House notes that it is quite likely that historical validity
may conflict with futures validity, and consequently this throws doubt

upon the value of historical validation for models used by policy makers.

House lists six points which are pertinent to the validation of
present—-day social science models. These include: problems of historical
validation; difficulties with standard statistical testing - these
require "a definition of reality after the fact" (p. 122); problems of
measurement of present and past, let alone of variables pertinent to the

future; complexity of models; lack of any general laws concerning
social systems.

In using models to help make decisionms,

"... the real questions are therefore not whether man

should place confidence in such devices, but how good they are

compared to what else is available."™ (p. 123)

One constituent of model validity is therefore relative predictive

ability of a model versus other models. The "mental models" of policy

makers could also be included,but, at present,the validity of a policy
maker is assessed ex post facto (if his judgements prove to be invalid,

he probably loses office), whereas the validity of models is often
determined prior to their use.

The paper concludes with a proposal for a standardised model reporting
format,

"A good reporting format would at least inform people with

an interest as to where a particular model fits in the field
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and would allow them to evaluate the model on the basis of

actual performance rather than on promised results.” (p. 124)

Such a format would typically consist of:
Basic description of model
Subject matter of model
Modelling technique
Computer aspects of the model
Validation of the model

Model use and transferability.

House gives a good treatment of the problems of validity for models
that are required to assist policy makers, These models need good pre-
dictive ability, and this cannot be simply assessed by validating over
past data and extrapolating into the future with statistical limits. The
credibility of a model can be increased if it includes parts which repre-

sent changes, or turning points, in the system relevant to policy.

The idea of validity that House puts over is one of output validity
(cf. positive economics), where the assumptions and form of the model are
not directly tested, If these, as well as the outputs, are vaiidated,
then confidence in applying the model outside the validation interval is
considerably increased: This deductive aspect of model validity is implied
when House requires the turning points of behaviour to be modelled as
well, but he does not seem to be aware of the different methodological

position (see, for example, Naylor et al., 1966, Section 2.3.2).

2.4,6 Model credibility for large-scale systems — Kahne, 1976

In this paper, Kahne separates model "credibility" into two distinct

issues: validity and valuei; and studies the evaluation of large-scale

models from the viewpoint of the buyer-seller interaction in the market
place. The types of model Kahne has in mind are those that may be of

interest to governments, for instance, World Models (Forrester, Meadows,

etc.,) or Leontief I/0 models. By credibility is meant,

«++. capable of being believed." (p. 587)

The validity of a model is given by the closeness of its output vector
to the system's "natural” output vector under an equivalent input. The
value is assessed by the model's use in a particular situation (e.g. im

making profit) and some direct considerations (e.g. computational
efficiency).
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Whilst this is a good point, it is part of a still larger one which
Kahne ignores. Both validity and value must be assessed by the degree
to which certain objectives or purposes of the model are satisfied. For
validity we may define certain criteria of tﬁeoretical and empirical rep-
resentation, and for value particular performance criteria or measures,
and both sets of criteria are interdependent. There may be cases in
which there are conflicting objectives (cf. computational simplicity

versus precision), and so it is not meaningful to talk of a single "value",

or to separate the issues of validity and value, i

There are many points to disagree with in this paper and thereby

refute Kahne's credibility hypothesis, yet he pre-empts this by stating,

"This approach is not offered as a theory to be proved
or disproved." (p. 587)

and, instead, recommends that it should be assessed by applying it to

a number of modelling situations. Of course, any empirical methodology

should be tested out practically - this is its purpose; on the other
hand, with issues such as validity, the methodologies must receive a

considerable degree of critical conceptual and theoretical evaluation
as well.

: 2.4.7 A critical factor for model validity - Karplus, 1977

Walter Karplus, in his paper "The Spectrum of Mathematical Modelling

and Systems Simulation" (1977), discusses the methodology of modelling in

the physical, life, and social sciences., Models, Karplus states, in the

physical sciences tend to be derived structurally from basic laws and
insights in a process of deduction, whereas those in the social sciences

are formulated often from the basis of system input-output measurements

(i.e. induction). From these two extremes, Karplus proposes a spectrum

of mathematical modelling according to the degree of induction/deduction
required in model construction.

A critical factor determining model Valldlty is the derivation of a

model on a hypothetlco—deductlve basis rather than a purely inductive

basis. This ;ppeal;ng approach also finds support in the analysis of

measurement theorists.

In his early work on system identification and pattern recognition

(1972), Karplu; suggests a technique whereby important structural infor-

mation about the system can be determined by applying a pattern recognition
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algorithm to system measurements. A very similar approach has been taken

by biological modellers (Bali et al., 1976; Carson and Finkelstein, 1977;
see Section 2.5).

Although Karplus (1976) is not concerned with an analysis of the
concepts of model validity (and their criteria), but rather with the
reasons for the differences in mathematical modelling in a variety of

sciences, he provides a good, but perhaps over-simplistic, framework
in which to do so.

2.4.8 Berlinski's critique - 1976

In considering questions of the validity and validation of mathema-
tical models, it is important at some stage to consider the validity of

general techniques and concepts used in modelling. This is especially

so for the social sciences, where many of the modelling techniques have

been borrowed from the physical or engineering sciences. Berlinski's

"On Systems Analysis'" is a consistent negativist critique of the methods
of systems analysis and mathematical modelling as applied to the social,
political, and biological sciences, and attempts to delimit the domains

in which the methods are valid. Although the book appears to be a

polemical attack against systems analysis, it contains many well argued

points of criticism which should be answered.

sections:

It is divided into three

I. General Systems Theory

This concentrates on such aspects as the definition of a system and

theories associated with such definitions. Berlinski focusses on the

lack of logical rigour that occurs in systems theory, and the difficulty

of the conception of "system" (e.g., as something which transforms inputs
to outputs).

I1. Dynamical Systems

This section discusses the limitations of the modelling of dynamical
systems by sets of ordinary differential equationms.

Berlinski's general
comments include:

problems of existence theorems for solutions, desira-
bility of analytic solutions, and geometric properties.

Berlinski argues that if models are to be a tool for understanding
and explanation, then we should first try to understand the analytic pro-
perties of a model. If this is not possible, then simulation should be
used to validate qualitative aspects of the model vis-2-vis the system

before uncritically accepting their quantitative results. On this point,
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he gives an example of the Klein-Goldberger model of the U.S. economy:

"The Klein-Goldberger model of the United States economy
consists of twenty-five difference equations ..... Its quali-
tative properties were not perfectly understood when it was
first presented; analytical appraisals were restricted to arti-
ficial cases. Then the Professors Adelman simulated the system
and ran it forward into the future to learn whether the model

depicted the oscillations of a modern industrial economy, i.e.

the so-called business cycles."

But with no additional constraints or shocks, the model was mono-

tonic, and far from looping in cycles it surged ever forward,

"So much the worse for the Klein-Goldberger model: a
gap of such qualitative tractability between theory and reality

is evidence, if anything is, that a model is wrong." (pp. 76-77)

(The validation of a model by comparing qualitative features derived
analytically or by feature extraction, subsequent to simulation, is very
important and discussed elsewhere in this review;

Section 2.5.4, and also in Chapter 5.)

see, for example,

In this section, there is also a long analysis of the "World Dynamics"

type of model (Forrester, Meadows, etc.); both the form of representation

and the lack of empirical control are questioned.

. III. Mathematical Systems Theory

Amongst other areas, this section deals with control theory and its

application to particular models. Because of the complex nature of

political systems, Berlinski concludes that control theory is misapplied
here, and it is wrong to assume that humans and their societies behave in
such a way as machines have been designed to do.

Berlinski raises many substantial criticisms to mathematical modellers,

particularly in the social and political sciences, If these modellers

have meanipgful concepts of validity and apply corresponding validation

tests to their models, they will have gone more than far enough to answer
them.
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2.5 Validation of Biological Compartmental Models.

2.5.1 Introduction

In this section, some papers concerned with the validation of biolo-
gical compartmental models will be reviewed. The use of this type of
model in biology stems from the analysis of isotopic tracer kinetics in

living organisms. Three main advances in this area were:

(i) Hevesey, 1923

The use of radioactive lead to demonstrate the uptake and

loss of lead ions by the roots of Vicia Faba,

(ii) Zilversmit, 1943

The first quantitative treatment,
(iii) Sheppard, 1948

Introduction of the concept of a "compartment".

Together with theoretical advances in applying mathematical tech-

niques, a greater range of isotopes became available for making tracer

tests on biological systems. These two factors are the main ones con-

tributing to the early developments in biological compartmental modelling,
and demonstrate the relation between the growth of thedbry and concepts

and the empirical process of measurement.

In the 1950's and 1960's the introduction of computers (Analogue:

Hickey and Brownwell, 1954; Digital: Worsley and Lax, 1962) gave a

considerable impetus to compartmental modelling, and the ability to simu-

late more complex systems, thereby achieving more realistic representations
of biological systems.

In recent years, compartmental analysis has adopted many of the
techniques of state variable dynamic analysis and has been applied to

other biological systems (e.g. metabolic processes, circulation and

respiration, pharmacokinetics, etc.). These models have become increasingly

concerned with representing control aspects of biosystems in maintaining

their internal environment (i.e., homeostasis), and for this the mathe-

matical theory of control has been very useful. For an introduction to

the concepts and techniques of biological compartmental modelling consult

Atkins‘(1969) or, for a more detailed account, Jacquez (1972). Gold

(1977), and Finkelstein and Carson (1979) consider mathematical_modelling

in biology more generally, and both contain short sections on model vali-
dation,
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Questions of model validity and validation in this area are particu-
larly interesting, because the models are a combination of known insights
and theories, and of structure and parameters inferred from the data.
Biological theory often provides only a partial basis for developing a
model which may contain much theoretical innovation, and data, if avail-
able, are usually highly uncertain. Very little, however, has been
written specifically on this subject. One of the papers reviewed below
(Bellman and Xster, 1970, Section 2,5.3) is not about validity or vali-
dation, but about system identification, and is included becausé of the

importance identification has assumed in the appraisal of compartmental

models in biology (system identification is reviewed in more detail in
Section 2.6).

As pointed out many times in this first review, model validity is
related to the purpose of tﬁe model, In compartmental modelling the
purpose may range from a convenient description of the data in mathe-
matical form, to prediction for medical therapy, to educational purposes,

to hypothesis testing, and to a general increased understanding and

explanation of biological systems.

2.5,2 Testing of models - Berman, 1963

This paper ("The formulation and testing of models", 1963), which
is concerned with aspects of the formulation and testing of compartmental

models, is drawn from Berman's experience in the use of such models for
interpreting tracer kinetics,

quantitative phases:

Berman discusses both the qualitative and

the choice of model type, number of compartments,
number of parameters, least squares fitting of the data, judgement of the
fit, and judgement of the model.

Model testing is implicitly regarded as a problem of parameter esti-

mation with the aim, for a valid model, to be a unique, consistent, esti-

mate of the parameter values. To achieve this the difficulties of non-

uniqueness and inconsistency in the estimates are considered.

For a model whose structure is known, parameters can be estimated

using a least squares fit to input-output data, If the data contain

inadequate information, then only a class of adequate models (and not a
unique solution) can be determined, .

Berman proposes two methods to cope
with this difficulty:

(i) Fix some parameters

(ii) Assign a presumptive precision.
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(In the first it is often difficult to choose which parameters should be

assumed.)

An "Inconsistent solution ..... occurs when the model ghosen does

not have sufficient freedom to adjust to the data" (p. 186), and may result

in the model equations becoming singular.

An acceptable solution for the model is a local or global minimum
of the least-squared error residual. (This approach is used by Bellman

and Rstr&m, 1970, in defining the concept of "structural identifiability",
see Section 2.5.3).

For models of unknown structure, the simplest form compatible with

the data should be chosen, and can be derived from an exponential fit,

In an effort to overcome the problems of non-uniqueness, Berman
proposes two kinds of experiment:

(i) From the same initial conditions make measurements

from other compartments

(ii) New and independent initial conditions may be introduced.

Another approach is to change the parameters in the system and

repeat the experiment., Choose the model in which a minimal number of

parameters need changing to give adequate responses in both cases. This

is known as the "minimal change postulate".

Berman's approach to model validity is one of achieving a unique
set of model parameters by estimation from the data, and this charac-
terises the prevalent attitude towards validity in compartmental modelling
in general. There are problems with this approach, one of which is that
of data uncertainty,

" ... the uncertainty in the data must be reflected in the

parameters of the fit regardless of the method." (p. 192)

Similarly, the data uncertainty may lead to the inability to discri-
minate model structure.

A further problem ig associated with the implicit assumptions of
fitting a model, vThe major one (in most cases) is that of linearity; and
many biological phenomena are essentially non-linear, leading to insoluble
problems of non—uniqueness if the model is to be evolved from the data
alone, Attempts to resolve some of tﬁese difficulties have been made by

Carson and Finkelstein (1977, see Section 2.5.5), and Mehra (1980), for
example,
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2.5.3 Tdentifiability and model validity - Bellman and &strom, 1970

In 1970 Bellman and Rstrém published a paper in which they introduced
a new concept, "structural identifiability". The concept is useful in
answering such questions as: To what extent is it possible to get insight
into the internal structure of a system from input-output measurements?

What experiments are necessary to determine the internal couplings
uniquely?

The emphasis is on compartmental models, and the approach,, like
Berman's (Section 2.5.2), is to produce a unique solution to minimising

a loss function, V(8), between the theoretical model response and the
data,

Bellman and Rstr8m define an "identifiable structure” thus:

"Assume that the measured output is generated by a system
S0 € 5 with parameters 60. The structure S is called (locally)

identifiable if the function V(8) has a minimum at 6 = Go. 1f

the minimum is global, the structure is said to be globally
identifiable." (p. 332)

A sufficient condition for a structure S to be identifiable is,

"that the matrix of second-order partial derivatives with
respect to the parameters, V

06° is positive definite for all
fet." (p. 322)

They then consider this criterion applied to linear structures
characterised by:

dx -
-alt{- = Ax+Bu’ y = Cx seccescene (2.3)

where the matrices A, B and C are assumed to have constant coefficients

and Ae A ,8¢8 ,ceC, whereA ,B , and G are classes of matrices,

specifying all internal couplings of the system. It is assumed that the

system is observable and controllable (Kalman, 1963).
Since the input-output relation of a system initially at rest is

uniquely given by the impulse response, "identification can be achieved
from an impulse response measurement." (p, 333)

Some specific limear structures are discussed: Diagonal, Companion,

all states observable. The results are then applied to compartmental

structures. They show that a system of n cascaded compartments is

identifiable if a tracer is injected into compartment n and if measurements
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are taken from the same compartment. However, it is not possible to

determine the parameters (rate coefficients) if the experiment is

arranged in a different way.

If measurements are taken from all compartments, then it follows
that,

" ..... if the tracer's injection is chosen in such a
way that the system is controllable, then the corresponding

structure will be identifiable no matter how complex the

interactions are." (p. 338)

Implications for validity

Identification is an "inverse problem”" - making inferences from
system data, Difficulties arise when using this to test or validate a

model (as with Berman's, see Section 2,5.2). These include:

(i) The model is assumed to belong to a certain class of

structures before identification (linear time

invariant)

(ii) No consideration of measurement problems (e.g.

scarcity and uncertainty).

To include the results of "structural identifiability" a meaningful
validation procedure, the assumptions (as to model class, etc.) and the

limitations imposed.by data uncertainty should themselves be investigated.

However, Bellman and Rstrdm's paper is very important in that it
defines a class of soluble identification problems and shows the limita-

tions of the purely inductive approach to modelling.
This was also argued by Carson and Finkelstein (1973):

"Good models must be based on 'a priori' knowledge rather
than the'black-box' approach." (p. 201)

by considering the problems of non-unique models identified from noisy

data (using an example of Albumin metabolism). Further aspects of system
identification and its relation to model validation are considered in

Section 2.6.
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2.5.4 TFeature space and pattern recognition techniques for validating
biological compartmental models

An alternative method of gaining insight into a system's internal
structure is to examine general features or patterns of its behaviour.

If these are found to occur in the model as well, this may be an indica-

tion of structural (or broad) validity.

Karplus (1972) proposed a pattern recognition method of system iden-
tification on the grounds that conventional methods break down when the

-

model is not close enough to the data, or the data are of low 4uality,
and that combining all the data points into one objective function may

smooth out the effects of important features in the data.

A practical application of the use of feature space techniques is

that by Pullen (1976). In validating a dynamic model of the human cardio-

vascular system, he proposes a systematic procedure for validating non-

linear models based on the comparison of features in a number of important

tests, This model is used in the first case study in model validation

(Chapter 6) and feature comparison techniques are used extensively.

An example of the use of pattern recognition techniques in model

validation is that by Bali et al. (1976) in the validation of a model of

the human respiratory system. The features chosen were sample values of

the ventilation rate response to percentage step changes in inhaled C02.
A linear classifier was used to classify model responses according to the

input level. The data provided a training set to construct the classifier,

which was then applied to the model responses under the same inputs.
This method was capable of discriminating between three candidate sub-

models for respiratory control, only one of which was found to produce

correct model response classification for all inputs. (There were

additional theoretical and empirical reasons for the choice of controller
submodel and so the pattern recognition results provided additional con-
firmation rather than a sufficient test.)

The rationale behind these methods of validation is that particular

feature sets, or patterns of response, are associated with certain classes

(and modes) of system. Theoretical work on this form of representation for

dynamic systems is an essential precursor if they are to be adopted in
criteria for model validity (Leaning, 1979).
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2.5.5 Validation of control system models in physiology -
Carson and Finkelstein, 1977

This paper is an attempt to resolve some of the problems of vali-
dation of mathematical (control system) models in physiology. These
problems, which are regarded as those of achieving unique model struc-
tures and physiologically feasible parameters, reflect the degree to
which the methodology of compartmental modelling is reliant upon the tech-
niques of system identification. A model is built up from a priori

knowledge as much as possible; the rest must come from identification

and parameter estimation.

The purposes of modelling physiological systems are discussed, and
this leads to a definition of model validity:

" ..... [a] model can be said to be valid if it not only

describes those aspects of structure and behaviour which
entered into its formulation, but also predicts correctly all

relevant behaviour of the system under future tests." (p. 2)

The combination of inadequate structural knowledge with bad initial
estimates of parameters and low quality and insufficient dataavailable
from the physiological system results in a non-unique model solution to

the identification proBlem. A valid model is equated with a unique

solution, and consequently the method of identification is inadequate
for model validation.

Carson and Finkelstein propose two solutionms:

(a) Further studies should be made on the subsystems (i.e.

increasing the deductive validity of the aggregate
model, see Section 2.4.7)

(b) Using feature space and pattern recognition techniques
to compare system and model, -

The first approach is one which emerges time and time again in work
on model validity in the social and biological sciences (see, for example,
Berlinski, 1976, Section 2.4.8, and Karplus, 1977; Section 2.4;7) and
indicates that a gqod modelling procedure is one based both on a priori
understanding of the system as well as inductive identification and para-
meter estimation techniques. The second approach was discussed in
Section25.4 as a method for validating compartmental models of cardio-

vascular and respiratory systems. For example, Attinger et al. (1977)
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use cluster analysis in the validation of a hierarchical biological

control model of the respiratory system.

A point is made by Carson and Finkelstein (1977) that, " .... having
constructed a mathematical model, the temptation exists to attempt simul-

taneously to validate the model structure and estimate its parameters.

This cannot be achieved". However, from the covariance matrix of parameter

estimates conclusions on the structural validity of the model can often be
made. Another way to check structural validity is through consistency of

parameter estimates (discussed in Chapter 5). Nevertheless, it is true

that greater confidence can be placed in the validity of a model if it is
estimated from one set of data and validated against a different set, If

only one set of data is available, the date should be split, " ..... so

that some are available for validating structure, whilst others are used

to estimate the parameters of a given model". An objective method of

splitting the data (e.g. as in statistical cross-validation, Section
2.8.2) should be used, so that the validity of the model could not be

suspect on this account (Mihram, 1976).

2,5.6 The validity of an arterial system model - Ohley et al. (1980)

Ohley et al. (1980) derived a mathematical model of an arterial
system based on a finite difference solution to the Navier-Stokes
equations which retains some nonlinear features. To validate the model,

a series of functions was used to define the difference between the depen-
dent variables of the model and corresponding haemodynamic variables of
the animals. The variables chosen were mean diastolic pressure and car-
diac output. These difference functions were displayed as a family of
three-dimensional surfaces which related the function value to parametric

changes of the independent variables (heart rate and peripheral resis-
tance). Experimental data from dogs were compared with model predictionms.
By examining the difference surfaces, Ohley et al. were able to determine

regions of validity for the independent variables.

They found that validity in certain regions in one animal does not
necessarily guarantee model validity in these regions for other animals.
Furthermore, validity for one dependent variable in a given region does
not necessarily imply validity in tﬁis region for another dependent

variable. This suggests that the model requires modificationm.

Visual techniques of comparing model and data are very good for
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model validation, and many features can be noted which would be missed

by a standard statistical test. The use of families of curves or, even

better, three-dimensional surfaces, can therefore be used as critical

tests of model validity. However, in large models, there is a complex

interdependency between variables and it is not generally possible to

determine a subset of only two major dependent variables (maximum

allowable for graphical display). There are also further complications

in models of human physiological systems - it is not always possible,

for ethical reasons, to vary systematically parameters or variables and

hence build up complete graphs. This leads to further uncertainty, and

the need for a range of different validation tests (e.g. consideration

of the theoretical and empirical validity of the elementary submodels,
assumptions, etc.).
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2.6 System Identification and Model Validation

2,6,1 Introduction

System identification refers to the procedure of determining a
model, and its parameter values, of a system on the basis of input-

output data. The usual method, known as parameter estimation, is to

adjust the parameters until the model response is as close as possible
to the data, whilst assuming a certain model structure. The structure
can be varied also until a "best fit" is obtained. The origins of thg
technique were in the estimation of economic variables or parameters,
which could not be directly measured, using econometric models, The

use of system identification for biological compartmental models was

briefly discussed in Section 2.5. These models are usually formulated

using understanding of the basic unit physical and chemical processes

in the biological organism, However, data for such models are often

only available from experiments on a limited number of input-output
ports, and therefore system identification offers a method of deter-
mining parameter values and resolving structural uncertainty in the
model. There is an immediate problem, which is essentially theoretical,
concerning the extent of the correspondence between a given model struc-
ture and set of parameters and a certain input-output transformation,
This problem is a general one in the application of system identifica-
tion and stems from the lack of theory and direct measurability of a
system required to formulate a model completely (other classic areas of
application are aircraft dynamics and nuclear reactor pﬁysics). The
problem was considered by many workers (e.g. Berman, 1963, Section
2.5.2), but it was not until 1970 that it was well-posed by Bellman and

Rstrom (Section 2.5.3). They introduced the concept of structural identi-

fiability: a model is said to be structurally identifiable if there is
a global minimum of the loss function (between model response and data),
i.e. the structure and parameters of the model can be determined uniquely
from input-output data. This was applied to the class of linear compart-
mental models, and it was found that only a limited number of experimental

designs (i.e. input/output sites) produce structurally identifiable models.

In this section, some of the concepts and methods of system identi-
fication will be reviewed (using DiStefano and Cobelli's, 1980, distinc-
tion between a priori and a posteriori aspects) followed by a discussion

of the relationship between system identification and model validationm.
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2.6.2 A priori (or theoretical) identifiability

Since Bellman and Rstr®m defined structural identifiability (1970)
there has been a proliferation of many different concepts and new defi-
nitions in the system identification literature accompanied by a con-
siderable degree of confusion. The paper by DiStefano and Cobelli
(1980) provides a new set of simple definitions which includes most
important points. A priori identifiability is concerned with the

uniqueness of the correspondence between a model and 1ocations-ﬁor

input and output regardless of considerations of system data. In fact,

the system does not need.to exist at all. (The term "theoretical identi-

fiability" is perhaps a better one than "a priori identifiability".)
One of the formal difficulties in a priori identifiability has been the
inclusion of a priori information, for instance constraints on para-
meters, but this is avoided by DiStefano and Cobelli (1980) by using an
extended model formalisation known as a '"constrained structure". A

constrained structure, with parameter vector p, on the observation

interval t <t < T is defined by:

x(t, p) = £[x(t, p), ult), t; é] cieeses  (2.48)
y, p) = g[é(t, p); é] ceeeses (2.5)
x, = §(t°, p) ceeesss (2.6)

bEg(t, p), u(v), é] >0 ceeeess (2.7)

where X, y, u are the state, output and input vectors, respectively;

f is a nonlinear vector function which defines the known input-state

couplings between u and x, parameterised by p; and h represents all

additional and independent algebraic constraints known a priori
relating x, u and B

Definitions:

1. The single parameter P; of the constrained structure is

said to be "unidentifiable'" on [ﬁo’ Tj if there exists an infinite number

of solutions for P: from these relationships. If one or more p., is unidenti-
i

fiable, then the model is said to be "system unidentifiable",

2. The single parameter P of the constrained structure is
said to be "identifiable" on [?o’ T| if there exists a finite number of
solutions (> 0) for Py from these relationships. If all p; are identifi-

able, the model is said to be "system identifiable",
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3. The single parameter Ps of the constrained structure is
said to be "uniquely identifiable" on [ﬁo’ f] if there exists a unique
solution for P; from these relationships., If all p; are uniquely iden-—

tifiable, the model is said to be "parameter identifiable".

(from DiStefano and Cobelli, 1980.) System identifiability (2)

and parameter identifiability (3) correspond to Bellman and Rstrm's
local and global identifiability (1970).

Linear models have general analytic solutions and tﬁere are a
number of tests for checking the uniqueness of the parameter solutions
(such as the transfer function and Markov parameter matrix methods).
Although these can involve complex algebraic manipulation, it is always

possible to determine the a priori identifiability for linear models.

For nonlinear models, although the above definitions still hold,
there are no general analytic solutions and therefore the a priori
identifiability cannot generally be determined. However, if the
linearised (first order Taylor expansion) model is system unidentifiable
then it follows that the full model is also system unidentifiable. 1In
practice, in identifying nonlinear models it has to be assumed that the

model is sufficiently constrained (by a priori knowledge) that the para-

meter estimation will yield a global minimum.

If a model has satisfied a priori parameter identifiability, then

it can be used in parameter estimation algorithm with data obtained from

the system. The model is then subject to considerations of a posteriori

identifiability.

2.6.3 A posteriori (or practical) identifiability

There are many methods of system identification. Usually these
involve combining model outputs and system data in a loss function
(sometimes a likelihood function or Bayesian probability estimate) and

optimising this function in the model's parameter space (a standard

reference is Eykhoff, 1974). If the model structure is uncertain, then

this too can be varied until the optimum model structure and parameter

values are obtained. Since more complex higher-order models can also

exhibit the same behaviour as lower-order models (degenerate behaviour)
the minimal order model is usually accepted.

In practice, the uncertainty of the data (e.g. sampling errors,

noise disturbances, etc.) and of the model structure as a representation
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of the system (e.g. the number of state variables) leads to uncertainty
in the parameter estimates, which may not be unique even if the model is
a priori parameter identifiable. Carson and Finkelstein (1973) showed
in simulation studies that uncertain data (with as little as 6% noise),
combined with inaccurate initial parameter estimates and structural
uncertainty, can lead to the identification of an incorrect model struc-—

ture and incorrect parameter values, even though the model was theoreti-

cally a priori identifiable. A similar examination was conducted by

Cobelli and Salvan (1976) on the various factors affecting the relia-

bility of parameter estimates; these included: the order of the model,

the effects of sampling and random errors, the type of estimation algo-

rithm, and initial parameter estimates. Brown and Godfrey (1977) tackled

the problem analytically and illustrated that a model which is a priori

parameter identifiable can become system identifiable or even system

unidentifiable if the data have a finite uncertainty interval. They

termed the problem of a posteriori identifiability and model validation

as "determinacy". Even quite simple linear models can become indeter-

minate and Brown and Godfrey suggested that the only solution is to obtain

measurements from other locations in the system. The requirement for

greater understanding of subsystem dynamics was stressed by Carson and

Finkelstein (1977) who also suggested the use of feature space techniques

in order to extract additional information from the data.

When a parameter estimate has been made, it is possible to determine
a measure of confidence in the estimated values, even though the estimate
may only be a local as opposed to global minimum., The most informative

measure is a Bayesian probability, but it is rarely possible to acquire

sufficient information to evaluate this. The Cramér-Rao lower bound

gives the maximum achievable accuracy on a parameter estimate in terms
of the likelihood function (which is a substitution of the model/data
error residuals iﬁto the probability distribution for the data nqise.

In the maximum 1ike1ihood estimator, the model parameters are adjusted
until the likelihood is maximised.) The Cramér-Rao inequality gives a
lower limit on the covariance matrix of the parameter estimates if the
estimator is unbiased (Eykﬁoff, 1974) equal to the inverse of the Fisher
information matrix. The information matrix depends on the likelihood
function which, in turn, is a function of the input and therefore the

attainable accuracy of parameter estimates can be maximised by optimal
input design.

54



If a least squares error estimator is used, an estimate of the
uncertainty of the optimum parameters can be obtained by sensitivity
analysis, and the assumption that the error residuals are Gaussian. The

variance-covariance matrix of the parameters is very useful for model
validation,

2.6.4 The relationship between system identification and model validation

The role of system identification in model validation is a function

of the purpose of the particular model. A model may be a priofﬁ para-

meter identifiable, fit closely to the data, and yet may not represent

the internal structure of the system at all. For instance, the model

may be linear whilst the system contains significant nonlinearities.
However, if the purpose of the model is simply to reproduce the input-
output characteristics of the system (e.g. for a limited range of inputs)

then for this purpose it may be valid, and identification equals vali-
dation.

If the model is to be used for future prediction, then validation
requires an estimate of confidence in the predictions as well as compari-
sons of the predictions with new data (i.e., beyond the identification
interval [;o’ Iﬂ. The_ uncertainty covariance of the predictions can be
transmitted through tﬁe model from the variance of the parameter estimates,
and for validity a critical maximum acceptable level can be specified.
However, if the model also represents tﬁe internal structure of the system,
then much greater confidence can be placed in its predictions. If a sig-
nificant discrepancy is found between the predictions and new data then

it can be concluded that the parameter estimates are only a local minimum,

or, if they are a global minimum, that the model structure is incorrect,

If the model is intended as a representation of both internal and

input-output characteristics, then the additional validation tests after

jdentification are much more stringent. For instance, with linear models

tests of linearity should be made (e.g. by using different inputs and
testing for linear superposition). Important qualitative and quantitative
features of the data should be reproduced in the model; even in linear
systems much information on system structure (and parameters) can be
revealed in this way (Leaning, 1979), for nonlinear systems ;he range

of qualitative behaviour is very varied (e.g. limit cycles, jump effects,
saturation, bifurcation phenomena and tﬁe loss of structural stability;
Thom, 1975) and provide a good starting point for nonlinear system iden-

tification (Mehra, 1980). However, care should be taken in inferring a
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mathematical model from qualitative aspects alone; Sussman and Zahler
(1978) demonstrated the misuse of applied catastrophe theory models in

biological and sociological sciences on the basis of this type of be-

havioural data,

The accuracy of the parameter estimates can be used to test further
the validity of the model's structure. For instance, if repeated para-
meter estimates are made under different conditions (e.g. inputs) and
the estimates are inconsistent (i.e. finite local solutions) then, if
the model is a posterioriidentifiable, it must be concluded thé& the
structure is invalid, Sometimes, however, the inconsistency may be
simply due to the unidentifiability of the model and the estimator
locating various local solutions., Tﬁe variance-covariance matrix pro-
vides yet more information and can be used to check both a posteriori

identifiability and model structure, i.e. validation (e.g. Cobelli and
DiStefano, 1980).

On the whole, if a model has a good fit to the data (i.e. small
residuals), has small parameter variances and, especially, covariances,
and also exhibits interesting qualitative aspects, this is good evidence
for the validity of the model as a representation of the system., The
importance of model validation in system identification is widely recog-
nised in the recent literature; in the application to metabolic model-
ling (Carson, Cobelli, and Finkelstein, 1980) and in theoretical aspects
of nonlinear system identification (Mehra, 1980), for example. Mehra
(1980) distinguishes between "theory-based" and "data-based" validation
tests and recommends that "it is best to apply a whole battery of tests
to each model to reveal its theoretical and statistical deficiencies".
Theory-based tests include simulation tests, sensitivity analysis and
modal, eigenvalue and stability analysis., Miller (1974) gave a method
of validation based on parameter sensitivity analysis which requires
that a deviance measure on the estimated values is less than a previously
defined critical value, but this is too simplistic. Sensitivity tests
can clearly reveal the limitations and may be applied with respect to

parameters, inputs, structural changes and the data.
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2.7 The Concept of Model Adequacy

2.7.1 Introduction

The concept of model adequacy was conceived with the aim of avoiding
philosophical problems associated with validity., It is usually defined
with respect to a given set of models; the most adequate model being the
one which is closest to a given data vector and also satisfying a prag-

matic objective, such as simplicity.

L4

2.7.,2 Vector Approach to Model Adequacy - Reggiani and Marchetti, 1975

Model adequacy is treated by Reggiani and Marchetti (1975) as the
inverse problem:

"The question consists in finding in { M} [é set of modelé]
the most adequate M, to represent 6 [é given objecﬁ].“ (p. 322)

They describe a procedure which is based on the definition of a
vectorial distance between models, It allows one to order models from

the standpoint of their adequacy and apply to the problem many results of
ordered sets.

A "single output ean only rarely be considered sufficient to define
the adequacy of a model" (p. 323) and so "the distance between two models
(or else between a model and a given object) must be vector valued.".

The concept of a vector distance is supported by the mathematical study
of pseudometric spaces.

Once the vector distance between two models has been defined, it is
possible to define the distance MO between a model M and the object @
as well. This distance is known as the "modulus" |M | of the model

(it is a vector). A definition of model adequacy follows:

" ... we shall consider M, more adequate than VA12 in

representing © if the following relation
AR JNLL | holds." (p. 324)

(n.b. the inequality holds component-wise)

This inequality orders the setA{¢W[b} and may be used to select the

most adequate model.

The paper concludes with an application of the method to an example

from transistor theory. The particular problem is:
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" ..... for each transistor in a circuit C, find the

model of least complexity that will give acceptable accuracy."
(p. 326)

and is based upon the work of Lindholm (1971).

The vector distance |J1 | has n+l components, where there are n
transistors in the circuit. The first n components are assigned the
value O or 1 according to whether a particular transistor model is
valid or not in its particular location i, ie[?,é} (under the i}h
operating conditions). The n+1th component is an integer giving the

total number of parameters required in the whole model,

The requirement for model adequacy is that the first n terms of
the distance |[M | are zero, and the most adequate model is the one

which requires least parameters (i.e. minimum |JH,]).

The example requires a slight modification of Reggiani and Marchetti's

framework, but on the whole establishes its applicability.

Implications for validity

To use the method in model validation two further requirements are

necessary:

(i) The functions which comprise the model distance |M | must be shown
to be a proper representation of the system. This will be related to the
model's purpose. For instance, if the model is required to demonstrate
and explain dynamic behaviour, then the vector distance should contain
pertinent dynamic components (if possible, those which can discriminate

model structures and be used in an estimation algorithm).

(ii) The data obtainable from a system or object © will contain un-
certainty, making the exact determination of luwtl problematic. If the

theory is recast in a probabilistic form, this maybbe overcome.

In conclusion, the paper places the question of model adequacy in

a formal framework and is a valuable contribution to the work on model
validity.

2.7.3 A methodology for the evaluation of model adequacy — Argentesi (1978)

As discussed in Section 2.7.2, the approach of Reggiani and Marchetti
(1975) is rather simplistic, and the elements of the vector, V, charac-
terising the model can be given any interpretation. Argentesi (1978) ex-

tends the concept of model adequacy by classifying these elements of V



into the following types:

Global fitting index

. Partial fitting indices

Simplicity index (e.g. number of parameters)

. Sensitivity analysis and error analysis indices

v &~ W N

. "Relevant and characteristic indices that are related to
the occurrence in the model of an important feature

of © [the measurements/observations of object eo'_l".‘

If the indices are appropriately chosen, all elements of V for the
data 6 will be zero. Thus minimising the vector V is equivalent to
minimising [V(M) - v(e)l, as in Section27.2, Essentially, this requires
that an adequate model has both a good overall (or macro) fit (index 1),

a good fit of its submodels (index 2), is economic (index 3) and neverthe-
less reproduces key features observed in the data (index 5) as well as
satisfying some error criteria (index 4). Far from avoiding the problems
of the concept of validity, this forms an implicit and fairly reasonable

theory of model validity.

It can be seen that, in modelling complex phenomena, there will be
a conflict between accuracy and simplicity of a model and it is possible
that there may not be a unique model which satisfies the criterion of
minimising V. In general, there will be a trade-off between minimising
any two types of indices, and a multiobjective decision function is
required if the problem is to be solved. This would involve a great
deal of formalisation and the need for this can be questioned. The
choice between competing models is best made by devising critical theoreti-
cal or empirical tests. Frequently some alternative models are merely
contrivances in order to demonstrate the validity of the main model.
Anyway, it is a good maxim in model validation to keep close to the
model and data and to introduce as little formalisation as possible.
Perhaps the major contribution of Argentesi is to stress the multi-

dimensional as opposed to unidimensional nature of model validity.

2.7.4 Model set compatibility - Baram, 1977

Baram (1977) proposed that a set of models could be represented by
an information distance measure, where the distance between two models is
the information required to tell them apart in parameter space. If the
distance between moaels is "long" the model set is said to be (a priori)

"separable". The information distance between models and the data is

59



defined on the output space (in a posteriori validation). The model set
may be considered incompatible if the shortest distance between the
actual system (data) and the set is greater than the span of the model
set. The closest model to the actual system may be considered valid,
and the model set compatible, if its distance from the actual system is

of the same order of magnitude or smaller than its distance from close

models in the model set.

The concept of an information distance is both intuitivelx'and mathe-
matically appealing. However, the development of the theory is limited
as yet to linear models and system data which is stationary and ergodic.
A further application of the information distance would be in devising
critical experiments in which the distance between competing models was

maximised,
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2.8 Cross-Validation, Energy Model Assessment, and the Validity of
Models in the Physical Sciences

2.8.1 Introduction

In this section, three additional aspects will be considered which
do not fall clearly into any of the previous sections: the "cross-vali-
dation" of statistical regression models (Section 2.8.2), the MIT energy
model assessment program (Section 2.8.3), and some general comments on

the validation of models in the physical sciences (Section 2.8.%).

2.8.2 Cross-validation of statistical regression models

The method of cross-validation is to split the data into an esti-
mation set and a prediction (or evaluation) set. The coefficients of the
regression model are determined from the estimation set, and the predic-
tive validity of the model is determined by comparing the model predic-
tions with the data values in the prediction set. An early paper is by
Mosier (1951), later work (e.g. McCarthy, 1976) contains algorithms for
splitting the data in ways which ensure that the two sets have similar
statistical properties (e.g. Snee's "DUPLEX", 1977). Although cross-
validation is essentially concerned with the predictive validity of statis-
tical regression models, similar data-splitting algorithms could be used
to resolve the problem of a single data set for both model structure iden-
tification and parameter estimation (Carson and Finkelstein, 1977,

Section 2.5.5; see also Section 2.6.4).

2.8.3 The MIT energy model assessment program

In recent years, the energy laboratory of MIT has set up a model
assessment program concerned with the validation of the complex models
they have developed in energy systems researcﬁ (Wood, 1978). These models
are used to predict the future state of the energy system given certain
policies and are intended as aids to decision makers. A recent paper by
Gruhl (1979) outlines their general conceptual and methodological approach

to model validation, and is summarised below.

Validation is described as the "formulation and resolution or
evaluation of questions and hypotheses about the appropriateness, with
respect to a specified set of applications, of the model's logical
structure and the validity of its implementation". Energy models cannot

be validated by repeatedly comparing their outputs with data from designed
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experiments, since they are based on a single past historical tract.
"Instead of the ultimate and easy comparison of end results, such models
must be assessed by checking all of the steps in their evolution and use'.
The first focal point for assessment activities is 'points of potential
corruption" in passing between development stages in model construction.
The second step is the assessment of the sources of potential inaccuracy
in model utilisation. Gruhl gives two flowcharts for model development

and use and lists alongside the appropriate assessment techniques as well

2

as suitable documentation.

An array of validation techniques is presented for use in assessing
the extent of uncertainties introduced at the points of corruption. These
techniques involve two steps: first, some piece of the model is examined
or changed, and then this action is evaluated with respect to some basis
for comparison. A typical change would be a parameter or structural varia-—
tion with the basis for comparison, "examination of reasonableness and
accuracy" (the standard sensitivity analysis). Gruhl makes the point that
it is important to assess the potential inaccuracies in a model with

respect to a specific application.

Finally, the strategy of the assessment process is considered.
Although many techniques are available for assessment, in practice it is

constrained by available manpower resources and funding:

"The development and choice of the most cost-effective
validation techniques is virtually a ﬁew field of research.
It seems as though systematic techniques and procedures may well
be the most appropriate, but they will be difficult to develop

as they are likely to be both model and application specific.”

2.8.3 Validity of models in the physical sciences and engineering

Mathematical models are used extensively in the physical sciences
and engineering, both in research and industry, yet the literature of
modelling in this area is virtually devoid of detailed treatments of
the nature of model validity. Wﬁy?

Models are used to design chemical plant, to test theories in
plasma physics, and many other important a?plications. Most are success-—

fully used for their intended applications, and there is no higher measure
of validity. A

The validity of these models arises from the methodology used to
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formulate them. They are based on a well-established body of theories
and models, and applied to particular systems whose physical and geo-
metrical properties are well-known. This a priori input of deductive

certainty is the critical factor for model validity (see Karplus, 1977,
Section 2.4.7).

The questions of validity and confirmation (in physics, chemistry,
etc.) are usually dealt with at the level of theory and hypothesis and
the comparison (with empirical data) relies upon a great deal of additional
theory and experimentation. The relation between theory and ex%eriment is
consequently complex, and many philosophers of science have grappled with

this question (e.g. Popper, 1935; Braithwaite, 1953; Bunge, 1973; see
Chapter 3).

The modeller has all this theory and knowledge at his disposal and
constructs, on a deductive basis, a model of high validity. The problems
he faces are essentially those of "top-up" validity, or of polishing of
the final article. Here the techniques of system identification to resolve
structural uncertainties and estimate parameters have been invaluable, and
applied to an incredibly wide range of problems - aeronautical, nuclear,
chemical, process, etc. The literature is vast (see, for example, Eykhoff,
1974; or any of the IFAC Symposia on Identification and System Parameter
Estimation). Occasionally, these techniques have been referred to as vali-
dation (or "verification", Leal, 1977), but the real validity comes from

the deductive base, not the estimation of a few parameters.

There are some exceptions to the above general remarks. One is in
the area of artificial intelligence and robotics. An example of the latter
is given in a paper by Siklossy and Roach (1975). They devised a computer
program (DISPROVER!) to test models of robots to see if certain robot tasks

are possible according to various conservation laws.

A paper which considers validation in more depth is that by Chrostowski
et al. (1978). This deals with the validation of models of "mixed" physical
systems (e.g. containing fluidic, mechanical, electrical, etc. components),

and divided validation into two parts:

(i) checking of the model configurationm,

(ii) parameter estimation,

and relates the closeness of model and system responses to the data uncer-

tainty. This is the identification method again (see Section 2.6).
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The methodology of validation in simulation modelling has recently
been applied to missile system models in the USA (Kheir, 1976; Kheir
and Holmes, 1978).

64



2.9 Conclusions

The review has exposed the general confusion surrounding the nature
of model validity and the wide range of techniques available for model
validation. Despite the confusion, there is a central core of meaning of,
and conceptual approach towards, model validity that emerges in the better
work in many different application areas: model validity is a multi-
dimensional concept closely related to the modelling objectives, the

nature of available data, and the overall process of modelling. This

is explained in detail below:

Kaplan's approach to model validation (in the behavioural sciences,

- 1964; Section 2.4.2) related model validity to the instrumental purpose
a model was intended to serve. This was elaborated in depth by Hermann
(for political modelling, 1966, Section 2.4.3) who distinguished various
types of modelling objective (scientific, practical, educational, etc.)
and the various ways in which a model may be compared with empirical
data, which were expressed as validity criteria. Each criterion may be
related to a set of modelling objectives and represents a different con-
cept of model validity. The importance of modelling objectives on vali-
dity was also stressed in biological modelling by Carson and Finkelstein
(1977, Section 2.5.5); and the variety of empirical validity criteria,
or bases for comparison, by Gruhl (in energy system modelling, 1979,

Section 2.8.3). In comparing a model with empirical data, considerations
of the validity and scope of available data are very important (behavioural
sciences, Kaplan, 1964, Section 2.4.2; psychology, Nunally, 1970,
Section 2.4.2; biological modelling, Berman, 1963, Section 2.5.2;
Carson and Finkelstein, 1977, Section 2.5.5; statistical treatment in
simulation modelling, Naylor and Finger, 1967, Section 2.3.4). The
extent to which a model is based on previously validated theories, models
or data and the influence of the overall modelling process has a profound
effect on model validity but has received less attention (in systems
science, Karplus, 1977; Section 2.4.7; in energy system modelling,
Gruhl, 1979, section 2.8.3).

The similarity of the conceptual approaches towards model validity
in such a range of application areas suggests that it may be possible to
develop a theory of model validity which has general applicability.
However, there are serious omissions in the literature reviewed which
should be rectified before developing such a theory. These include: a

complete classification of modelling objectives; the relation between
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modelling objectives and the intended range of application of the model;
other types of validity criteria, e.g. theoretical and heuristic (con-
cerned with the understanding or discovering potential of a model), which
are extremely important; the precise relation between modelling objec-
tives and validity criteria; and a full analysis of the role of the
available knowledge (theories, models, data, etc.) in a particular area.
In Chapter 4, a theory of model validity is developed which is based on
the common core of the review and which attempts to fill the omissions.
This theory is used in Chapter 5 to devise a range of validation methodo-

logies which systematically incorporate many of the techniques for vali-
dation that have been reviewed.

Throughout the review, model validity has been mainly treated as a
simple correspondence with data. However, there are many scientific
and philosophical reasons why this is an inadequate account, including
the importance of theoretical coherency and heuristic potential. In
addition, there are many philosophical questions which have been raised,
such as "is it possible to prove the validity of a model?", or problems
associated with epistemology. In the next chapter, therefore, a review
is made of the philosophy of science with particular reference to the
issues of model validity and validation. This will provide further
insight into the nature of model validity (and also some aspects of

systems science and measurement) and provide a philosophical basis

for the theory of model validity which is developed in Chapter 4.
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CHAPTER 3

A REVIEW OF THE PHILOSOPHY OF SCIENCE
WITH REFERENCE TO MODEL VALIDITY AND VALIDATION

Review 2

3.1 Introduction

The scope of this chapter is an outline of the philosophy of science
with reference to model validity and validation. In particular, the
major historical developments, including the rather dramatic rézent
challenges to traditional views, some aspects of "systems philosophy",
and the philosophy of measurement will be considered, The reasons for
the inclusion of this cﬁapter are as follows: firstly, investigations
into the philosophy of science have been very fruitful in developing the
approach adopted in this thesis; secondly, many issues of a philosophical
kind are raised throughout the thesis which philosophical techniques and
devices help to analyse; and, thirdly,the weaknesses in the philosophy
of systems science. The aim, therefore, is a general review of the
philosophy of science highlighting, where relevant, aspects related to

the current topics of model validity and validation and systems science,

As a prelude to the review some basic philosophical terminology
and ideas will be presented here. Philosophy has four main branches:
logic, the theory of reasoning; epistemology, the theory of knowledge;
metaphysics, the theory of concepts and their relations; and ethics,
the theory of values (particularly moral evaluation). The philoéophy
of science is concerned with the logic, epistemology and metaphysics of
science (although some systems workers have introduced ethics as well).
In other words, the philosophy of science examines the reasoning processes
of scientists and the logical properties of scientific knowledge, tﬁe way
in which science provides knowledge about the world, and the nature of
scientific concepts (particularly tﬁose higher-order ones called meta-

physical presuppositions).’

Scientific theories or models can be regarded as sentential in form -
that is as sets of ~'symbolic propositions wﬁicﬁ may be natural language
sentences, mathematical equations, or, in general, well-formed strings
from a symbolic system. Propositions are located in logical space by
delineating their: (i) Syntax, (ii) Semantics, and (iii) Epistemological
status. There are two distinct kinds of proposition. If a well-formed

proposition Q is such that not-Q entails a contradiction in the symbolic
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system, then it is: analytic (syntax); necessary, since its negation
leads to a contradiction (semantics); and must hold a priori (epistemo-
logical status). On the other hand, if both Q and not-Q are allowed in
the symbolic system, it is: synthetic (syntax); contingent or vulner-
able, since its truth depends on something else (semantics); which is

determined a posteriori by experience (epistemological ' status)., Ordinary

empirical propbsitions are synthetic, contingent and a posteriori.
Analytic, necessary propositions are sometimes referred to as tautologies.
Some classic problems in the philosophy of science arise from the fact

that some scientific propositions (such as general laws) appear to have

an a priori epistemological status (the famous Kantian "synthetic a priori"

or self-evident facts) which contradicts the above dichotomy.

The review begins by considering the dominating influence that logical
empiricism has had on the philosophy of science for the first half of this
century (Section 3.2). Logical empiricism is a combination of the empiri-
cist tradition in British philosophy and the positivism of the Vienna
circle, and it attempts to reduce knowledge to the basic units of sensory
experience or, at least, physical observation. It has a formal logical
approach and tends to regard theories as axiomatic deductive systems.

The focus of logical empiricism has been on the individual theory, its
structure and validatisn, and therefore offers a static view of science:
In logical empiricism great emphasis was placed on the principles of
confirming (validating) or falsifying, theories, and it offered many
prescriptive methodologies for this purpose. More recently, attention
has been shifted from individual theories to series of theories and

even to overall views of science as a dynamic process — the so-called
"Weltanschauungen analyses". ‘These new developments are an attack on.
basic positivist epistemology, and are outlined in Section 3.3, together
with a formal approach to the structural dynamics of theories, and the
latest historical realism in tﬁe philosophy of science wﬁich aims at
demonstrating the rationality and reasoning patterns used in scientific
practice, These latest approaches have little to say about the individual
theory or model and how it should be validated, This is partly because
the unit of analysis has become larger (groups of theories) and partly
because of some radical new epistemologies. Despite this, it is these
approaches which have been most fruitful in the work reported in this
thesis, and model validation can only be correctly understood by regarding

it as part of an overall research programme.
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In Section 3.4 some aspects of systems philosophy and the philosophy
of systems science are considered. The earlier sections (Sections 3.2
and 3.3) will have provided some critical philosophical devices that
expose weaknesses in this philosophy. There are nevertheless some
important philosophical problems associated with systems science and
these are discussed, It is important, however, to distinguish between
systems-inspired philosophies of the world, and philosophical analysis

of the actual scientific practice of systems scientists,

]

In the theory of model validity develdped in the next chapfer;
detailed attention is paid to the nature of system data, that is the
measurements and observations of the modelled system. As an introduc-
tion, Section 3.5 is a review of the philosophy of measurement, in
particular the history of measurement theory, and some recent trends

and problem areas.

3.2 The Static View of Science - Logical Empiricism

3.2.1 Introduction - the origins of logical empiricism

The logical empiricist view of science originates in the British
tradition of empiricism in the 18th and 19th centuries and the logical
positivism of the Vienna circle (1920's - 30's). Hume's epistemology
(1739, 1749) was an attempt to reduce all knowledge to elements of
subjective sense perception,.and he denied that any general empirical
knowledge was possible. Other philosophers such as Locke adopted Hume's
empiricism - Berkeley pursued the sceptical argument to a pure form of
subjective idealism which even denied the existence of an external
reality, The British empiricist tradition was continued in the early
20th century by Russell; who introduced a new form of symbolic logic =~
the propositional calculus ("Principia Mathematica", 1913) wﬁich was to

Prove vital in the later developments of logical empiricism,

In Europe in the 19th century Mach drew a distinction between
theoretical and observational terms in science and insisted that all
scientific concepts should be reducible to primary sensations (1886).
His paper of 1868 on the concept of mass forms a historical basis for
the theory of measurement, Hertz (1894) demonstrated that Newtonian

mechanics could be formalised in an axiomatic system with very few axioms
and only one fundamental law.
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These are the two major developments leading up to the logical
positivism of the Vienna circle of the 1920's and 1930's (e.g. Schlick).
The positivist programme consisted in showing how knowledge could be
built up logically from the basic units of sensory experience - the
basic facts. It was an attempt to develop a metaphysics-free epistemology.
The Verification Principle asserted that for a statement to be meaningful
it is necessary to specify what kind of sensory facts would disclose it
as certifiably true. Logical empiricism grew out of the effort of posi-
tivists such as Carnap and Hempel to apply positivism to the plilosophy
of science. Sensory data and the verification principle could not yield
scientific theories and so Carnap introduced a weaker '"testability cri-
terion” which only required that propositions are capable of verification
and a "protocol" language for the description of basic facts - essentially
a physical observation language (1936).

A standard logical empiricis; approach to the philosophy of science
is first to consider facts as neutral observations or measurements of
the world, and then to show how such singular facts can lead to general
empirical knowledge (usually by probabilistic induction) or the confir-
mation (or falsification) of scientific theories which have a deductive
logical structure. As will be seen in Section 3.3, all these aspects

have been challenged in the contemporary philosophy of science.

3.2.2 Hypothetico-deductive systems, explanation and reduction

Logical empiricism regards scientific theories as hypothetico-
deductive systems. A hypothetico-deductive system consists of a small
set of general empirical propositions together with rules for deducing
more specific empirical propositions from them., It is only these specific
propositions, at the "bottom of the page', which confront experience and
by which the system is confirmed or falsified, In a hypophetico—deductive
system, even the highest-level propositions are synthetic. The structure
conforms well to that of some real scientific theories wﬁich have been
highly developed, as Hertz's axiomatisation of Newtonian mechanics
illustrates, and was advocated by philosophers such as Carnap (1936),
Hempel (1945), Popper (1935), and Braithwaite (1953). However, as
Hanspn points out (1971), it does not describe the structure of theories
in development nor how theories evolve. Furthermore, there are alternative
logical and linguistic structures whicﬁ are equally rigorous but not axio-
matic and there is no reason why an axiomatic form is preferable (the

theory survives or falls as a whole, and the notion of "synthetic a priori"
axioms is unjustified).
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A central concern in the philosophy of science has been the way in
which scientific theories explain phenomena in the world, 1In logical
empiricism the Hempel-Oppenheim thesis (1948) provided a model for deter-
ministic explanation. An event E is explained by showing how it follows
deductively from certain factual conditions (Ci) under a set of scientific
laws (Li) - the deductive-nomological model (D-N) of scientific explana-
tion. Later, Hempel (1962) developed the inductive-statistical model
(I-S) of statistical explanation where it is required that the event E
should follow from the conditions c, with a "high degree of probability".

The two models, which are also known as '"covering-law" models, are sum-
marised below:

D-N model I-S model

LI’ ceas Ln Ll’ ey Ln
Explanans

Cl, ...’ Cm Cl. .I"C

— [with high probability]
E Explanandum E

The D-N model equates explanation with prediction, such that questions
about explanation are Feduced to questions concerning deductive connections
between events and initial conditions. However, some theories are used for
prediction which do not offer an explanation. Hanson (1971) gives
some classic cases, and he also argues that the D-N model is only a
necessary condition, not a sufficient condition, for explanation and
that the additional aspects of explanation are the familiarity and under-
standing ("conceptual grip") which a theory brings. The I-S model has
received even more criticism since it does not even fit most statistical
theories - an event can be "explained statistically" even if its probabi-
lity as an outcome of some initial conditions is low (e.g. probability

of particle emission in radioactive decay).

Another feature of the logical empiricist view of science is the
notion of inter-theoretic reduction. This is supposed to occur when a
new theory is introduced which explains all the phenomena that the older
theories did. In this way the onward cumulative progress of science
occurs. Whilst reduction of this form undoubtedly does occur, it is not
the whole case, As Suppe (1977) points out, reduction often takes place
not between theories but between domains (bodies of scientific knowledge).
In extreme cases, favourites of Feyerabend (1958) and Kuhn (1962), the

change of theory is often accompanied by a complete meaning change and
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the new theory is incommensurable with the older ones.

3.2.3 Induction and confirmation

Induction is concerned with the epistemological problem of what type
of knowledge can be obtained by inductive inference. Hume set out to
discover under what conditions induction was capable of proving the truth
of a generalisation G on the basis of the examination of instances of G.
Such a proof is only possible if there is an "induction hypothesis" in
the premisses of the argument. This is effectively a propositipn about
the regularity of the world and is therefore a synthetic contingent
generalisation which, in turn;‘has to be justified by introducing yet
another induction hypothesis. This leads to an infinite regress, and

Hume concluded that no general empirical knowlédge is possible.

The positivists believed that, wﬁilst it was not possible for every
instance of a general proposition to be examined, nevertheless such a
proposition could have a high probability of being true. This leads to
theories of probabilistic induction and involves showing that for a
statement S and set of data D, the conditional probability P[?lﬁ] é 1,
However, this requires a probabilistic induction hypothesis and leads to
an infinite regress. Reichenbach (1951) developed a "self-corrective"
probabilistic induction method based on a frequency interpretation of the
probability operator, but this, too, requires a probabilistic induction
hypothesis. 1In an attempt to avoid the induction hypotheses associated
with establishing the truth of general synthetic propositions, Carnap
(1950) introduced a system of logical probability such that P operates
on an analytic statement. The statement is in terms of a set of objects,
a set of properties, state descriptions and a set of complex properties.
Unfortunately, as Popper demonstrated, the probability of a generalisation
in Carnap's system is always zero. Hintikka (1965) modified Carnap's
system such that probabilities of generalisations are non-zero; however,
this involved a priori partitioning of the world into kinds of individuals,
a metaphysical presupposition of the kind positivists wanted to avoid.
Such probabilistic induction can be valid against a background domain
(of scientific theories and knowledge) which can be regarded as limiting
induction to a certain class of systems ("local" as opposed to "global
induction - Suppe, 1977), and provides a philosophical basis for tech-
niques of statistical inference and system identificatiqn, for example,

Induction plays only a small role in the contemporary philosophy of
science.
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Confirmation of scientific theories is closely related to the problem
of induction in logical empiricism. To confirm a scientific theory requires
a set of correspondence rules linking empirical terms to observational
terms, and a set of co-ordinating definitions linking higher order and
lower order theoretical propositions. The positivist epistemology requires
that the observational terms are theory-neutral facts, and stems from the
very old "correspondence theory of truth". The theory cannot be confirmed in
every possible instance (since there is an infinity of cases) but receives more
confirmation each time it agrees with a fact. Some attempts‘yé}e made
by logical empiricists to formalise this probabilistically but the problems
of an induction hypothesis arise. Popper (1935) and Carnap (1936) used

measures of confirmation (or "corroboration") that were non-probabilistic,

Popper's doctrine of falsification (1935) proved to be a radical
one in the philosophy of science and was based on the trivial observation
of the logical asymmetry between verifiability and falsifiability; that
whilst it is not possible to confirm a theory fully, a single fact that
disagrees with the theory will falsify it. Thus Popper suggested that
scientists seek to disprove their theories in a critical fashion rather
than to confirm them conservatively. This perhaps marked Popper's diver-
gence from logical empiricism and can be regarded as a basis of Lakatos'
much later work on criticism, rationality and the growth of knowledge
(1970). This doctrine also allowed Popper to formulate his "Criteria
of demarcation": "it must be possible for an empirical scientific system
to be refuted by experience" (p. 41, 1972, orig. 1935). It demonstrates
Popper's closeness to the positivistic aim of delineating meaningful

statements, but, unlike the verification principle, does not eliminate

the whole of natural science.

Logical empiricism maintains a clear distinction between theoretical
terms and observation terms expressed in a neutral language as facts
about the world. Scientific knowledge about the world comes from the
correspondence between theoretical propositions and observation state-

ments (positivist epistemology). However, in the 1950's the idea of a
neutral observation language was challenged. Hanson (1958) sﬁowed that
facts are essentially "theory-laden" and that they change depending on
the theory which is held. This undermined tﬁg objective epistemology
of logical empiricism. In logical empiricism, the way in which new
theories are created or modified is placed outside the context of
philosophical enquiry and regarded as a matter of psycﬁological or

sociological fact. Recent work in the philosophy of science shows that
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it is the good reasoning patterns in the evolution and selection of
theories which probably constitute the rationality of science, and
emphasise the dynamic processes involved, unlike logical empiricism
which offers a series of static pictures. Logical empiricism forces
science into its formal straightjacket and is not based on historical
studies., Work by philosophers such as Kuhn (1962), Feyerabend (1975)
and Shapere (1977) is much more concerned with drawing out general prin-
ciples of the scientific process by very detailed studies of past and

contemporary science. These are discussed in the next section

3.3 The Dynamic View of Science — Contemporary Philosophy of Science

3.3.1 Introduction - the challenge to logical empiricism and new
directions

In the last section, the challenges to the basic principles of
logical empiricism were introduced: the denial of the theoretical-
observational distinctiony criticism of the emphasis on the formal
structure of theories and on induction and confirmation; inadequate
treatment of scientific explanation and inter-theoretic reduction; and
the lack of consideration of the evolution of scientific knowledge.

Since the 1950's there have been dramatic changes in the character of

the philosophy of science. Firstly, there was the strong reaction against
logical empiricism in the historical approach of Kuhn, Feyerabend and
others of the so~called "Wentanschauungen" school which focussed on the
dynamics of the overall process of science rather than the individual
theory (Section 3.3.2). Kuhn's famous concept of a "paradigm" was a

great stimulus to many scientists as well as philosophers. However,

the extreme position of the Weltanschauungen analyses entailed a subjec-
tive idealist epistemology which meant, in effect, that science 'did not
have to say anything about the world, Consequently, tﬁese analyses have
received a great deal of criticism. Constructively, emphasis since the
late 1960's has been on the study of the rationality of scientific
development by examining actual scientific practice and attempting to
extract the general reasoning principles ("good" reasoning patterns)

which scientists use. This is typified in the work of Lakatos, Toulmin
and Shapere (Section 3.3.4)., Suppe (1977) described this movement as one
of "historical realism", and it is characterised by a belief that science
does yield knowledge about the world and the principle tﬁat the objectivity

of science comes from the rationality (critical reasoning) of science.
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Although the confirmation or validation of theories has only a small role
in these newer philosophies of science they offer an understanding of the
overall scientific process ("theory of theories" - Harré, 1972) which is
a crucial input into the theory of model validity (Chapter 4) and which

is absent from logical empiricism despite its emphasis on confirmation
theory.

3.3.2 Weltanschauungen analyses

In his famous "Patterns of Discovery", Hanson (1958) showed how
seemingly neutral observations of fact do contain tﬁeoretical aspects -
"theory-laden" observations. This attacked the old Machian distinction
of theory and observation central to positivism., Theories no longer cor-
respond to the facts, but to the facts as seen by the theories, and this

weakens considerably the objectivity of science. Hanson's view on expla-

nation was that of a D-N covering-law model ( see Section 3.2.2) which
additionally conceptually organises phenomena so as to render them compre-

hensible; however, he did not elaborate on how this function is fulfilled.

The early work of Feyerabend (1958) was concerned with establishing
a new kind of observation language which was capable of dealing with the
influence of theory on observations. Reports of observations agreed on
by scientists through common consent are "uninterpreted" sentences. Their
interpretation depends on theories, and it is only "interpreted''sentences
which can be true or false in a correspondence sense with the theory. Thus
there is no connection between truth and the acceptance of interpreted
observation sentences, Feyerabend's doctrine on meaning was that no terms
common to different global theories have the same meaning and that all
propositions in a theory are analytic., Therefore, different global theories
are incommensurable and theory reduction is not possible. Another feature
of Feyerabend's philosophy was the insistence on theory proliferation in
scientific practice as opposed to holding on resolutely to the same old
theory. However, this requires a technique for the comparative evaluation
of incommensurable theories which presupposes a common language, and this
is incompatible with Feyerabend's doctrine of meaning. Some implications
of Feyerabend's early work are that the rejection_of a global tﬁeory becomes
an irrational process, knowledge yields to belief, and there are no reasons
for the proliferation of theories (since under Feyerabend's epistemology

there is no guarantee of converging to the truth).

In "Against Method" Feyerabend (1970) attempted to correct these diffi-
y

culties. The basic method was to find cases in the history of science where
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people held theories in the face of "disconfirming observational tests".
Feyerabend concluded that there are no firm methodological rules and that,
in science, "anything goes" and put forward a principle of "counter-
induction" (that there will always be a clash between the theory and the
facts). This contradiction drives science forward, thus exemplifying
Hegel's dialectical method. However, Feyerabend did not give any means
for resolving contradictions, and the new views are compatible with his

earlier epistemological views and subject to the same criticisms,

Kuhn's "Structure of Scientific Revolutions" (1962) was a.%ormative
book in the modern philosophy of science. KXuhn conceived of science as
periods of relative stability - "normal" science - interspersed with
"revolutions", periods of dramatic change. During periods of normal
science, scientists share a "paradigm", a rather nebulous concept referring
to the background knowledge, world-views, techniques, theories, models,
etc. and the paradigmatic (standard) ways of applying theories to experience,
As normal science progresses, there is a build up of "anomalies" (data the
theory cannot explain) and unresolved problems which eventually lead to a
crisis in which the paradigm is discarded and there is a temporary flux
of many new and competing theories (''revolution'). Soon, however, a new
paradigm is instated and science continues in this cyclic process. This
was illustrated with m;ny cases from the history of science. At this stage,
Kuhn's views on epistemology and meaning were identical to Feyerabend's
and he was subject to the same criticisms, in particular the charge that

science becomes an irrational process and a matter of "mob psychology".

These criticisms were taken very seriously by Kuhn (unlike Feyerabend)
and he has recently changed his position considerably (1970 and 1977).
The old concept of a paradigm is replaced by the new notion of an
"exemplar" together with the more structured notion of a "disciplinary
matrix"., An exemplar is a learned resemblance relation wﬁich determines
how symbolic generalisations are applied to nature. The disciplinary mat-
rix is a structured notion referring to the set of knowledge, putative
facts, and theories in a particular discipline. With the use of exemplars
Kuhn maintains that the interpretation of observation sentences does
depend on experience but denies that any correspondence notion of truth
plays a role in acquiring knowledge from observation. Thus he is still
subject to the criticism that this leads to scientific knowledge as mere

collective opinion.

During revolutions between periods of normal science there is a need
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to evaluate competing theories. Kuhn weakens his doctrine of meaning
such that some terms in different theories are common but not all of
them., This can lead to very difficult problems distinguishing theories
(and meanings), solutions of which repudiate many of his own views.

From historical studies, Shapere (1977) has gathered evidence that there
are rational considerations used to evaluate tentative theories as fruit-
ful for further research (see Section 3.3.4). These depend on an agreed-
upon body of information - which Shapere calls a "domain'" - outside of
Kuhn's normal science and disciplinary matrices. There is scepticism
over Kuhn's claim that science oscillates between normal and revolutionary
science and that these are 'rational reconstructions" on the complex

processes involved in the evolution of scientific knowledge.

Although the influence on the Weltanschauungen analyses is declining
under the weight of these criticisms, they have had a profound impact on
the philosophy of science: in the downfall of logical empiricism, the
shift to a dynamic view of science with an emphasis on historical analysis.
But, in Section 3,3.4, it will be seen that the focus of the new ideas is
quite different: the evaluation of reasoning patterns used in selecting
hypotheses or theories worthy of further development, or in deciding on

crucial problem areas; and the detailed analysis of conceptual devices

actually employed in science.

3.3.3 Structural dynamics of theories

A structural, as opposed to sentential or statement, conception of
theories was proposed by Sneed (1971) in a case study of par;icle
mechanics, This is based on a model theo;etic formulation which stems
from Tarski's work on model theory (1954), and is essentially a semantic
conception of theories; Sneed's approach was generalised and refined by
Stegmiiller (1976) and is known as the "Sneed-Stegmiiller synthesis"
(Mattessich; 1978). This formalisation has many attractive features -

for instance, it can cope with the dynamics of tﬁeory change, as well as
being a concise symbolism. In the Sneed-Stegmiiller synthesis, a theory T

consists of a fairly permanent core K, and a set of intended applica-
tions I:

T = <K, I> tesesesee (3.1)

where K consists of a set of models M, a set of possible models M_, a set
of partial possible models M_, a set of constraints C and a set of vari-

ables v. I is defined by Ie/A(K), where /A is the "application operation:
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T = <M, Mp, Mpp, C, v, I> cerenes (3.2)

As the theory is developed the core is extended to include additional

laws L, additional constraints Ca’ and additional variables v

Te = < M, Mp. Mpp, C, V. L’ Ca, Va, I > LRCRERE B B (303)

The notion of a "hard core" of a theory was introduced by Lakatos
(1970) and the series of theories T, Tel’ Te2’ «e+ 1is equivalent to a
"research programme" in Lakatos' sense (Lakatos' philosophy is .considered
in the next section). The gradual extension of the theory is very much
like the processes occurring during a period of Kuhn's '"normal science"
and, indeed, Kuhn has supported this version (1975). During a scientific

revolution the entire core would be replaced,

The set I of intended applications is mot a strict definition but
an open set, Typically, it might consist of a set I, of paradigmatic
applications (somewhat like Kuhn's exemplars) and a growing set of appli-
cations which the scientist discovers. If this set is growing, i.e. if
It et It+1’ then the theory is progressing (much like Lakatos' progressive
research programmes whose empirical content is increased). Another notion
of progress is that of core refinements. Stegmiiller uses the model to
cope with Kuhn's ideas of revolutionary science, irrefutability of a

theory, and theory dislodgement (without falsification).

Whilst the Sneed-Stegmilller approach offers many possibilities for
future development, at present there are some substantial criticisms which
can be raised against it. Firstly, there is no account of the way in
which competing extensions of the core are evaluated or the conditions
under which a core would ﬁave to be replaced. Using Shapere's approach
(see next section) this could be acﬁieved with certain reasoning-patterns
based on a body of accepted knowledge (domain), but this is outside the
Sneed-Stegmliller formalisation of a theory (the same c;iticism as applied
to Kuhn's disciplinary matrix in Section 3.3.2). If this is omitted, tﬁen
there is no guarantee that proliferation of core extensions would ever
converge on knowledge and representation of phenomena., Secondly, it is
not clear how well different scientific theories will map into this struc-
ture, and its application to a variety of case studies is essential in
order to validate it. Thirdly, it can be questioned whether scientists
actually proceed by looking for new applications for a theory. No doubt
this does occur at some times when it is hoped tﬁat a theory will have a

wide generality, but usually the intended application is well-known
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beforehand. Perhaps what is meant here is the widening of the empirical
support for the theory over the intended application, a point clearly
made by Lakatos (see Section 3,3.4).

With this new formulation, the philosophy of science really becomes
a "theory of theories"; some writers have even developed the idea of a
theory of science as a general automata theory (Zeigler, 1976; Suppe,
1977). Suppe (1977) suggests that a semantic conception of scientific
theories (such as the Sneed-Stegmiiller model), together with erotetic

logic ("question and answer" logic), may answer the tricky problems

about scientific explanation.

3.3.4 Realism and rationality in the philosophy of science

There are, according to Shapere (1974), "patterns of reasoning in the
construction or discovery (as well as the ultimate acceptance or rejection)
of scientific hypotheses and theories, and that a great deal of illumina-
tion of the scientific enterprise can be attained by examining them".

The investigations of the current philosophy of science pay close atten-—
tion to actual scientific practice with the aim of developing a systematic
philosophical understanding of the justification of knowledge claims. In
this work there is "a strong commitment to both a methodological realism
and an epistemological realism" (Suppe, 1977) and this virtually precludes
the sociological view of knowledge (e.g. of Kuhn and Feyerabend). The

outline below is based on Suppe (1977) and Shapere (1977) but with addi-
tional material on Popper and Harré.

Lakatos (1970) conceives of science as a sequence of ever—improving
theories Tl’ Té, T3, «eey which form av"research programme", accomﬁanied
by a series of "problem-shifts". If theory T4l has excess empirical
content over T,, then the problem shift is "theoretically progressive"
and if this is corroborated empirically it is empirically progressive
(n.b. the criticism of the Sneed-Stegmilller approach in Section 3.3.3),
otherwise the problem-shift is "degenerating". The "heuristic power' of
a research programme is d1v1ded into a positive heurlstlc wh1ch suggests
which paths to follow for a progressive problem shlft, and a negative
heuristic Whlch suggests what paths of research to avoid, Lakatos assumes
that the negative heuristic is a "hard core" of the research programme
which cannot be modified, but does not go into the considerations for
deciding on this. Once a research programme is degenerating it is irrational
to proceed with it furtﬁer. Lakatos does not develop what constitutes a

good positive heuristic or procedures for the comparative evaluation of

79



positive heuristics; in short, he does not give a full account of the

rational processes involved. Suppe (1977) offers a very detailed criticism

of Lakatos and his key points are summarised below:

1. In a shift from Ti to T, 4 there may be a partial semantical re-
interpretation of terms in Ti and, since the hard core must remain, this

severely limits the reasonable means for modifying theories.

2. Too much emphasis on theory development by testing experimentally

and modifying in response (underemphasises theoretical development).

3. Misses out development of new concepts for dealing with a class of
phenomena.

4. Lakatos totally ignores "the extent to which what is reasonable is

conditioned by the subject matter of the science".

(Lakatos' approach is based on Popper's noninductive methodology as
in "Conjectures and Refutations", 1962,where he regards the growth of

theories in the following tetradic schema:

P1 + TT » EE > P2

where P1 is the first problem, TT is a tentative theory, EE is a process
of error elimination (qs in testing the theory), and P2 is the redefined
problem. Popper concentrates mainly on the EE stage and has little to

say about how TT is arrived at, or the shift from stage to stage (i.e,
the dyﬁamics).)

An interesting realist approach to theory development is given by
Harré (1970) in his theory of models. He regards theories as essentially
concerned with the mechanisms of nature, and only derivatively with the
patterns of phenoména; a theory as a "statement-picture complex". The
chief means of picturing mechanisms in nature is by the use of real or
imaginary models and Harré argues that much of the theoretical activity
of scientists is spent in this pursuit. He distinguishes between the
"subject" of a model - what is modelled - and the "source" of a model -
what it is modelled on. This leads to a general categorisation of models:

"homomorpﬁs", for which the subject is also the source, and "paramorphs",
in which subject and source are different (Harré develops this further into
a taxonomy of models). Paramorphs are used in tﬁeory development to
postulate a hypothetical mechanism for a subject; the mecﬁanism may be
from another subject (homomorpﬁic model) or may be an imaginative crea-

tion. "Thus, at the heart of a theory are various modelling relations
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which are types of analogy" (Harré, 1970). The view of a theory as a
statement-picture complex leads to four kinds of hypothesis which are

logically and epistemologically distinct:

1. Existential hypotheses - these generate experimental or theoretical.

(e.g. categorical) research.

2. Descriptions of the model or hypothetical mechanism - empirical
pursuit of answers to corresponding questions cannot be
undertaken until questions as to the existence of the

entities are settled.

3. Causal hypotheses - the power of a hypothetical mechanism to

produce the phenomena is queried (conditional statements).

4. Modal transforms - equivalence of different modes of descriptions

raises complex issues in epistemology (bi-conditional state-
ments).

The traditional "statement" conception of theories does not yield
this variety of hypotheses, and this is a very important aspect of Harré's
epistemology. He also considers the relationship between theory and an
observation language, but this will not be considered here. Some general
criticisms of Harré are not of his approach, but rather what he omits in
his account of scientific development; for instance: the way in which
competing paramorphs are evaluated as candidates for hypothetical
mechanism, the further development of the theory and refinement of the
paramorphic model (ultimately homomorphic), or the influence of back-
ground knowledge on the reasoning processes, (Harré's conceptual frame-

work is used in Section 3.4 in the outline of some problems in the philo-

sophy of systems science).

Toulmin's philosophy of science is a very rich and metaphorical onme.
It is based on very detailed studies in the Bistory of science and an
evolutionary model of science derived from Darwin's theory of evolution
(Toulmin, 1972, "Human Understanding, Vol. I"). He regards the function
of science as to build up systems of explanatory and representational
techniques with which to reason about phenomena. Theories are introduced
in one fell swoop and the incorporation of concepts in prior use requires
a "language shift". Furtﬁermore, theories (or models, etc.) are not true
or falge, but to be judged according to whether tﬁey are fruitful in the

applications a scientist intends.

The "gene pool" of Toulmin's model is the set of fundamental aims of
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science, and the "species" are the separate scientific disciplines.
New theories (or other devices) are produced by a process of reproduction
and mutation, and the survival of successful theories depends upon reasons

(rational considerations) -and causes (sociological and other factors).

In Toulmin's view it is the progression

Conceptual variants reasoned

. . selection
(explanatory ideals) comparison !

which provides science with its objectivity. This is not a correspondence
theory of truth (hypothesis <> facts) but rather criticism in the light of

experience. The four major criticisms that Suppe (1977) raises against
Toulmin are:

1. The model is only a satisfactory model of conceptual change in
"compact" (as opposed to diffuse) disciplines, and there is

little on what good reasoning actually is.

2. There is little reference to the fitness of theories (but perhaps

could be convergence to truth, or fruitful ways of repre-

senting phenomena).

3. It is not clear how a subject proceeds rationally or converges on
representational techniques that both yield knowledge and
are explanatory.

4'

To be epistemically reliable and successful (an efficient, robust,
adaptive system) the production of conceptual variants will
have to be conditioned by the present state of the discipline
(analogously to the recent developments in the theory of

gene recombinations).

Underlying Shapere'é work are three themes (e.g. 1977) expressed as
postulates: "I. Scientific development and innovation are often appro-
priately describable as rational ... II. The rationality involved in
specific cases is often generalizable as principles applicable ih many
other cases ... III. These principles can in some sense be'systematiiéd.
Shapere indicates these three postulates in case studies over a range of
stages of scientific development (his approacﬁ is based upon a detailed
examination of actual scientific practice). Central to Shapere's philosophy
is the concept of a "scientific domain". This consists of items of infor-
mation (including possible facts, tﬁeorigs, etc.) associated together as
a body. By its very nature the domain generates problems: '"domain

problems" are concerned with a clarification of the domain itself}
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"theoretical problems" are those whose solution requires a deeper account
of the domain in terms of theories. The domain favours certain types of

solution to these problems. Shapere (1977) poses six major questions

concerning domains:

1. What considerations lead scientists to regard a certain body of

information as a unified subject (as a domain)?

2. How is the description of items in the domain achieved and modified

in sophisticated stages of development? s

3. What sorts of inadequacies are found in domains and what grounds are

there for considering some inadequacies as problems for

further research?

4. What considerations lead to the generation of specific lines of
research, and what are the reasons for considering some lines

of research to be more promising than others?

5. What are the reasons for expecting solutions of certain sorts to

be sought for these problems?

6. What are the reasons for accepting a certain solution of a scientific

problem regarding a domain as adequate? ( p. 523, 1977)

So far, Shapere has mainly considered the following aspects: the
grouping of observational facts into domains, rationales for introducing
new hypotheses which radically contradict established theory; the role
of background information; the maintenance of objectivity (with theory-
laden facts); and the role of conceptual devices in science. At a primi-
tive stage in the development of a domain nonproblematic observations and
facts are used to establish the appropriateness of theories and their
observational interpretations. As tﬁe domain progresses to deeper levels
of description more theory is involved in observation and this leads to a
re-interpretation of the domain (e.g. distinction between direct and non-
direct observation). It is this link back to the early stages of the
domain through the good reasoning patterns employed whioﬁ guaranteesg the
objectivity of science. In studying the history of science, Shapere has
discovered that there are very many good-reasoning patterns, and that
these are affected by the content of the domain in a feedback fashion
(c.f. the stability of Toulmin's evolutionary model). Background infor-
mation (outside the domain) plays a crucial role in the interpretation
of observations and objectivity of scientific knowledge; ﬁowever, there

are constraints on how this should be used (for instance, the background

83



information should be from some field that coheres with successful con-
cepts and theories of other domains). Shapere's analysis of science is
very detailed (the account here is very summarised) and offers a great
potential for future development. However, Suppe (1977) points to the
areas which require most development - Shapere's views on facts, knowledge,
and the justification of knowledge claims underlying his entire approach

to objectivity and rationality in science.

3.4 Systems Philosophy and the Philosophy of Systems Science

3.4.1 Introduction

This section deals with some aspects of pﬁilosophies associated with
systems science (for simplicity, "systems science" here refers generally
to all aspects of systems - inspired science, both theoretical and applied,
such as: systems engineering; systems research; systems methodology;
systems approaches to - biology, - medicine, - ecology, - etc.; systems
oriented operations research, and so on, and even the abstract towers of
general systems theory). A clear distinction must be made between
systems philosophies as views of the world, man and society (e.g.
Bertalanffy's holistic philosophy, Section 3.4.2; Laszlo's systems
philosophy, Section 3.4.3) and philosophical analysis of the various
practices of systems science (e.g. Checkland's or Mattessich's methodo-
logies, Section 3.4.4). The review is not 'intended to be comprehensive
but to pick out some of the key points with philosophical significance.
Consequently, many of the concepts and analytical devices presented in
earlier sections of this chapter will be widely used. Four good source-
books for classic references on systems, yet with very different approaches
and opinions are von Bertalanffy (1968), Emery (1969), Berlinski (1976),
and Mattessich (1978). This critical appraisal fits in with the tﬁesis in
the following way: the thesis is a general methodological study of the
Problem of model validation in science, but with particular reference to
models in Biology and medicine that are systems oriented. These models
are rich in theoretical systems concepts (e.g. feedback, dynamic equili-
brium, self-stabilisation, etc.) and are not simply models based on bio-
logical data and concepts. Intuitively this suggests that validation may
be problematic, since there are at least two distinct levels on which it
can be approached - the first is tﬁe representational validity of the

model in a specific case, and the second relates to the appropriateness
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of the systems concepts to biological systems in general. The latter
is typical of problems that occur in philosophical analyses of systems
science, and which this section attempts to clarify in such a way that
the theory of model validity (developed in the mext chapter) will be

capable of providing techniques for their solution.

3.4.2 The two sides of Bertalanffy

The widespread development and application of systems-oriented
sciences and techniques has occurred mainly since the 1960's, although

a few scientists were pursuing original work along these lines much

earlier (from the 1920's to the 1950's). One of these was the biologist

Ludwig von Bertalanffy who, in the 1920's and 1930's, attempted to develop
a quantitative theory of metabolism and growth. In doing so he proposed
that a biological entity should be conceived organismically as an open
system and that new laws, not based on existing laws of physics and
chemistry, would have to be found for such systems (1932). An open system
is one which interacts freely with its environment (in physical systems
this involves exchanges of matter and energy) and Bertalanffy suggested
that this provided a general model for systems of any type (physical,
social, cognitive, etc.). Furthermore, the logical and mathematical
properties of such an abstracted system could be determined and this

would form the basis of a '"General System Theory". 1In this aspect of

his work, Bertalanffy embraced a complete philosophical view of science
and the world (a "systems philosophy") that was dependent upon, but not
necessary to, his empirically-based work on theoretical biology. This

view was that of a holistic conception which covered and unified the whole

of science.

The two sides of Bertalanffy's work - theoretigal biology on the
one hand, and general system theory (GST) on tﬁe other - are reflected
in his writings (contrast 1950 or 1968 with 1964) and ultimately lead
to many contradictions (some are discussed below). This dualism has not
been properly understood by sgveral critics of systems science (e.g.
Berlinski, 1976, or Lilienfeld, 1978) and consequently Bertalanffy has
received substantial criticisms, notably of his'general system theory
(which is undoubtedly weak) and the many ambiguities present in his work.
These criticisms are fuelled further by Bertalanffy's insistence that he
is the founding father of geheral system theory and the open system con-
cept (both constant themes) and that there is a fundamental link between

GST and his work on theoretical biology. These two aspects will be
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considered separately and in more detail below (his views on theoretical
‘biology are taken from 1964, and on GST and systems philosophy-from
various chapters of 1968 - the introduction, and Chapter 2, "The Meaning

of General System Theory", originally written in 1956).

At the turn of the century, biologists were still having problems
with vitalisms - it was not possible to .explain the dynamic and energetic
properties of living systems using the current laws of mechanics and
thermodynamics and it was tempting to introduce some kind of aqgitional
(unobservable, non-physical) force or vital spirit which, scienfifically,
was very unsatisfactory. By considering a biological organism as an
open system across whose boundaries energy and matter may pass, Bertalanffy
showed that the closed system laws of thermodynamics no longer applied and
that, rather than regressing to a state of unordered equidisfribution of
energy, such a system would possess characteristics very similar to living
systems (1932). The two most important characteristics were that of
dynamic equilibrium (as opposed to a minimum energy steady state), for
which Bertalanffy coined the term "Fleissgleichgewicht", and that of
equifinality ~whereby two similar systems attain the same end states
despite different initial conditions (as in morphogenesis). As well as
allowing a quantitative treatment of biological phenomena such as meta-
bolism and growth, this provided a basis for posing teleological questions
in a non-vitalistic framework. His claim of originality in this matter
is not completely founded since other biologiste were tackling the prob-
lem at the same time (e.g. Cannon's concept of homeostasis (1929) has

proved to be exceedingly fruitful, or Woodger's organismic biology
(1930)).

Bertalanffy's 1964 paper is essentially a review in which he con-
siders a variety of types of model used in quantitative metabolism (most
of which he has developed). These are open systems, feedback and homeo-
stasis, allomefry and the surface rule, and theory of animal growth.

The models are fairly simple and usually well-backed up by émpirical

data. In this paper, he elucidates his philosophy of modelling in

biology which is very straightforward and empirically-based and in con-
trast to his GST. Although there is a close relation of facts to theory
and a new model may reinterpret old facts, Bertalanffy nevertheless insists
that "the decision whether or not a model is suitable exclusively rests
with the facts of observation and experiment" (1964). 1In assessing some

objections that can be raised against modelling, he argues that gross
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simplification is necessary given the complexity of biological systems
and that ultimately this does lead to better explanations. However, he
requires that models should contain few parameters and that all these
should be checked experimentally. This latter requirement is one that
many physiological modellers or neuro-cybernmeticians could not possibly
accept, and yet they would regard themselves as far more empirically-
oriented than Bertalanffy's GST. It can be seen, therefore, that this
side of Bertalanffy cannot be simply dismissed & la Berlinski and that

he has made a very significant contribution to the development “of
theoretical biology.

The same is not true, however, about Bertalanffy's General System
Theory and holistic philosophy. GST is based on a holistic philosophy
that the world can be understood only by considering it as a series of
"wholes" and that these wholes - systems - will exhibit certain standard
types of behaviour. Furthermore, this understanding will not be available
from a reductionist approach to science. Bertalanffy introduced the con-
cept of GST in his early work on the theory of open systems in biology
and gradually developed it into a logical and mathematical formulation
(1950). He limited himself in this regard to systems describable by
differential equations with which he is able to express precisely the
concepts of dynamic equilibrium, equifinality, and even system. The
latter seemingly emerges from the consideration that the off-diagonal
elements of the state-transition matrix are non-zero. This theory was
simply a theory of differential equations and not of systems in the real
world. Other workers, such as Mesarovié (1964), extended the definitionm
of system and GST to highly abstract set-theoretic terms which have even
less to do with reality. 1In the preface of his 1971 (orig. 1968) book
he includes "dynamical system theory, cybernetics, automata theory, systems
analysis by set, nét, graph theory and others'" under the protective wing
of GST. To some extent, Bertalanffy did base his system properties on
studies of particular scientific fields, but largely on tﬁe process of
abstraction. This was carried to the extreme by Ashby (1958) who set out
to reveal these properties by starting with the "set of all conceivable

systems".

In 1954, Bertalanffy set up the Society for General Systems Research
(SGSR) with Boulding, Rapoport and others. The aims of this society reveal
the underlying holistic systems philosophy:
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(1) To investigate the isomorphy of concepts, laws and models

in various fields.

(2) To encourage the development of theoretical models in

areas which lack them,

(3) To minimise duplication of theoretical work in different

disciplines.

(4) To promote the unity of science.

]

The aims to reduce duplication of work and to promote the‘unity of
science are very fine, but the fundamental flaw is that these will be
achieved as a consequence of discovering the general isomorphy of scien-
tific fields. The expected isomorphisms have not been found (except in-
sofar as between the level of theory associated with the use of control
theory, cybernetics or other mathematical techniques in different fields)
and the subsummation of science into systems science has not occurred.

In fact, systems science augments rather than replaces more conventional
science.

The way in which Bertalanffy envisages that models are transferred
between different fields emerges from his analysis of the levels of
description in science- (1945, contained in 1968, pp. 84-85). Firstly,
there are analogies which are based on the superficial similarity of

phenomena in different fields; secondly, there are homologies which involve a

transfer of models from one field to another when the '"respective laws
are formally identical"; and, thirdly, the level of explanation which
consists of the specific conditions’and laws of a particular field.

It is logical homologies which give Bertalanffy the key point in his
argument. The formal identity of laws does not relatebtq traditional
laws (if so there would be no need for the homology in the first place)
and the argument goes as follows: '"If an objgct is a system, it must
have general system characteristics, irrespective of what the system is
otherwise". Therefore, having developed a model of one system in one
field, this model has complete generality to any otﬁer field. But this argu-
ment overlooks the central concern of science, i.e. how do we know that
the object of our attention is system—A with system—A type properties?
Furthermore, this account makes tﬁe definition of a system critical for
scientific progress and yet the definitions of systems are notoriously
ambiguous or general ("A system can be defined as a set of elements

standing in interrelations", Bertalanffy, 1968, p. 55).
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Other criticisms of GST (in-house criticisms by systems workers)

include:

(1) Limit to generalisation and analogy possible in science
(Simon, 1969)

(2) GST yields no hypotheses for empirical testing; is dogmatic;
contains no self-criticism or pertinent testing/evaluation

procedures (Mattessich, 1978).

Thus the systems philosophy of GST leads to an imposition of a view
of the world on the world itself, and reduces tﬁe process of science to
one of simply finding systems in the world which have certain defined
properties and not the struggle to find out what the world actually is
or how it is so. Bertalanffy uses Kuhn's "paradigm" concept (1962, see
Section 3.3.3) as strong evidential support of GST's "new philosophy of
nature" (1968, p. xix), yet if he had pursued Kuhn's theory to its logical
conclusions he would have found that revolutions occur which overthrow the

old paradigm and instate a new paradigm.

3.4.3 Laszlo's systems philosophy

Laszlo's "Introduction to Systems Philosophy. Toward a new paradigm
of contemporary thought' (1972) is an example of a systems view of the
world and is completely faithful to Bertalanffy's GST. The book purports
to offer a new approach to philosophical inquiry based upon systems
theory and a "synthetic" approach, yet it does not deal seriously with
questions that usually figure prominently in such an inquiry. For instance,
the questions of epistemology (the basis of the evolution and justification

of knowledge) do not receive consideration until Chapter 1l. The structure
of the book is as follows:

Firstly, Laszlo puts forward some "primary presuppositions":

"1. The world exists;

and

2. The world is, at least in some respects,intelligibly ordered
(open to rational inquiry)." (p. 8)

and some "secondary presuppositions":

"(i) The world is intelligibly ordered in special domains;

or

(ii) The world isintelligibly ordered as a whole."
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The next step is to argue that these wholes or special domains are
systems whose properties are given by systems tﬁeory (or GST). On this
basis, Laszlo develops a symbolic theory, "Outline of a general theory
of systems'" which forms a major chunk of the book. This theory is com—
posed essentially of "second-order models" or "models of models" and

thus can be rather general although simple. It has the general form

"THEORY: R = f(a, B, Y, §) where a, B, y, § are independent

variables having the joint function R ("natural system")"  (p. 35)

The variables a, B, vy, § are '"but a handful of systems properties"
(p. 35) yet nevertheless capable of describing the range of phenomena

in the "terrestrial microhierarchy". They are defined thus:

a: property of ordered wholeness (or the "systemic state property")
B: self stabilisation (or "system-cybernetics I")

y: self adaptation and organisation (or "system-cybernetics II")

8: dual-functional-structural adaptation (or "holon property")

Using this formulation Laszlo demonstrates the theory for physical,
biological, social,and cognitive systems and the mind. In each case the
form of the theory is the same as above except that 'matural' is replaced
by "biological", etc. Finally, the book concludes with a systems view of
the philosophical problems of ontology, the mind, epistemology, and ethics.

(For instance, epistemology is considered under cognition and based upon
a second-order model of a cognitive system.)

It is difficult to know where to begin criticising Laszlo since his
style is seemingly erudite yet rather vague, and he often uses terms in
a different way from their conventional usage. Therefore, criticism will
be directed at two specific issues: the metaphysical assumptions his
approach requires, and his views on scientific tﬁeories and their valida-
tion (in Chapter 11). His primary presuppositions are commitments to a
metaphysical realism and rationality. Although he does not adduce evi-
dence that these are fundamental to scientific activity, this is a reason-
able philosophical position to take (c.f. Shapere, 1977, see also Section
3.3.4). In other words, the assumption is that there is an object of scien-
tific inquiry and that knowledge of this object is possible. However, this
objectivity and rationality are not inherent in the "perspectivist" view
of knowledge and science that ﬁe presents in Chapter 2. The secondary pre-

suppositions, (i) and (ii), concerning the division and ordering of the
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world are completely untenable. Laszlo's associates (i) with the
development of special theories and (ii) with general theories. Accep-
tance of (i) requires the existence of strict boundaries to the appli-
cation of theories as a metaphysical presupposition., Scientists prag-
matically expect their theories to be applicable only in the specific
field in which they are working, but do not eliminate the possibility

of extending its application as a metaphysical necessity (this would

eliminate any analogical exchange of models). It is obvious that Laszlo

favours the second secondary presupposition in evidence of the validity
of a general theory of systems, andreasons "that the wide empirical
applicability of systems concepts argues for the justification of assuming

general order as a cogent hypothesis" (p. 11). However,the validity of

a general theory is determined only by empirical investigation and not

metaphysical necessity. Both of these secondary presuppositions are

completely unnecessary and unacceptable as a basis for scientific activity
and, since the second one (ii) forms a key step in Laszlo's system philo-

sophy, there is a fundamental flaw in its development.

Laszlo's views on scientific theories and their validation are con~

tained in a section on "Scientific Cognition" in Chapter 11 on "Cognition:

Framework for an Epistemology". This is rather strange since he is proposing

a scientific approach to philosophy, and a consideration of scientific

epistemology should form a natural introduction., He leads up to scientific

cognition (and epistemology) by considering cognitive systems in terms of a
systems or '"gestalt" psychology based on his systems theories of biology

and the mind (Chapters 5 and 7). Science forms a "multi-personal natural-

cognitive system" in which each scientist can share the same coqceptual
constructs and experience the same phenomena. Observation of the world
depends not only on the state of the world but on the‘state of the observer
in an inter-active sense giving '"theory-laden" observations (Hanson, 1958,
see Section 3.3.2). At this stage, Laszlo switches from a purely psycholo-
gical analysis of science to a pﬁilosophical analysis, which is an odd

mish-mash of positivist and Weltanschauungen views,

Although, in Laszlo's view, tﬁeories affect the observation, he states
that "confirmation is had when the observation bears out the prediction
flowing out of the construct system" (p. 210).A (Note that it is not clear
whether or not the "construct system” is the theory.) This leads to the
standard positivist account of the way in which indirect constructs are

tested by using correspondence rules, in which the construct system is
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structured in a hypothetico-deductive way. (The criticisms of this view

are contained in Sections 3,2,2, 3.2,3, and 3.3.1). He does not analyse

epistemological implications of a correspondence theory of truth in which
the theory corresponds not with the facts but tﬁe theory-seen facts -

notoriously difficult yet important ground in the philosophy of science.

Next, Laszlo analyses science as a "systemic control process" and
for this purpose uses Kuhn's socio-historical paradigm concept (1962).
Kuhn's paradigmatic conception of science was reviewed in Section 3.3.2,
but briefly it consists of periods of normal science (under the#guidance

of a paradigm) interspersed with periods of crisis in which there is a

proliferation of new theories and eventual instatement of a new para-

digm. Laszlo follows Kuhn's analysis to the letter without remarking
that it is based on a historical analysis of the reductionist sciences
(the deficiencies of which Laszlo attacks at the beginning of the book),
or that it rests on doctrines of meaning, theory incommensurability and

confirmation that are totally incompatible with his own views in the

previous section. However, Laszlo proposes a cybernetic model of Kuhn's

theory that is significant,

Normal science has "system-cybernetics I", that is it is self-

stabilising through negative feedback eliminating the error between theory
and data, whereas crisis or revolutionary science has “system-cybernetics IT"
which is self-organising through positive feedback. There are times when
science does show such characteristics, and their analysis using these

models may prove illuminating (particularly if merged with the Sneed-
Stegmiller model-theoretic formulation, Section 3.3.3). The criticisms

of Kuhn's theory were presented in detail in Section 3.3.2 and apply

equally to Laszlo; for instance, the way in which competing theories are
assessed during a revolution (Laszlo - one theory is "confirmed and accepted",
p. 218) - implies a neutral observation language and evaluation procedure

which contradicts his views on the theory permeation of observationms.

Although there are many more criticisms which can be made of Laszlo's
work, the inadequacy of his epistemology in satisfying his own presupposi-
tions for empirical inquiry (realist rationalism) undermines his entire

approach.

3.4.4 Systems methodologies

Systems methodologies emerged out of the attempt to apply the concepts
of general system theory (GST) together with the computer-based techniques
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of systems analysis to scientific, technological, and business problems,
and consist of sets of methods and rules which, ideally, allow such
problems to be well-posed and solved. The mainAempﬁasis has been on
methodologies applicable to "designed" as opposed to natural systems,

A formative work in this area was Hall's “engineering system methodology"
(1962) for the systematic design process. Checkland (1972) calls problems
related to such systems (technological and business) "real-world problems"
which seems to entail a severe attenuation of reality; however, his "Soft
Systems Methodology'" has received a‘great deal of attention and’ has been
used widely. This will be briefly outlined below, together with some of
the major criticisms. Systems methodologies are almost entirely instru-
mental, that is they are to be used to achieve some practical end, such

as the design or improvement of a system. Consequently, theories capable
of dealing with normativistic concepts (such as M'Pherson's multi-objective

decision theory, 1979) are associated with such methodologies.

Checkland's "soft-systems" methodology is based on his experience in
"action-research" (practical industrial- or business-based research) at
Lancaster University and received full articulation in his 1972 paper.

It is intended to provide a methodology for solving real-world problems,

and consists of nine stages (1972, p. 98):

1. Problem situation
2. Analysis (of what exists at present in the problem situation;
a "rich picture")
. - Root definition of relevant systems
. Conceptual modelling

Comparison (between 2 and 4)

3
4
5
6. Definition (of a range of possible changes)
7. Selection (of a desired, agreed-to-be-feasible change)
8. Design (of the agreed change)

9

Implementation of the agreed change.

Stages 3, 4, 8 and 9 involve "further systems thinking" (explained
below). Central to Checkland's metﬁodology are stages 3 (root definition)
and 4 (conceptual modelling). The root definition consists in an expres-
sion of "the basic nature of the system or systems thought to be relevant
to the problem situation" (p. 100) and is essentially "a condensed repre-
sentation of the system(s) in its most fundamental form". There may be a
number of root definitions corresponding to the perceptions of different

actors in the real situation. Conceptual modelling is a development of the
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root definition to model the systems relevant to the problem. It is done
by considering the system as a "human activity system" and by allowing
only the minimum of activities such tﬁat the root definition is satisfied
(usually straightforward "events" in a business process). Since the model
will form the basis for a decision about the best course of action (to
solve the problem) it is obviously very important that the model is valid.
Checkland proposes that the conceptual model can be checked against his
own "simple general model of a purposeful human activity system" (p. 109)
or Beer's organismic model (1972), but since the emphasis is on’ "usability
rather than sophistication" this will not always be necessary. This leads

to fairly simple descriptive models of the system,

A severe criticism of Checkland's methodology is that it does not
generate models based on the way the system works (i.e. a theoretical
model), but simply a descriptive model based on the root definition.

Thus there is no guarantee that the implementation of the agreed change
(stage 9) would produce the results expected using the model., This
criticism has been developed constructively by Molloy and Best (1980) who
argue that the methodology can be augmented and construed as a "theory
building methodology". This involves a replacement of the statement or
"sentential" type of conceptual model (based on the root definition) by

a dual "sentential-icoﬁic"model, that is a "statement-picture complex" in
Harré's sense (1970, see Section 3.3.4). The picture or iconic model pro-
vides a hypothetical underlying mechanism for the system, i.e. a theory.
They propose that such a model could be based on the organismic model of
Beer (1972) which provides a model of a viable system. Initially, the
use of the model would be paramorphic (Harré, 1970), but with development
it would become homeomorphic and offer a fu}litheoretical explangtion of
the system. A further point sﬁould be made, that Molloy and Best omit,
that the model should be validated in its present role as a model of the
specific system, and this can be done to the viable system model as well.
The introduction of an explanatory model may lead to a reperception of
the original problem and, heuristically, the validity (or value) of the

- model may have to be regarded in this light. These technical aspects can
be understood simply by the maxim that somewhere in the methodology there

should be the requirement of improving the understanding of how the system
works,

Models of "viable" systems, suqﬁ as Beer's organismic model (1972)
or M'Pherson's"proto-system" (1980), are based on a specific type of

system, biological and technological, respectively. The claims for
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generality of these models should be assessed by validating them in other
areas than tﬁeir source and not by the GST metaphysical principle ("this
is a system, therefore .,."). Furthermore, the model may not be a valid
representation of its source material (Beer's model is now erroneous by

current neurophysiological theory).

An example of a methodology based on the systems analysis school is
that of Mattessich (1978) whose book purports to be an "epistemology of
the applied and social sciences'". It is essentially a thorough develop-
ment of decision theory (going through logic, deductive logic, éulti—
valued logic, inductive logic and probabilistic induction, Von Neumann/
Morganstern decision theory, to probabilistic decision theories) sandwiched
between relatively short sections on systems philosophy and epistemology.
Mattessich is concerned with applied sciences, or the instrumental use of
reason, He is thus concerned with "epistemic utility" as opposed to "cog-
nitive epistemology" or, in other words, truth only if it is useful, and
so decision theory (being normative) plays an essential role. In Chapter 7,
"Philosophy and the Systems Approach", he shows how there is a strong
normativistic element in systems methodology and the philosophies of the
Weltanschauungen schools (Hanson, Kuhn, Feyerabend). It is difficult to
see how he justifies his emphasis on logic, confirmation theory, etc. in
earlier chapters when such philosophers completely reject such an orien-
tation in the philosophy of science. In fact, Mattessich offers very
little by the way of methodology for applied and social sciences and his

Positions on epistemology, theory development and validation are not clear.

3.4.5 Some philosophical problems of systems science - and some possible
solutions (with reference to model validation)

This section has considered some of the philosophical issues associated
with systems science, ranging from tﬁe grand claims of GST to the practically-
oriented systems methodologies. Despite the differences between different
aspects, there are several common threads or claims: at some stage in
scientific activity it is necessary to look at a more global level (synthesis);
the theories or methodologies have a wider generality than is usually the
case; systems science nearly always entails working across conventional
disciplinary boundaries, These raise questions which are both philosophically
important and of relevance to the practice of systems science, In particular,
these questions are associated with the generality of systems theories/
methodologies, and the analogical transfer of models from one discipline

to another, and raise important issues in model validation. The outline
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of the philosophy of science in the previous section provides some very
powerful philosophical tools with which to pose and tackle these problems,

and many will be incorporated in the theory of model validity developed

in the next chapter.

The over-optimistic claims made by people such as Bertalanffy and
Forrester on the potential of systems séience, and its failure to go any-
where near meeting them has led to some stinging criticisms of systems
science, Berlinski (1976), in an informed yet negativistic crigicism,
attacks mainly technical problems associated with systems science; e.g.
the definition of a system; the application of Forrester's 'system
dynamics" to world modelling (Meadows et al., 1972); some cybernetic
models in biology, etc.. Lilienfeld's critique (1978) is an ideological
one associating the rise of systems theory with the growth of an authori-
tarian bureaucratic scientific elite and applies equally to the elitifi-
cation of all areas of intellectual activity. Although the target of his
critism is GST (his own interpretation of it), it should not be dismissed
lightly and systems scientists should remember that their subject, with
all its jargon and complex computerised techniques, makes scientific know-

ledge even further removed from the average person and a more restricted
commodity,

The generality of systems science leads to some difficult problems
in model validation. Firstly, general theories such as GST are assumed
to apply to any system, no matter what area it is drawn from., If the
theory could be validated empirically for some specific systems, could
its general validity be inferred? The answer to this is affirmative only
if a metaphysiéal hypothesis is accepted akin to an induction hypothesis
(see Section 3.2.3), namely that there is a regularity in the world that
holds in all areas. Such a ﬁypothesis is even worse than an induction
hypothesis since it asks for the acceptance not just of a regularity, but
a regularity of a certain kind (i.e. systems), and not as an empirical
hypothesis; but as a metaphysical necessity. At best, a general system
:theory could be validated (theorgtically and empirically) in a finite
number of application areas, and, probably, the degree of validity would
vary greatly due to theoretical difficulties, measurement problems, etc.
In these areas, and using domain knowledge (of each area), a postulate of
"appropriate chunking" will apply such that Bertalanffy's "ontological-must"
argument holds, i.e. "this chunk of reality (in this area) is a system and

therefore must have certain system characteristics". This takes the problem
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into a complex middle ground (between general theories and models of
specific systems or areas) where some concepts, models and theories are

believed to apply to a number of different systems (areas) and these are
far removed from GST.

The second type of problem for model validation in systems science
occurs in this middle ground where concepts and models are freely trans-
ferred between different areas (this is characteristic of, but not limited
‘to, systems science). What epistemological and scientific basis do such
models have? What criteria are there for judging the results of the analo-
gical transfer of models between areas? The following considerations may
help determine the epistemological basis and heuristic potential of this

aspect of systems science:

(i) An analogical model is a paramorph (Harré, 1972) which provides a
hypothetical mechanism to explain phenomena in the new area (as a "state-
ment-picture complex", Section 3.3.4); it gives structure and hence

understanding to an area (Hanson, 1958, Section 3.3.2).

(ii) Empirical validation may be possible, but a model will certainly
introduce new terms and variables ("language-shift" - Toulmin, Section
3.3.4) and its data requirements for extensive empirical validation may
not be met until later. An important aspect is to use patterns in the

data to reveal structural properties of the system.

(iii) According to Lakatos' theory of research programmes (1970, Section
3.3.4), a research programme is theoretically progressive if the empirical
content of a domain is increased, and empirically progressive if this is

also empirically validated (as in (ii)).

(iv) The introduction of an analogical model may lead to a redefinition
of an old problem in the area or to the generation of new problems which
are considered more important or fundamental (Popper's tetradic schema,

1962, Section 3.3.4; Lakatos' problem-shifts, 1970, Section 3.3.4),

(v) 1In terms of Sﬁapere'g "domains" (1977, Section 3.3,4) - does the model
solve a domain problem (e.g. in reorganising knowledge) or a theoretical

problem (which requires a theory to explain the domain)?

(vi) The use of the model may not satisfy (i) to (v) but may nevertheless
be instrumentalnin_meeting some other ijective (such as improved ﬁealtb
care), However, the satisfaction of such objectives usually requires, and
is certainly not impaired by, an increase of knowledge and explanation of

Phenomena in the area in question brought about by the use of the model.
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These are some of the aspects that will be included in the theory
of model validity (Chapter 4) with relation to the role of the model in
the overall process of model development or scientific activity rather
than its representational validity of a specific system. In Chapter 4,
this is referred to as "heuristic" validity, The relative emphasis on
these two distinct features is determined mainly by the specific modelling
objectives in the particular validation study and the stage of domain
development., (In Chapter 5, a range of validation methodologies is
devised using the tﬁeory of model validity. The e-methodology (Section
5.6) is intended as a heuristic methodology for the validation of analo-

gical and innovative models and develops many of the above considerations.)

Similar types of consideration may be made concerning the validity
of the application of systems methodologies., Primarily, these can be
assessed pragmatically, i.e. by checking whether a methodology achieves
its utilitarian objectives (e.g. design or optimisation of some system).
The range of application to different systems or types of problem can be
determined from a critical philosophical and theoretical examination of
the methodology or by testing it out in practice. Quite often a methodo-
logy will embody some theoretical concepts or rest upon the development
of a model (as in the Checkland methodology) and in these cases the

validity of the theory or theory-building procedure will be of paramount

importance.

As systems science progresses, there will be a growing body of systems
concepts, models, theories and methodologies, and at the same time a more
critical delimiting of their ranges of valid application (theoretically,
empirically, pragmatically and heuristically), If this results in a sub-
stantive common body or core, then the claims of the visionaries such as
Bertalanffy will have been borne out. This core can be regarded as the
research aim of systems science which distinguishes it from most other
sciences, but it must be strived for in a legitimate scientific manner and
emerge as a property of the world. It can never be a metaphysical assumption
that systems of this kind do exist and systems scientists must be aware of
the possibility that the critical and rational development of their indivi-
dual researches may lead to an irrevocable and fundamental differentiation
of systems theory. In any case, the evidence is now that systems science

will only augment conventional science and never replace it.
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3.5 Philosophy of Measurement

3.5.1 Introduction

The theory of model validity developed in Chapter 4 (and, indeed,
a philosophy of science) calls for detailed considerations of the nature
of data available from the system (object, phenomena, etc.) which is
modelled. By "data" are meant the records of observations, experiments
and measurements of the system. These considerations range from an
examination of the possible inaccuracies in measurements, throdgh a de-
limiting of the extent to which the system is practically and theoretically
observable (or measurable), to a philosophical analysis of the foundations
of data. 1In this section, the pﬁiIOSOphy of measurement will be outlined
with reference to the theory of measurement. The theory of measurement
is concerned with an analysis of the logical foundations of measurement
and stems from the positivistic analyses of Mach on the concept of mass
(1868) and temperature (1896) and Helmholtz's analysis of counting and
measuring (1887). Mach intended to show that all scientific theories could
be reduced to, or deduced from, the basic elements of sensory experience
which were pure facts. However, all measurement contains some theoretical
content and is not a simple connection to the facts of reality. The theory
of measurement can be regarded as a theory of the elementary level of
theory in measurement. Evidence for the relation of theory and measurement
is contained in the simultaneous growth of understanding, theories and
models of an area and the development of measurement science in that area
(e.g. the use of isotopic tracer techniques in biology and the concepts

and theories of compartmental analysis).

The philosophy, or theory, of measurement has received little atten-
tion in contemporary philosophy of science. There are a number of reasons
for this, of which the following two are perhaps the most important:
firstly, Hanson's analysis of the theory-ladenness of observations (1956)
and the WeltanschauungeniphiIOSOphies of Feyerabend and Kuhn led to subjec-
tivigt epistemologies where tﬁe measurements were considered determined by
the theory (the criticisms of this view are given in Section 3.3.2); and,
secondly, the focus of attention has shifted from the individual theory or
model to the overall dynamic process of scientific development (e.g.
Lakatos, 1970, Section 3.3.4), in which considerations of particular
details of measurement have played only a small role. Despite this,
Measurement and observation play an essential role in scientific develop-

ment as the means for finding out about reality. It is likely that a
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historical-realist approach such as Shapere's (1977), which focusses on
the development of a scientific domain, will provide a much more satisfac-

tory epistemology which will clarify the nature and role of measurement.

The rest of this section is structured thus: firstly, the historical
development of measurement theory is outlined; secondly, some recent
trends and problem areas are discussed; and, finally, the implications
and relevance for the theory of model validity are assessed, For a com-

Prehensive review of measurement theory consult Leaning (1977)2

3.5.2 History of measurement theory

Modern measurement theory stems from the work of the nineteenth century
mathematicians and physicists on the foundations of mathematics and the
elementary concepts in science (Mach (1868, 1896) - mass and temperature;
Helmholtz (1887) - counting and measuring). H8lder (1901) formalised the
axioms for the measurement of empirical quantities (attributes or properties)
that were additive. The British physicist Campbell (1920, 1928) analysed
the fundamental nature of physical measurement and gave three rules for

measurement :

(i) Measured attributes are capable of being ordered.
(ii) Measured attributes are additive.

(iii) A copy can always be found.

In essence, this forms the basis of a theory of measurement, although
nowadays it is recognised that these rules are necessary (not not sufficient)
conditions for "extensive" measurement, and that there are many other types
of measurement. Many of these were discovered by social scientists for
dealing with attributes that are non-extensive. The classic work by Von
Neumann and.Morganstern (1944) was a theory of utility and chance in
economics which was based on the axioms of preference and decision, and
stimulated the development of both the theory and practice of measurement

in the social sciences (e.g. S. S. St