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Abstract

Driverless cars are predicted to dramatically reduce collisions and casualties on the roads.

However, there has been controversy about how they should be programmed to respond in

the event of an unavoidable collision. Should they aim to save the most lives, prioritise the

lives of pedestrians, or occupants of the vehicle? Some have argued that driverless cars

should all be programmed to minimise total casualties. While this would appear to have

wide international public support, previous work has also suggested regional variation and

public reluctance to purchase driverless cars with such a mandated ethical setting. The pos-

sibility that algorithms designed to minimise collision fatalities would lead to reduced con-

sumer uptake of driverless cars and thereby to higher overall road deaths, represents a

potential “utility paradox”. To investigate this paradox further, we examined the views of the

general public about driverless cars in two online surveys in the UK and Japan, examining

the influence of choice of a “personal ethical setting” as well as of framing on hypothetical

purchase decisions. The personal ethical setting would allow respondents to choose

between a programme which would save the most lives, save occupants or save pedestri-

ans. We found striking differences between UK and Japanese respondents. While a majority

of UK respondents wished to buy driverless cars that prioritise the most lives or their family

members’ lives, Japanese survey participants preferred to save pedestrians. We observed

reduced willingness to purchase driverless cars with a mandated ethical setting (compared

to offering choice) in both countries. It appears that the public values relevant to program-

ming of driverless cars differ between UK and Japan. The highest uptake of driverless cars

in both countries can be achieved by providing a personal ethical setting. Since uptake of

driverless cars (rather than specific algorithm used) is potentially the biggest factor in reduc-

ing in traffic related accidents, providing some choice of ethical settings may be optimal for

driverless cars according to a range of plausible ethical theories.
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1. Introduction

1.1 Driverless cars

Advances in motor vehicle design have reduced the devastating harm associated with traffic

collisions. For example it was estimated that forward-collision warning and autonomous brak-

ing system prevented about 14% of crash fatalities in 2016 in the US [1]. However, as many as

1.35 million deaths and 50 million injuries still occur every year worldwide from road traffic

accidents [2]. This is the 8th highest cause of death, and the leading cause of death for young

people aged 5–29. Further technological advances, particularly the advent of automated driv-

ing technology (driverless cars) could dramatically reduce this. In Germany, the US and UK,

between 90–95% of car accidents are estimated to be caused by human error or misconduct

(for example, speeding, inattention, failing to give way) [3–5]. Due to the high rates of acci-

dents caused by human error, driverless cars are believed to have a positive impact on road

safety. For example, one study estimated up to 73% reduction in pedestrian crashes in Finland

[6], while a US study estimated up to 90% reduction [7]. Another survey suggests that if all

human-driven cars were replaced by fully automated driverless cars this could in theory pre-

vent 30,000 lives per year in the US [8]. Considering the great reduction in number of injuries

and fatalities, this would be a massive benefit for road users [9] and the wider community by

saving social expenditure [10]. These advantages have motivated governments worldwide to

facilitate the adoption of driverless cars, and car manufacturers and leading tech companies to

compete in their development [11].

However, the development of fully automated cars raises a number of ethical questions.

One such question is how such cars should be programmed to respond in the event of a colli-

sion. Although automation will potentially eradicate human error, accidents will continue to

occur (for example, due to environmental factors, technological failure, or following unex-

pected behaviours by other road users) albeit with reduced frequency. Faced with an immi-

nent, unavoidable collision, human drivers have limited time or ability to respond. In contrast,

fully automated vehicles can be pre-programmed to respond in one or more specific ways tak-

ing into account information from the environment and context of the accident. For example,

a driverless car detecting an imminent crash could seek to protect occupants of the vehicle, it

could seek to avoid harming pedestrians (or other innocent “bystanders” such as cyclists), or it

could aim to minimise overall casualties (save the most lives).

1.2 Ethical programming of driverless cars

These different programming alternatives have been debated from the point of view of ethical

theory. For example, utilitarian or consequentialist approaches typically support decisions that

would minimise overall numbers of deaths or injuries (i.e., save the most lives). Other

approaches (often drawing on variations of the philosophical thought experiment “the trolley

problem” [12]) have questioned the idea that it would be ethical to deliberately direct a vehicle

in a way that would kill pedestrians or other innocent parties. The German Ethics Commission

produced a report indicating (rule 9) that driverless cars should not sacrifice pedestrians to

save occupants [13]. On the other hand, prospective users of driverless cars may wish to pro-

tect themselves and other passengers (particularly if the passengers are friends or family mem-

bers). There is a question about whether such partiality to occupants of the vehicle could be

justified.

In an attempt to help guide the development of driverless cars, some empirical work has

examined the views of the general public on how they think such cars should respond to colli-

sions (their “Moral Algorithm Preference”). For example, in the Moral Machine Experiment
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(MME), online responses were obtained from almost 40 million decisions from participants in

more than 200 countries [14]. Respondents judged a series of hypothetical collisions. The

strongest preferences were for sparing humans over non-human animals, saving more lives,

and sparing the young over the old [14]. Other studies appear to confirm widespread support

for saving the most lives in a collision (though often choosing to save pedestrians if there are

similar numbers of occupants/pedestrians at risk) (Table 1). A follow-up study to the MME

found that about 40% of respondents chose to treat groups of potential accident casualties

equally when given that option (rather than saving the greatest number) [15]. Other studies

have explored the way that question framing influences responses [16–18]. When instructed to

adopt the perspective of a pedestrian, respondents were more likely to support driverless car

responses that would endanger occupants rather than themselves [17, 18]. However, overall

Table 1. Studies investigating views of the public about ethical response to collision scenarios.

Author Type of study Style of study

(methodology)

Participants Location Dominant preference

Awad et al., 2018

[14]

Moral Algorithm

Preference

Online survey >500,000 (40

million decisions)

233

countries

‘Save the Most’, (but some global variation)

Some preference for pedestrians over occupants

Awad et al., 2020

[21]

Moral Algorithm

Preference

Online survey 585,531 (alternative

part of MME)

233

countries

‘Save the Most’, no preference for protecting

passengers

Bergmann et al.,

2018 [22]

Moral Algorithm

Preference

Virtual reality

simulation

189 Germany ‘Save the Most’

Bigman and Gray,

2020 [15]

Moral Algorithm

Preference

Online survey 2352+843+993 US, UK ‘Save the Most’ (but 40% chose to treat equally)

Bonnefon et al.,

2016 [19]

Moral Algorithm

Preference

Online survey 1928 (total) US ‘Save the Most’

Purchase Preferences ‘Save the Occupants’

Faulhaber et al.,

2019 [23]

Moral Algorithm

Preference

Virtual reality

simulation

189 Germany ‘Save the Most’

Frank et al., 2019

[16]

Moral Algorithm

Preference

Online survey 12,000 US,

Denmark

Save pedestrian if low numbers in car (1, or 2),

Otherwise ‘Save the Most’

(some influence of framing/perspective)

Kallionen et al., 2019

[17]

Moral Algorithm

Preference (virtual

reality/animation)

Virtual reality

simulation + online

survey

184 + 368 Germany ‘Save the Most’

(some influence of framing)

Li et al., 2019 [24] Moral Algorithm

Preference

Virtual reality

simulation

60 China ‘Save the Most’

Liu, P and Liu, J,

2021 [20]

Moral Algorithm

Preference

Online survey 580 China No preference for ‘Save the Most’ vs ‘Save the

Occupants’

Purchase Preferences Willingness to pay is higher with ‘Save the Occupants’

Mayer et al., 2021

[18]

Moral Algorithm

Preference

Online survey 1380 Germany Save pedestrian if equal numbers, otherwise ‘Save the

Most’

Pugnetti and

Schläpfer 2018 [25]

Moral Algorithm

Preference

Online survey 107 Swiss ‘Save the Most’. Equal preference for pedestrians/

occupants.

Wintersberger et al.,

2017 [26]

Moral Algorithm

Preference (driving

simulator)

Driving simulator 40 Germany ‘Save the Most’

Survival rate influences their preference. From

occupants’ perspective, higher personal survival rates

motivate to choose altruistic decisions

� The table indicates preferences for how respondents think driverless cars should respond (or the choice they personally would make) in the event of a collision (Moral

Algorithm Preference), and which car they would actually purchase (Purchase Preference).

��We searched The National Centre for Biotechnology Information PubMed in March 2022 for papers using the keywords ("Autonomous" OR "self-driving" or

"driverless") AND ("public opinion" OR "preference") AND ethics. Additional papers were identified from reference lists, related papers and the authors’ libraries. Only

studies reporting trade-off scenarios/preferences between saving larger/smaller numbers of people, and between saving occupants vs pedestrians are included.

https://doi.org/10.1371/journal.pone.0275812.t001
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these studies suggest that the public may find it acceptable for driverless cars to be pro-

grammed with algorithms designed to minimise overall casualties, leading some to suggest

that cars should be programmed with an algorithm saving the most lives as a mandatory ethi-

cal setting taking this into account [9].

One challenge is that there may be significant variations between communities in the values

that they would apply to driverless car collisions. In the MME study, respondents from a

“Western” cluster of countries (including North America and many European countries) had

a much stronger preference for saving the most lives than respondents from “Eastern” coun-

tries (including Japan, Taiwan, China, India, and many Middle Eastern countries) [14]. The

Eastern cluster had a stronger preference for saving pedestrians. Thus, the above suggestion

may not be appropriate to a country where public moral preferences are different.

1.3 Utility paradox

A further challenge is how the public’s views about the moral acceptability of driverless car

programming would translate into their actual behaviour. Bonnefon et al. investigated not

only public moral intuition about different driverless car algorithms, but also US consumers’

willingness to buy those driverless cars (“Purchase Preferences”). Three quarters of their par-

ticipants indicated that driverless cars should be programmed to minimise the number of vic-

tims (preferences were particularly strong where this would save multiple lives such as 10

people) [19]. This tendency remained (though was weaker) when participants were asked to

imagine a family member in the vehicle. However, when participants were asked about pur-

chasing driverless cars, a strikingly different response was obtained–with low support for actu-

ally buying a utilitarian-programmed vehicle. This hesitation was even greater when

participants were asked to imagine that their family members might use their driverless cars.

Bonnefon and colleagues concluded that although people share moral intuitions supporting

utilitarian algorithms, they do not want to buy such driverless cars because of concerns for

their and their family’s safety [19]. Likewise, a study of 580 Chinese participants indicated a

preference for purchasing driverless cars that would save occupants over pedestrians, includ-

ing a willingness to pay more for such a vehicle [20] (Table 1).

This suggests a potential utility paradox for driverless cars: driverless car algorithms that are

designed to minimise collision fatalities may lead to reduced consumer uptake, higher use of

non-autonomous cars and higher overall road deaths. Purchase choices may be particularly

important to consider because of the very large potential difference in risk of fatal accidents

with driverless cars (compared to non-autonomous vehicles).

Because of the significant potential benefit to the community by introducing driverless cars,

it would be important to assess which approach would lead to the greatest uptake. It may be

preferable to either adopt a different mandatory ethical setting (i.e. other than ‘save the most

lives’) or to allow prospective consumers to choose which they would prefer (a so-called “per-

sonal ethical setting” [9]). Empirical research is needed that would compare the expected

uptake rates of different forms of mandatory ethical setting, with that of a personal ethical set-

ting. As purchase choices may be sensitive to the price of the case we also need to assess con-

sumers’ willingness to pay for their preferred algorithm. No previous studies to our knowledge

have evaluated how providing a choice of driverless car algorithm would influence expected

uptake of driverless cars, nor how this might vary between cultures.

1.4 This study

We aimed to study how the potential consumers in two countries believe driverless cars should

be programmed to respond in collisions (we call this “Moral Algorithm Preference”), as well as
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their hypothetical willingness to purchase these cars (we call this “Purchase Preference”). We

chose to compare the UK with Japan, since previous research suggests different ethical values

impacting on driverless car preferences. We compared purchasing preferences for different

programming algorithms (whether mandated or provided as an option) and examined how

these choices are influenced by framing effects and purchase price. Based on these data of pur-

chasing behaviours, we attempt to seek what algorithm or which choice of algorithm would

lead to the highest driverless car uptake if made available.

2. Methods

2.1 Participants

The UK Survey was conducted online from April 7 to May 15, 2021. UK residents aged over

18 were recruited via Prolific, using convenience sampling [27]. We performed the same sur-

vey with Japanese participants from December 6, 2021, to January 5, 2022, using Crowdworks

(crowdworks.jp), again using convenience sampling. This project received ethical approval

from the University of Oxford (the Society and Humanities Interdivisional Research Ethics

Committee, IDREC9).

For the UK survey, using G�Power [28], we calculated that a sample size of 200 participants

would have sufficient power (>80%) to detect small to medium differences in price sensitivity

between the driverless car models. Crowdworks has an online Japanese worker pool of 4.1 mil-

lion and has been previously validated for psychology experiments [29]. We sought a larger

sample (300) in Japan to take into account the possibility of higher drop-out with the broad

online pool of freelance workers. Participants were reimbursed pro-rata at £7.50/hour (¥180

total for survey in Japan). An attention check was included at the beginning of the survey;

those who failed were excluded from analysis. In the UK survey, 190 participants took part, of

whom 186 passed the attention check and provided full data were included in the analysis. In

the Japanese survey, 360 participated (346 valid responses were included in analysis). All mate-

rials and the complete data can be found at: https://osf.io/kv6nu/. Regarding demographic

information, In the UK sample (N = 186), 27% were male and 64% were female, while 9%

were unknown. 47% were in the range of age 20–40 and 42% were aged between 40–49 or over

50, while 11% were unknown. In the Japanese sample (N = 346). 43% were male and 49% were

female, while 9% were unknown. 25% were in the range of age 18–40 and 27% were aged

between 40–49 or over 50, while 48% were unknown (S1 File). Demographic information was

collected from the survey providers, and not linked to individual responses.

2.2 Purchase preference: Personal ethical setting

The questionnaire was created in English and translated into Japanese (available at: osf.io/

kv6nu) (For survey flow see S4 Text in S1 File). At the beginning, we provided background

information: participants were informed that driverless cars were estimated to reduce traffic

accidents by 90–94% but would need to be programmed in advance how to respond to any col-

lisions. For the purposes of the survey, they were asked to imagine that in ten years’ time, driv-

erless cars would have the same cost and same features as a regular car but would be safer.

They were asked to ignore any concerns about data privacy or liability. Their initial perceived

likelihood of purchasing a driverless car (on a Likert scale from 1—Not likely to 7—Extremely

likely) was assessed as a baseline measure.

Subsequently, participants were given information about programming options for driver-

less cars’ responses to collisions. Three programming algorithms were described: ‘Save the

Pedestrians’ [always save pedestrians in a collision between driverless car and pedestrian];

‘Save the Occupants’ [always save occupants of the car]; and, ‘Save the Most’ [always save the
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greater number of people]. We included edited images from the Moral Machine study [14] to

help participants understand the different algorithms. The survey then asked them which of

these programming models they would prefer if they were to purchase such a car. They were

given the three programming algorithms (named, and briefly described), as well as the option

of ‘Random choice’, wherein the driverless car would randomly choose to save either occu-

pants or pedestrians.

2.3 Framing effects and Purchase Preference

Next, they were asked to imagine (and to indicate their purchasing preference), first if they

were buying a car in a situation in which they had a young family member who would often be

a passenger, and second in a situation in which they had a young family member who would

often be a pedestrian. As before, they were given the option of the three driverless car algo-

rithms (‘Save the Pedestrians’, ‘Save the Occupants’, ‘Save the Most’) or ‘Random Choice’.

2.4 Mandatory ethical setting: Purchase and Moral Algorithm Preference

In the next section, participants were asked to indicate how likely (on a scale from 1 (Not very

likely) to 7 (extremely likely)), they were to buy a driverless car if all such cars were pro-

grammed with the same algorithm (i.e., mandatory ethical setting). For example, they were

told that all cars were programmed to ‘Save the Most’. This question was repeated to assess

likelihood of purchase for each of the three algorithms (‘Save the Pedestrians’,’ Save the Occu-

pants’, ‘Save the Most’).

They were lastly asked which programming model they believed should be adopted if all

driverless cars were going to be programmed in the same way (their Moral Algorithm Prefer-

ence), (they were given the three algorithms as well as the option of ‘Random Choice’). They

were reminded that they might be either occupants or pedestrians.

2.5 Price sensitivity

Finally, a discrete choice experiment was conducted. Participants were presented with a series

of choices between two driverless cars that feature different programming models but have dif-

ferent price tags and asked which car they would buy. It has been estimated that most new cars

in the UK sell from about £12,000 to £23,000 [30]. We used that price range, starting with

£15,000. There were 36 combinations for the price tests due to the three different models and

three different prices (£15,000, £19,000 and £23,000; ¥2,250,000, ¥2,850,000, and ¥3,450,000).

Fig 1 shows an example question:

2.6 Model description—willingness to pay for the purchase

In our model, the utility difference between Car A and Car B can be described as the difference

in price and the difference in safety programming:

DUðA;BÞ ¼ ðPriceB � PriceAÞ þ ðProgA � ProgBÞ ð1Þ

Where PriceA is the price of Car A (e.g., £15000) and ProgA is the utility associated with the

programming of Car A (e.g., Utilitarian).

There are three programming options: ‘Save the Occupants’, ‘Save the Pedestrians’, ‘Save

the Most’ (utilitarian), resulting in two independent parameters. We set the utility of the ‘Save

the Most’ option to zero, making it the reference point for the other two programming options.

And we expressed the preferences for each of these programming options (‘Save the Occu-

pants’ = Occ; ‘Save the Pedestrians’ = Ped) in units of thousands of pounds.
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How did we turn a utility difference ΔU(A, B) into a choice probability? Roughly, if the util-

ity difference is large and positive, participants ought to choose A with probability ~1. And if

the utility difference is large and negative, participants ought to choose B with probability ~1.

To model the choice probability, we scaled the utility by multiplying by a parameter
ffiffiffi
t
p

, and

then applied an inverse probit transformation. This allowed us to go from the utility difference

(Eq 1) to the probability of choosing A given options A and B,

pAB Að Þ ¼ probit� 1ð
ffiffiffi
t
p
DUðA;BÞÞ ¼

Z DUðA;BÞ

� 1

ffiffiffiffiffiffi
t

2p

r

etx
2

2 dx ð2Þ

The parameter τ represents how sensitive participants were to changes in utility, so how

quickly choices switched between definitely A and definitely B as the utility varied. Lower val-

ues mean participants spent more time in the ‘unsure’ region.

At the individual level the choices are binary, so our choice probability that came from the

model resulted in just a single yes/no response. We can model this by assuming the data comes

from a single trial where the choice probability is given by pAB(A), in other words,

pðDatajDUÞ � BernouliðpABðAÞÞ ð3Þ

To model this in a hierarchical way means a) every individual has their own values for the

parameters Ped, Occ, τ, b) These individual values can be assumed to be drawn from some

population level distributions. Each of these population level distributions has an associated

mean, HPed, HOcc, Hτ, and variance. More precisely,

PedðiÞ � �ðHPed;HtÞ; OccðiÞ � �ðHOcc;HtÞ; tðiÞ � �ðHt;Ht2Þ ð4Þ

Where ϕ(μ, τ) is the pdf of the normal distribution with mean μ and variance 1/τ. The idea

here is that we allow for individual variation in utilities and sensitivity, but we constrain these

differences so that information about the preferences of one participant is still weakly informa-

tive about the preferences of the others. HPed, HOcc, Hτ, Ht, and Ht2 are population level

parameters (hyperparameters), which govern the distribution of utilities and sensitivity in the

population. These are the things to be determined by the model fitting, and we assign them the

Fig 1. An example question for the discrete choice experiment evaluating price sensitivity and preference for

driverless car algorithms.

https://doi.org/10.1371/journal.pone.0275812.g001
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following priors,

HPed � � 0;
1

10

� �

;HOcc � � 0;
1

10

� �

;Ht � g
1

2
;
1

2

� �

;Ht � g
1

2
;
1

2

� �

;Ht2 � g
1

2
;
1

2

� �

: ð5Þ

where γ(a, b) is the pdf of the gamma distribution with shape parameters, a, and b.

2.7 Model implementation

The model was fit to the data via Bayesian methods using JAGS (Plummer, 2003 [31]), using a

form of Markov Chain Monte Carlo (MCMC) [32]. Fits used three MCMC chains and 50000

MCMC samples, with a burn in of 5000 samples. Chain convergence was assessed using the R̂
statistic, and all chains had good convergence by this metric. We report means and HDIs for

the posteriors of the hyperparameters, and distributions of the Ped and Occ parameters across

participants and trials.

3. Results

Statistical analysis was conducted using SPSS, Version 28, and computational model analysis

were performed with Matlab.

3.1 Algorithm and Purchase Preference–which algorithm should cars have?

The largest group of participants indicated the same response when asked which algorithm

they believed should be programmed into all driverless cars (Moral Algorithm Preference),

and which algorithm they would prefer to purchase if able to choose (purchasing preference;

personal ethical setting) in both countries (Fig 2). In the UK, the largest group selected ‘Save

the Most’ (55.3% answered ‘Save the Most’ should be programmed and 45.7% answered it was

their preferred algorithm), while in Japan, the largest group selected ‘‘Save the Pedestrians’

(54.6% and 56.9% respectively). A minority of participants wished to purchase the other mod-

els (UK: ‘Save the Occupants’ 23.4%, ‘Save the Pedestrians’, 23.4%; Japan: ‘Save the Occupants’

15.6%, ‘Save the Most’ 24.6%).

While Moral Algorithm Preferences aligned with purchasing preference in each country,

there was a statistically significant difference between Purchase Preferences and Moral Algo-

rithm Preference: Moral Algorithm Preference for the UK (McNemar-Bowker (6 N = 186) =

17.60, p = .007) and for Japan (McNemar-Bowker (6) = 23.655, p = .001, N = 346).

3.2 The effect of framing on Purchase Preference

Next, we examined the effects of different question framing. When asked to imagine that one’s

family would often be in the car, a higher proportion of respondents in both countries selected

to purchase ‘Save the Occupants’ compared to when the question was presented without such

a frame (UK: 57%, McNemar-Bowker (6, N = 186) = 68.415, p< .0001; Japan: 40.2%, McNe-

mar-Bowker (6, N = 346) = 103.814, p< .001). Similarly, there was a significant increase in

preference for ‘Save the Pedestrians’ when asked to imagine one’s family often being pedestri-

ans compared to when the question was presented without such a frame (UK: 50%, McNemar-

Bowker (6, N = 186) = 50.509, p< .0001; Japan: 74.3% McNemar-Bowker (6, N = 346) =

63.800, p< .001). Responses to both framings were different between the UK and Japan (p<

.001).
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3.3 The influence of mandatory ethical settings on willingness to purchase

As a baseline question, we asked participants how likely it is that they would purchase a driver-

less car in ten years’ time (if their current car needed replacing) without specifying any safety

programming. In the UK, the median response on the 1 (not at all likely) to extremely likely

(7) scale was 5, with a Mean of 5.13 (SE = .119). In Japan, the median response was 6, with a

Mean of 5.66 (SE = .068). Overall, 74% of the UK participants, and 82% of the Japanese

Fig 2. Participant preference among UK and Japanese participants for driverless car algorithms when asked: a. which

algorithm should be programmed (if all cars programmed identically) b. which they would personally prefer to

purchase if able to choose c. Their purchase preference if they imagined having young family who would often be

passengers d. Their purchase preference if they imagined having young family who would often be pedestrians.

https://doi.org/10.1371/journal.pone.0275812.g002
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indicated that they were likely (response>4) to buy a driverless car (neither likely nor unlikely:

UK 10%, Japan 9%). Japanese participants had a higher willingness to purchase a driverless car

than UK participants, t(530) = 4.166, p < .001.

Next, we examined how consumers’ willingness to purchase driverless cars changes when a

single algorithm is programmed for all driverless cars. For all three mandated ethical settings,

there was reduced willingness to purchase compared to the baseline question indicating that

some participants would only purchase if their preferred programming algorithm were avail-

able (when ‘Save the Most’ algorithm is only available—UK participants (M = 4.14, SE = .128, t

(185) = 7.918, p< .001) and Japanese participants (M = 4.17, SE = .07, t(345) = 16.69, p<

.001); when ‘Save the Pedestrians’ algorithm is only available—UK participants (M = 3.58, SE

= .1249, t(185) = 10.925, p< .001) and Japanese participants (M = 4.77, SE = .07, t(345) =

10.72, p< .001); when ‘Save the Occupants’ algorithm is only available—UK (M = 4.134, SE =

.123, t(185) = 7.59, p< .001) and Japanese participants (M = 4.12, SE = .093, t(345) = 17.505, p

< .001)).

If a mandatory ethical setting were adopted, 47% of UK respondents would buy a car pro-

grammed to save occupants (a drop from 74% baseline) (Fig 3). 60% of Japanese respondents

would purchase a car programmed to save pedestrians (a drop from 82% baseline non-speci-

fied). Overall, participants’ willingness of the purchase was affected by the type of algorithm in

both countries.

By tracking each participant’s purchasing preference on the three algorithms, a Venn dia-

gram was created to illustrate the distribution of consumers’ preferences for those three algo-

rithms (Fig 4). A small proportion of participants were likely to buy a driverless car whichever

algorithm was available (UK 11.8%, Japan 13.6%), and a minority were not willing to purchase

regardless of algorithm (UK 23.1%, Japan 21.1%). In the UK, two thirds of respondents

(67.8%) were willing to purchase either ‘Save the Occupants’ or ‘Save the Most’ models. In

Japan, 72.3% were willing to purchase either ‘Save Pedestrians’ or ‘Save the Occupants’.

3.4 Willingness to pay: Purchase Preferences

The model was able to predict well which decisions UK and Japanese participants would make

on each of the 36 scenarios (see S1 File). Examining the estimates for the population level

parameters for the preference strength, we observed that for the UK population, going from a

utilitarian program to one favouring pedestrians was equivalent to a price increase of £10,700,

while going from a utilitarian option to one favouring occupants was equivalent to a price

increase of around £3,170 (Fig 5). A different picture emerged for the Japanese population.

Here, the model estimated that going from a utilitarian program to one favouring pedestrians

was equivalent to a price decrease of £4,180, while going from a utilitarian option to one

favouring occupants was equivalent to a price increase of around £6,470.

Comparing the population estimates (S2 Table in S1 File), the largest difference between

the UK and the Japanese population was the utility assigned to ‘Save the Pedestrians’ program-

ming. For the UK sample this was assigned much lower utility than the ‘Save the Most’ or

‘Save the Occupants’ options. For the Japanese sample in contrast, ‘Save the Pedestrians’ was

significantly more attractive than either ‘Save the Occupants’ or ‘Save the Most’ options. There

was also a significant difference in the utility assigned to the ‘Save the Occupants’ program-

ming, with the Japanese sample rating this as significantly worse than the UK sample. Finally,

we also found that Japanese participants showed a greater consistency in their utility judg-

ments (t parameter: Japan .0045 versus UK .0034) significantly higher, and a less noisy deci-

sion-making process (Tau parameter: Japan: .388 versus UK.291), indicating that Japanese

preferences were more stable than the UK ones.
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Fig 3. The overall likelihood of purchasing a driverless car and the likelihood of purchasing a driverless car if a

mandatory ethical setting were used and particular algorithms were the only option available.

https://doi.org/10.1371/journal.pone.0275812.g003
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Fig 4. Allocation of consumers’ preferences for three different algorithms. Respondents who were “unlikely” or

“neither likely/unlikely” to purchase any model are indicated outside the Venn diagram (the figures in parentheses

refer to the actual number of participants).

https://doi.org/10.1371/journal.pone.0275812.g004
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In each country, large individual differences existed in the UK and the Japanese Sample (S2

Fig in S1 File). When we examined the distribution of preferences values within our UK sam-

ple for ‘Save the Pedestrians’ over the ‘Save the Most’, we can see that a minority of 25 partici-

pants preferred a ‘Save the Pedestrian’ programming to a ‘Save the Most’ programming.

Twenty-five participants would have paid up to £40,000 pounds more to get a car with ‘Save

the Most’, and avoid a car with ‘Save the Pedestrian’ programming (S2 Fig in S1 File). In the

Japanese sample, 149 participants preferred the ‘Save the Most’ over the ‘Save the Pedestrian’

safety programming. Here, 42 participants would have paid up to £10,000 to get a ‘Save the

Pedestrian’ over a ‘Save the Most’ programming, and 10 participants up to £20,000 more. The

most popular safety programming in each country was not endorse by everyone, and manda-

tory settings might deter large minorities from purchasing driverless cars. Even more pro-

nounced is this effect when we examine the distribution of preference values in both samples

for ‘Save the Occupants’ over ‘Save the Most’. Here, we can see that in the UK sample, 65 par-

ticipants preferred such programming over ‘Save the Most’, and in the Japanese sample, 105

participants preferred ‘Save the Occupants’ over ‘Save the Most’.

4. Discussion

In this international online survey, we found striking differences between potential consumers

in the UK and Japan in their preferences for the programming of driverless cars and their

hypothetical purchase. A majority of UK participants (55.3%) supported the programming of

driverless cars to ‘Save the Most’ lives in a collision. In contrast, a majority of Japanese respon-

dents (54.6%) supported algorithms that would prioritise the saving of pedestrians. Purchasing

preferences in both countries were highly sensitive to framing with shifts (in favour of saving

Fig 5. Average preference strength of ‘Save the Pedestrians’ and ‘Save the Occupants’ over ‘Save the Most’. (A

positive price changes means that participants preferred ‘Save the Most’, and would require a price discount to choose

the alternative).

https://doi.org/10.1371/journal.pone.0275812.g005
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family members) when asked to imagine that their family members would often be either

occupants or pedestrians. Importantly, in both countries, willingness to purchase was lower

when ethical settings were mandated to a single algorithm, compared to baseline willingness to

purchase and compared to the proportion willing to purchase when given options of driverless

car algorithms. Respondents from the UK were divided (a similar proportion being willing to

buy a car programmed to ‘Save the Most’ and to ‘Save the Occupants’), while a majority in

Japan were willing to purchase a driverless car that would prioritise pedestrians. In both coun-

tries, price sensitivity tracked general preferences, and participants generally placed a signifi-

cant price premium on their personally preferred algorithm.

4.1 Cultural variation in values applied to driverless cars

The overall Moral Algorithm Preference identified in our study is consistent with previous

studies. Surveys (largely in European and North American populations) have generally sup-

ported driverless algorithms that would save the most lives (Table 1), and this was described as

a globally shared preference in the MME [14]. We observed a similar pattern in the responses

from our UK respondents. However, within the MME, there was a significant difference

between respondents from a ‘Western’ cluster of countries and those from an ‘Eastern’ cluster

[14]. Our finding that Japanese respondents had a much stronger preference for prioritising

pedestrians is consistent with that prior global survey. It may reflect communitarian values in

Japan and strong senses of social responsibility and conformity [33]. It is also possible that the

Japanese preference reflects recent media attention and social concern about accidents involv-

ing elderly drivers and pedestrians [34], or lower levels of vehicle ownership in Japan. Further

studies are needed to know the reasons for Japanese purchasing behaviours.

4.2 Algorithm versus Purchase Preferences

We found a difference between Moral Algorithm Preferences (which algorithm they think

should be programmed) and purchasing preferences. However, such purchasing preferences

(in the absence of family framing) generally tracked participants’ views about what should be

programmed overall (Fig 2). This is somewhat in contrast to Bonnefon et al., who found a

marked fall in support for a utilitarian algorithm when participants were asking about pur-

chase [19]. However, we found that Purchase Preferences were highly sensitive to question

framing. Past studies asking about general Moral Algorithm Preference have found some effect

of framing perspective on responses (i.e., asked to imagine or respond as pedestrian vs occu-

pant of car), but generally preserved utilitarian responses. We found much stronger prefer-

ences when participants were asked to imagine family members involved in accidents. It may

be that our questions about Purchase Preferences are more individually directed, and therefore

more sensitive to personal circumstances. Alternatively, it may be that the wording of ques-

tions in our survey primed respondents to alter their responses (possibly in a perceived socially

desirable direction).

4.3 Mandatory ethical setting

We were interested to explore the impact of a mandatory ethical setting on overall willingness

to purchase driverless cars. In Bonnefon et al.’s study, US consumers indicated aversion to

governmental regulation on what algorithm to be programmed into driverless cars, which was

pointed out as a concern for mandatory ethical setting. Although we did not ask the UK and

Japanese consumers’ attitude towards governmental regulation, our data suggest that manda-

tory ethical settings discourage consumer uptake since for many consumers’, their decisions

whether or not to buy driverless cars were contingent on which accident algorithm is available.
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For example, from our UK data, a mandatory ethical setting with any type of algorithm

reduced by 20% the number of consumers willing to buy driverless cars. It appeared that the

largest number of respondents would buy a driverless car if given the option of choosing

between the three different algorithms, or what we call a personal ethical setting. Very few

respondents indicated a preference for abdicating responsibility by having the car randomly

choose to save either pedestrians or occupants.

4.4 The utility paradox and the ethics of personal ethical settings

Overall, our results appear to support what we have labelled the ‘utility paradox’ in driverless

car algorithms. In our sample, across two countries, algorithms designed to ‘Save the Most’

lives would actually lead to lower uptake of driverless cars and thus save fewer lives in practice,

given the ability of driverless cars to reduce trade-off accidents in total. In Japan, that was

because most respondents preferred driverless cars to prioritise pedestrians. In the UK,

respondents were divided as to which algorithm they would prefer. Any mandated ethical set-

ting attracted a smaller proportion of hypothetical consumers than those who indicated (with-

out an algorithm specified) they were willing to purchase a driverless car.

This finding suggests that making driverless cars available with a personal ethical setting

may yield a higher uptake and consequently have the greatest overall impact on road casualties,

at least in the first instance. This is a libertarian option [35], but would also be predicted to

have the greatest utility (and therefore be supported by utilitarianism). As some of the authors

have argued elsewhere, from behind a veil of ignorance, it is rational to select the policy which

saves the most lives (including those of the individual and family members) [36]. Thus, a

broad contractualist approach would also support making driverless cars available with a per-

sonal ethical setting when they are introduced into general circulation. From this point of

view, a personal ethical setting has the advantage that while it would be supported by utilitari-

ans and contractualists by maximising driverless car uptake, it would also be aligned with lib-

eralism by providing individual value-based choices.

This argument in favour of a personal ethical setting is dependent on purchasing choices,

and our survey suggests that such choices may be susceptible to context and framing effects. It

may be more of an advantage for some countries than others (in our Japanese participants, a

‘Save the Pedestrians’ mandatory setting appeared to have high support). One way for govern-

ments to increase uptake may be to subsidise the cost of driverless cars in general, or of partic-

ular algorithms (for example, in a way similar to subsidies for electric cars). For example, our

willingness to pay analysis suggests that in Japan, a price subsidy of £4000 might be required to

shift preferences to a ‘Save the Most’ algorithm. Another possibility (which would merit fur-

ther study) may be to adapt algorithms to include a combination of values (for example, priori-

tising car occupants if passengers in the car, and similar numbers to pedestrians, while

otherwise aiming to ‘Save the Most’). Yet another option would be to introduce driverless cars

with a personal ethical setting in the initial stage, then to shift to a (e.g. ‘Save the Most’) man-

dated ethical setting once non-automated cars have been largely or entirely replaced.

There are other ethical considerations for a personal ethical setting. One concern may be

that use of such an option would lead owners of cars to be morally responsible (and potentially

liable for damages) in the event of collision fatalities, perhaps analogously to driving beyond

the speed limit [37]. It may be that insurance costs would be higher for those who do not

choose to purchase ‘Save the Most’ algorithms [37]. Allowing individuals to choose their ethi-

cal setting might be socially divisive or lead to stigma. On the other hand, a personal ethical

setting allows consumers to exercise their freedom and autonomy. Given a range of different

plausible ethical responses (particularly where there is not a large difference in the number of
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people under threat), a libertarian response [38] might allow individuals to incorporate their

personal values (within limits) into their vehicle programming. It is potentially important to

allow individuals to take moral responsibility for their actions when using artificial intelli-

gence. The Japanese Cabinet Secretariat accepted this concept and pointed out that “when

using AI, people must judge and decide for themselves how to use it” [39]. That would allow

individuals to choose to sacrifice their own (and their passengers) to save the greatest number

of lives in a collision. Individual autonomy arguably should be respected and is especially cru-

cial in a situation where the person’s life is at stake.

One objection is that autonomy can be curtailed in the public interest or for the sake of

public health. Yet our research indicates a happy convergence of personal autonomy and pub-

lic interest in the UK and Japan. Based on plausible assumptions about the high-safety level of

driverless car system, the rarity of trade-off accidents and contingent on purchasing behaviors,

the most lives would be saved if people were allowed to express their autonomy (unless govern-

ments banned non-autonomous vehicles and mandated an algorithm of ‘Save the Most Lives’).

4.5 Limitations and future directions

There are some limitations to the generalisability of these results. Online surveys have inherent

selection biases. Although we used participants pools that have previously been validated in

behavioural research, those who completed our surveys may not be representative of the wider

population. (On the other hand, a younger, internet-using audience may overlap with the mar-

ket for driverless cars). While the sample size was similar to many previous studies in this area

(Table 1), a larger sample would have allowed more confident estimates of population atti-

tudes. Only those who passed an attention check were included in the analysis, but, some of

those included in the analysis may not have given careful thought to each question. This might

be a problem especially in the discrete choice experiment.

As we found in our survey, respondents may be susceptible to the framing of the questions,

and the specific wording of our study may have influenced results. (However, the fact that the

global preferences among UK and Japanese respondents were consistent with those seen in the

MME [14] and other related studies [40], supports the validity of responses). We were inter-

ested in the impact of driverless car algorithms on purchase preferences. However, stated

intentions may not represent actual purchase choices. Participants may change their mind in

the future or fail to imagine what they will actually do in the real situation.

5. Conclusions

Fully automated driverless cars are not yet commercially available. But the results of this study

provide some insights that may be important for their regulation and development. Public

views about the safety and ethics of driverless cars will be crucial for their acceptance. It may

be that how such cars are programmed to respond may need to differ between countries–

depending on the prevailing values of the community. It may also be that permitting some eth-

ical choice in driverless car programming would be valuable.

The programming of driverless cars is fundamentally an ethical decision. We must take

responsibility for the goals of such programming, whether it is saving the greatest number, or

considering other factors such as age, responsibility, etc [40]. Some kind of democratic process

preferably informed by ethical procedures [41] is necessary to arrive at how lives should be val-

ued. Regulation and mandating of programming and purchase of driverless vehicles to achieve

these ethical goals (once they have been derived) may be justifiable. However, in the absence of

mandated replacement of non-automated vehicles, it is essential to explore the psychosocial

effects of policy on purchasing behaviour because the most important factor affecting the well-
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being and autonomy of road users and those affected by road use is likely to be uptake of driv-

erless cars. If we were to minimise casualties overall, it might not be wise to adopt a ‘Save the

Most’ algorithm as a mandated ethical setting because of the potential to decrease driverless

car uptake (the utility paradox). We have argued that allowing freedom of choice of ethical set-

ting in driverless cars would potentially be supported by utilitarian, contractualist and libertar-

ian ethical theories. It may be the most ethical policy.
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